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Abstract: Binary classification is one of the fundamental tasks in machine learning, which involves assigning one of two classes to an instance defined by a set of features. Although accurate predictions are essential in most of the tasks, knowing the model confidence is indispensable in many of them. Many probabilistic classifiers’ predictions are not well-calibrated and tend to be overconfident, requiring further calibration as a post-processing step to the model training.

Logistic calibration is one of the most popular calibration methods, that fits a logistic regression model to map the outputs of a classification model into calibrated class probabilities. Various regularization methods could be applied to logistic regression fitting to reduce its overfitting on the training set. Platt scaling is one of these methods, which applies label smoothing to the class labels and transforms them into target probabilities before fitting the model to reduce its overconfidence. Also, label smoothing is widely used in classification neural networks. In previous works, it was shown that label smoothing has a positive calibration and generalization effect on the network predictions. However, it erases information about the similarity structure of the classes by treating all incorrect classes as equally probable, which impairs the distillation performance of the network model.

In this thesis, we aim to find better ways of reducing overconfidence in logistic regression. Here we derive the formula of a Bayesian approach for the optimal predicted probabilities in case of knowing the generative model distribution of the dataset. Later, this formula is approximated by a sampling approach to be applied practically. Additionally, we propose a new instance-based label smoothing method for logistic regression fitting. This method motivated us to present a novel label smoothing approach that enhanced the distillation and calibration performance of neural networks compared with standard label smoothing.

The evaluation experiments confirmed that the approximated formula for the derived optimal predictions is significantly outperforming all other regularization methods on synthetic datasets of known generative model distribution. However, in more realistic scenarios when this distribution is unknown, our proposed instance-based label smoothing had a better performance than Platt scaling in most of the synthetic and real-world datasets in terms of log loss and calibration error. Besides, neural networks trained with instance-based label smoothing, outperformed the standard label smoothing regarding log loss, calibration error, and network distillation.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>pdf</td>
<td>Probability density function</td>
</tr>
<tr>
<td>KDE</td>
<td>Kernel density estimation</td>
</tr>
<tr>
<td>MLE</td>
<td>Maximum likelihood estimation</td>
</tr>
<tr>
<td>MAP</td>
<td>Maximum a posteriori</td>
</tr>
<tr>
<td>CD</td>
<td>Critical Difference diagram</td>
</tr>
<tr>
<td>SVM</td>
<td>Support vector machines model</td>
</tr>
<tr>
<td>LR</td>
<td>Logistic regression model</td>
</tr>
<tr>
<td>DNN</td>
<td>Deep neural networks</td>
</tr>
<tr>
<td>ECE</td>
<td>Expected calibration error</td>
</tr>
<tr>
<td>DNNs</td>
<td>Deep Neural Networks</td>
</tr>
<tr>
<td>CNNs</td>
<td>Convolutional Neural Networks</td>
</tr>
</tbody>
</table>

Table 1. List of abbreviations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{tr}, D_{te}$</td>
<td>Training, and testing datasets</td>
</tr>
<tr>
<td>$D^+, D^-$</td>
<td>Positive, and negative class instances of dataset $D$</td>
</tr>
<tr>
<td>$X, Y$</td>
<td>Features space, and labels space of a particular dataset.</td>
</tr>
<tr>
<td>$\hat{p}(x)$</td>
<td>predicted probability of instance $x$</td>
</tr>
<tr>
<td>$f(z)$</td>
<td>Estimated probability density of an instance $z$</td>
</tr>
<tr>
<td>$K_h(z)$</td>
<td>Non-negative kernel function of bandwidth $h$</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature scaling parameter in neural networks</td>
</tr>
<tr>
<td>$\epsilon^+, \epsilon^-$</td>
<td>Smoothing factor using for positive, and negative classes respectively.</td>
</tr>
<tr>
<td>$\epsilon_{Platt}^+, \epsilon_{Platt}^-$</td>
<td>Platt scaling label smoothing factors for positive, and negative classes respectively.</td>
</tr>
<tr>
<td>$\mu_0, \mu_1, \sigma$</td>
<td>Mean of negative, positive classes, and standard deviation of their Gaussian distributions respectively</td>
</tr>
<tr>
<td>$\hat{p}_x$</td>
<td>The probability distribution of a variable $x$</td>
</tr>
<tr>
<td>$\delta(t - c)$</td>
<td>Dirac delta function at $c$</td>
</tr>
<tr>
<td>$N_{MC}$</td>
<td>Number of Monte Carlo samples</td>
</tr>
<tr>
<td>$U(a, b), B(a, b)$</td>
<td>Uniform, and Beta distributions of parameters $a$, and $b$.</td>
</tr>
<tr>
<td>$\mathcal{N}(\mu, \sigma)$</td>
<td>Gaussian distribution of mean $\mu$, and standard deviation $\sigma$.</td>
</tr>
<tr>
<td>$clr$</td>
<td>Class balance ratio $= \frac{</td>
</tr>
</tbody>
</table>

Table 2. Notation used in mathematical formulas described throughout the thesis.
1 Introduction

During the past decade, *machine learning* has been used in a wide range of applications. Thanks to the accelerated research progress in this field, machine learning models have been widely utilized in real-world use cases like healthcare [PSA18], transportation [ADLB19], and agriculture [JDPS19].

Although these models outperform humans in many tasks and even with significant degrees, deploying them in more critical tasks that require making decisions that directly impact people’s lives could be quite risky. Naturally, critical decisions are not going to be taken except when the model has a high degree of *confidence* in its predictions. The confidence of a model usually refers to its estimated output probability or score of an observation belonging to a specific class. However, highly accurate models do not necessarily reflect correct confidence levels. Therefore, taking measures regarding the calibration of model predictions to avoid scenarios of overconfidence is an important part of building machine learning models. For instance, a model that predicts with a 90% confidence level should have around 90 correct out of every 100 predictions. Despite the continuous advancements in improving the accuracy of models, relying on these models’ predictions requires parallel progress in calibrating their outputs.

1.1 Why should we care about calibration?

Consider a highly accurate machine learning model that was trained and employed in a *self-driving car*. Suppose that this model predicts an empty road with confidence of almost 100% while a pedestrian is crossing the street. Given such a perfect level of confidence, the model might take the decision to continue accelerating, which could lead to disastrous consequences.

Second, after the novel Coronavirus (COVID19) has hit the world, the machine learning research community started to direct their efforts towards offering solutions to this crisis. One type of these efforts is using machine learning for a fast diagnosis of COVID19. For example, 13 published studies were proposing different machine learning models to detect this viral infection based on tomography scans [WVCB+20]. Although most of these models claim very accurate results, one needs to know when to rely on the model predictions, or when to ask for a medical expert confirmation using other diagnostic tests.

Suppose that two of these diagnostic models were tested over a group of 100 infected patients. Model A has accuracy and confidence of 90% on each of these patients, and Model B has 95% accuracy but 99.9% confidence. Although the second model has higher accuracy than the first, its erroneous predictions with overconfidence could be problematic to the patient’s physical health and the whole population. However, Model A is *calibrated*, which makes it a more reliable model.

The above examples and many others show how confidence in machine learning is a matter of interest. No doubt that based on the consequences of the made decisions, different tasks need different levels of confidence to act upon. However, these levels should be highly accurate, such that a non-calibrated model is not going to be useful even if it has high confidence in its predictions. Thus, using highly calibrated machine learning models, and reducing overconfident predictions could be as crucial as developing highly accurate models in some real-life scenarios.
1.2 Logistic regression and sigmoid calibration

*Regression* models are a broad class of predictive models in machine learning. The aim of using these models is to find the relationship between a group of independent variables (*features*), and a numeric dependent variable (*target*). On the other hand, if the target variable belongs to a set of discrete values, the task is referred to as *classification*. A particular case of classification tasks is when the set of possible target values includes only two different states. In that case, the problem is referred to as a *binary classification* task. There is no doubt that the set of binary classification problems widely exists in our real-world tasks, where machine learning solutions tend to sort items into one out of two classes. The predominance of this particular set of tasks could be imagined from many examples in various fields like the prediction of churn or not, spam or not, illness or not, etc. Moreover, having multiple classes in other tasks could be interpreted as a prediction of one class versus the remaining ones, which could be achieved by aggregating the outputs from multiple binary classification models.

*Logistic Regression* (LR) model is a prevalent probabilistic machine learning model that is employed in binary classification tasks. Firstly, it can be described by simple equations that ease its deployment and provide a quantified representation for the relative importance of each feature to the target variable. Secondly, it squashes the output scores into a range between 0 and 1. Hence, it outputs the probability of belonging to a particular class as a continuous variable. LR is used for binary classification by employing a decision rule on its estimated output probabilities. An observation belongs to the positive class if it satisfies that decision rule such that its estimated probability exceeds a certain threshold. Otherwise, it belongs to the negative class [HJ15].

Many highly accurate binary classification models like decision trees, naive Bayes [ZE01], and support vector machines (SVM) [Dri01] could lack calibrated confidence levels. However, they usually output scores that are linearly related to the target variable. An important use-case for LR is calibrating classifiers’ output predictions such that a univariate LR model is fitted to convert the output scores of the uncalibrated classifiers into better-calibrated probabilities. This process is well known by *logistic or sigmoid calibration*, and it is usually beneficial if the distortion in the predicted scores has a sigmoid shape. Consequently, better certainty estimates for model predictions could be obtained. Figure 1 (left) shows an example for the reliability diagram of an uncalibrated SVM model with average distorted predicted scores similar to a sigmoid function. In the reliability diagram, the predicted probabilities are divided into ten bins along the x-axis, and the average score in each bin is plotted against the average model accuracy. After performing logistic calibration, the model output predictions become very close to that of the perfect calibrated model. A perfectly calibrated model would be on the diagonal of the diagram.

1.3 Reducing overconfidence by label smoothing

When LR is trained like any other supervised classifier, the training set is usually not enough to learn the actual distribution of the dataset. Hence, it is a critical problem that fitting a standard LR model on the training set would suffer from overconfidence. For example, Figure 1 (right) shows a standard LR fitted using a training sample of 20 univariate instances drawn from Gaussian distributions with the same standard deviation, and the means $-2$, $2$ for negative and positive classes, respectively. The model is overfitted to the training set with highly overconfident
predictions compared to the optimal LR model given the actual distribution of the dataset.

Figure 1. (a) Effect of logistic calibration on an uncalibrated SVM model with distorted scores with a Sigmoid shape. (b) Overconfident standard LR model fitted with a training sample compared with the optimal model on the testing set distribution.

Few approaches have been proposed to reduce the overconfidence issues in LR fitting, and particularly logistic calibration. The most common approach applies an engineering trick for smoothing the dataset target labels before model fitting, which is named as Platt scaling \([P+99]\). Applying label smoothing teaches the model not to be very confident of the labels of all instances during training. Although this approach works quite well in some cases, it was shown that the selected smoothing factor by that approach is not the best one in many other cases. Based on these findings, more questions are raised about how to choose better smoothing factors, and whether label smoothing is the best way to reduce overfitting or there exist better alternatives \([P\ddash19]\).

Label smoothing is not only adopted in LR fitting but also widely populated with deep neural networks. It helps the networks to take into account the presence of noisy labeled instances in the training set. This helps in reducing the overconfidence of the network predictions and improves its accuracy.

In this thesis, we try to investigate and discuss previous approaches used in reducing overfitting of LR and propose new ones based on our findings. To this end, the contribution of this thesis work is as follows:

- Study the different approaches used in reducing the overconfidence of the LR model.
- Analytical derivation for the optimal output probability predictions if the exact distribution of the generative model of the dataset is known.
- Demonstration of a new instance-based label smoothing approach using kernel density estimation to reduce overconfidence in LR.
• A new label smoothing parametric method for neural networks enhances the network performance in terms of generalization, calibration, and network distillation.

• Empirical evaluation and discussion of the proposed methods on synthetic and real datasets.

1.4 Thesis structure

In the following Section 2, an overview of the types of classifiers, LR model, and classifiers calibration are introduced for the background. In Section 3, we discuss the LR overconfidence issue, and how it was addressed in the literature. In Section 4, we derive how to find the optimal output probability predictions with prior knowledge of the exact generative distribution of the considered dataset. A new approach for label smoothing using kernel density estimation for LR fitting is proposed in Section 5. Next, an instance-based label smoothing approach in neural networks motivated by our work with logistic calibration is developed and presented in Section 6. Section 7 includes the detailed setup, results, and discussions for the experimental evaluation of the proposed methods. Finally, the main conclusions of this study, in addition to the possible future research directions, are addressed in Section 8. Figure 2 shows a summary of the thesis content with an overview of its flow and organization.

Figure 2. A high-level overview of the thesis flow and organization in the following sections.
2 Background

In the following sections, we start by introducing the notation being used in our study, and an overview of the necessary background information, including different classifiers types and the calibration process. Then, we introduce the logistic regression (LR) model and discuss how it is being trained and used in calibrating linear classifiers. After that, Bayesian inference in machine learning is shortly introduced. Finally, we present a brief overview of deep neural networks and examples of their types.

2.1 Types of classifiers

A classifier is a category of learning algorithms that implements a function to solve a classification task such that it takes an input of several features, and it outputs the predicted class label out of a set of finite discrete classes. Labeling classifiers are the ones that output the final predicted class labels. However, to obtain a confidence level associated with the class prediction, scoring classifiers are needed. Next, we introduce these different types of classifiers, along with their notation.

2.1.1 Labeling classifiers

A labeling classifier is a predictive model function \( f : \mathcal{X} \rightarrow \mathcal{Y} \) that computes the predicted class denoted by \( y_i \) of an instance \( i \), given its features vector values denoted by \( x_i \). The set of all possible values of features is referred to as feature space \( \mathcal{X} \), and the set of different classes values is denoted by \( \mathcal{Y} \) such that \( x_i \in \mathcal{X} \), and \( y_i \in \mathcal{Y} \). In this study, we focus on the binary classification tasks where \( \mathcal{Y} = \{0, 1\} \) such that 0 represents a negative class, and 1 represents a positive class. A dataset \( D = D^+ \cup D^- \) is a collection of positive class instances \( D^+ = \{(x_i, y_i) \mid i \in \{1, 2, ..., n\}, y_i = 1, x_i \in \mathcal{X}\} \) and negative class instances \( D^- = \{(x_i, y_i) \mid i \in \{1, 2, ..., n\}, y_i = 0, x_i \in \mathcal{X}\} \) where \( n = |D| \) is the total number of instances in the dataset \( D \) [Fla12].

2.1.2 Scoring classifiers

A scoring classifier \( \hat{S} : \mathcal{X} \rightarrow \mathbb{R}^K \) is a function which performs a mapping from the instance space \( \mathcal{X} \) to a \( K \)-dimensional vector of real numbers \( \mathbf{S}(\mathbf{x}) = (\hat{s}_0(\mathbf{x}), ..., \hat{s}_{K-1}(\mathbf{x})) \) representing how likely that the instance \( \mathbf{x} \) belongs to the different possible classes, where \( K \) is the total number of classes in \( \mathcal{Y} \). Most of the learning classifier algorithms can be used to output scores instead of labels only. For example, the nearest neighbors algorithm returns the ratio of positive neighbors to the total number of neighbors, and support vector machines returns the signed distance of an instance away from the decision boundary between classes [Fla12].

A probabilistic classifier \( \mathbf{P} : \mathcal{X} \rightarrow [0, 1]^K \) is a special case of the scoring classifiers such that the output scores represent probabilities that the instance \( \mathbf{x} \) belongs to the different classes. The predicted probabilities vector \( \hat{\mathbf{P}}(\mathbf{x}) \) should add up to 1, \( \sum_{k=0}^{K-1} \hat{P}_k(\mathbf{x}) = 1 \). In binary classification tasks (\( K = 2 \)), the probability vector \( \hat{\mathbf{P}}(\mathbf{x}) = (\hat{P}_0(\mathbf{x}), \hat{P}_1(\mathbf{x})) \) shows how likely that the instance
x belongs to the negative, and positive classes respectively. The probability that x belongs to the positive class is shortly denoted as \( \hat{P} \) where \( \hat{P} = \hat{P}_1 = 1 - \hat{P}_0 \).

Following a decision rule, scoring classifiers can predict the final predicted class label \( \hat{y} \) using a threshold \( t \). For example, an instance x is labelled as positive when \( \hat{P} > t \), and negative otherwise [HOFR11]. Scoring classifiers can be easily converted into probabilistic classifiers by ensuring that their scores are positive, then normalizing each class’s score by the total summation of output scores. However, these derived class probabilities are usually termed as uncalibrated scores.

### 2.2 Classifier calibration

A probabilistic classifier must have an output of the estimated classes’ probabilities. The more the predicted class probability goes into an extreme (i.e., 0 or 1), the more confident the model is, and vice versa. These probabilities are not usually calibrated, which means that they do not reflect the model’s true uncertainty levels. Hence, there is a need for confidence calibration of classifiers to make their predictions more reliable [CG04].

The calibration process maps the model’s output of estimated probabilities into new values in a way that makes the confidence of these new calibrated predictions match the actual class distribution as much as possible. For instance, 90 out of 100 patients were accurately diagnosed as infected with a disease by a perfect calibrated model with a probability of \( \hat{P}_1 = 0.9 \) for every patient. The confidence levels of the perfectly calibrated model match exactly with the accuracy of its predictions during inference. So, it is almost impractical to achieve perfect calibration in the test phase. The decision rule threshold \( t \) used to predict the final class label should be set to \( \frac{1}{2} \) for a well-calibrated probabilistic model of a binary classification task, assuming equal class distribution and misclassification costs. Thus, an instance x is classified as positive when \( \hat{P}_1 > \hat{P}_0 \) (i.e. positive class probability > negative class probability). This can be simply derived as follows:

\[
\begin{align*}
\hat{P}_1 &> \hat{P}_0 \\
\hat{P}_1 &> 1 - \hat{P}_1 \\
2\hat{P}_1 &> 1 \\
\hat{P}_1 &> \frac{1}{2}.
\end{align*}
\]

#### 2.2.1 Calibration of linear classifiers scores

Calibration of linear classifiers scores, is the process of converting model output scores represented by the signed distance from the decision boundary into calibrated probabilities. The geometric interpretation behind these scores can be shown in Figure 3. The output of any linear model s can be formulated as \( \hat{s}(x_i) = \mathbf{w} \cdot x_i - t \), where \( t \) is the perpendicular distance from the origin to the decision boundary. The dot product of an instance \( x_i \), and coefficient vector \( \mathbf{w} \) of the decision boundary represents the projection of \( x_i \) on \( \mathbf{w} \). Using a threshold \( t = 0 \), the final class label is determined based on the sign of \( \hat{s}(x_i) \).

Having sufficiently many instances as identically distributed independent random variables in both classes, the central limit theorem [LC86] can be used to show that it is reasonable, and
Figure 3. Geometric interpretation of linear classifiers predicted scores.

often not far from the truth to assume that the distances of each class instances are approximately normally distributed with a mean of \( \bar{s}^+ = \mathbf{w} \cdot \mu^+ - t \), or \( \bar{s}^- = \mathbf{w} \cdot \mu^- - t \) for the positive and negative classes respectively, where \( \mu^+ = \frac{1}{|D^+|} \sum_{i:y_i=1} \mathbf{x}_i \), and \( \mu^- = \frac{1}{|D^-|} \sum_{i:y_i=0} \mathbf{x}_i \) [Fla12]. Hence, the density function of the distance scores can be written as follows, assuming that the normal distributions for both classes have the same standard deviation \( \sigma \):

\[
p(S = s(x)|y = 1) = \frac{1}{\sqrt{2\pi}\sigma} \exp \left( -\frac{(s-\bar{s}^+)^2}{2\sigma^2} \right),
\]

\[
p(S = s(x)|y = 0) = \frac{1}{\sqrt{2\pi}\sigma} \exp \left( -\frac{(s-\bar{s}^-)^2}{2\sigma^2} \right). \tag{1}
\]

Using the previously concluded density functions, we can predict probabilities instead of scores using Bayes’ rule as follows:

\[
P(y = 1|S = s(x)) = \frac{p(S = s(x)|y = 1)P(y = 1)}{p(S = s(x)|y = 1)P(y = 1) + p(S = s(x)|y = 0)P(y = 0)}
\]

\[
= \frac{P(y = 1)P(S = s(x)|y = 1)}{P(y = 1)P(S = s(x)|y = 1) + P(y = 0)P(S = s(x)|y = 0)} \tag{2}
\]

Assuming that the probabilities of both classes are equal, \( P(y = 1) = P(y = 0) \), and
substituting (1) in (2):

\[
p(S=s(x)|y=0) = \exp \left( \frac{(s(x) - \bar{s}^+)^2 - (s(x) - \bar{s}^-)^2}{2\sigma^2} \right)
\]

\[= \exp \left( \frac{\bar{s}^- - \bar{s}^+}{\sigma^2} s(x) + \frac{(\bar{s}^+ - \bar{s}^-)^2}{2\sigma^2} \right) = \exp \left( -\left( a \cdot s(x) + b \right) \right) \quad (3)
\]

\[\Rightarrow P(y = 1|s(x)) = \frac{1}{1+\exp\left(-\left( a \cdot s(x) + b \right) \right)}, \text{ where } a = \frac{(\bar{s}^+ - \bar{s}^-)}{\sigma^2}, \quad b = \frac{(\bar{s}^+ - \bar{s}^-)^2}{2\sigma^2}.
\]

Finally, from Equation 3, it is shown that converting distance scores into probabilities can be done by mapping all the scores using a sigmoid function (a.k.a logistic function) with a slope of \(a\), and shift of \(b\). Examples of sigmoid functions with different slopes can be viewed in Figure 4.

Figure 4. Univariate sigmoid functions with variable slope, and zero shift (red, green, blue); sigmoid with weighted average slope coefficients of other two sigmoids (cyan); the weighted average of the outputs of two sigmoids functions output values (black).
2.3 Evaluation metrics

Next, we discuss different visualization and quantitative evaluation methods of the model overconfidence and calibration error.

2.3.1 Log Loss

The log loss is a prevalent loss function for measuring the quality of probabilistic models (a.k.a cross-entropy, or negative log-likelihood loss) [HTF09]. It is considered as a special form of Kullback-Leibler divergence (KLD) [KL51]. KLD computes the relative entropy between two probability distributions as a measurement of how they diverge from each other as shown in the following equation where \( y \) and \( \hat{P} \) are the target and predicted probability distributions respectively, and \( K \) is the number of classes:

\[
L_{KLD}(y, \hat{P}) = \sum_{k=1}^{K} y_k \log \frac{y_k}{\hat{P}_k}.
\]

Log loss in multi-classification tasks is a special case of KLD when the target class distribution is \( 1 \) for the true class label, and \( 0 \) for all other classes. Thus, log loss can be written as follows:

\[
L_{\text{log}}(y, \hat{P}) = -\sum_{k=1}^{K} y_k \log(\hat{P}_k).
\]

In binary classification tasks, this formula can be reduced as follows, where \( y_1, \hat{P}_1 \) are the target, and predicted probabilities of the positive class, respectively:

\[
L_{\text{log}}(y, \hat{P}) = -y_1 \log(\hat{P}_1) - y_0 \log(\hat{P}_0) = -y_1 \log(\hat{P}_1) - (1 - y_1) \log(1 - \hat{P}_1).
\]

To get the intuition behind how the log loss penalizes prediction errors, Figure 5 illustrates the loss value against different predicted probabilities for the correct class label. This loss value reaches its minimum at a predicted probability of \( 1.0 \) (matching target probability), representing correct and confident prediction. However, it starts to increase as we go far from that value gradually until suddenly, the loss overgrows for a predicted probability ranging from \( 0.5 \) to \( 0.0 \), where the loss tends to \( \infty \). Hence, log loss measures the uncertainty of the predicted probabilities compared with the correct labels. The loss function gives more penalty for \textit{wrong and confident} predictions than less confident ones.

2.3.2 Confidence reliability plot

The confidence reliability plot is a visualization method for the model calibration error in binary classifiers [NMC05]. It shows the relationship between the average output estimated probability (model confidence) on the x-axis, and the corresponding model accuracy on the y-axis. Figure 6 shows an example of a confidence reliability diagram for an uncalibrated model with error bars in red between the model calibration line, and a perfect-calibrated model (diagonal line).
To draw the confidence reliability plot, the possible output probabilities $[0, 1]$ are binned into equally spaced $N$ bins such that a bin $b_n$ has a prediction probability lies into an interval $I_n = (\frac{n-1}{N}, \frac{n}{N}]$, $n \in 1, 2, ..., N$. Then, the average of the model output estimated probabilities located inside each bin $\text{confidence}(b_n)$ is plotted on the x-axis against the proportion of accurately classified instances $\text{accuracy}(b_n)$ inside the same bin on the y-axis. Thus, each bin $b_n$ is represented by a bar with a height equal to $\text{accuracy}(b_n)$. The model calibration curve is represented by the connection between these plotted points together:

\[
\text{confidence}(b_n) = \frac{1}{|b_n|} \sum_{i \in b_n} \hat{P}_i \\
\text{accuracy}(b_n) = \frac{1}{|b_n|} \sum_{i \in b_n} 1(y_i = \hat{y}_i)
\]

where $1(a = b)$ equals 1 when $a = b$, and 0 otherwise.

A perfect calibrated model is characterized by having equal confidence and accuracy values for all bins, $\text{confidence}(b_n) = \text{accuracy}(b_n)$, $n \in N$. A model is usually said to be calibrated when its output predictions on the testing set are calibrated. Hence, it is almost impractical to have a perfect-calibrated model as it is difficult to learn the exact testing set distribution from a sample of instances of the training set.

### 2.3.3 Expected calibration error

Since the reliability plot shows only a visualization for confidence behavior, it still lacks a numerical representation to ease the evaluation of different calibration approaches. Additionally, there is no information related to the number of instances inside each bin in the reliability plot. For instance, the model may have most of its probability estimations lying inside one or two bins that are not calibrated like the other bins. Consequently, this can mistakenly lead to some wrong conclusions about the overall calibration behavior of the model.
The Expected Calibration Error (ECE) is a measure for the overall expected error between the model accuracy and confidence across all the bins. In the following equation, the ECE is calculated as the weighted average of the calibration error which takes into account the number of instances inside each bin too [NCH15]:

$$ECE = \sum_{n=1}^{N} \left( \frac{|b_n|}{\sum_{j=1}^{N} |b_j|} \times |\text{accuracy}(b_n) - \text{confidence}(b_n)| \right).$$

### 2.4 Logistic regression

Logistic calibration is one of the widely used calibration methods for binary scoring classifiers. In logistic calibration, a univariate logistic regression (LR) model is fitted to convert the output scores of the uncalibrated classifiers into better-calibrated probabilities. Here we introduce the LR model, how it is being fitted to a dataset, and discuss its use cases.

LR is one of the commonly used linear classification models that finds the best fitting logistic curve (Figure 4) on binary class datasets. In contrast with the other linear classifiers which require further post-processing step for calibrating their predictions, LR has the advantage that, on average, its estimated probabilities are calibrated on the training set as an integral part of the model fitting [KDG\textsuperscript{+}02]. The LR model is given by the following equation, where $w$ represents the coefficients vector for every feature dimension in the features vector $x$:

$$
\hat{P}(x) = \frac{e^{w \cdot x - t}}{e^{w \cdot x - t} + 1} = \frac{1}{1 + e^{-(w \cdot x - t)}}.
$$

In case of univariate tasks (i.e. $x = [x]$, $w = [w]$), $w$ is termed as the slope of the sigmoid function.

Given that the class labels are 0, and 1 for the negative, and positive classes respectively, the conditional likelihood probability of the class label given a particular instance $i$ can be defined as a Bernoulli distribution as follows:

$$
P(Y = y_i | X = x_i) = \hat{P}(x_i)^{y_i} (1 - \hat{P}(x_i))^{1-y_i}.
$$

Then, the model is fitted by maximizing the conditional log-likelihood function over all the training dataset instances as follows:

$$
\begin{align*}
\mathbf{w}, t &= \underset{\mathbf{w}, t}{\text{argmax}} \prod_i P(y_i | x_i) = \underset{\mathbf{w}, t}{\text{argmax}} \prod_i \left( \hat{P}(x_i)^{y_i} (1 - \hat{P}(x_i))^{1-y_i} \right) \\
&= \underset{\mathbf{w}, t}{\text{argmax}} \log \left( \prod_i \left( \hat{P}(x_i)^{y_i} (1 - \hat{P}(x_i))^{1-y_i} \right) \right) \\
&= \underset{\mathbf{w}, t}{\text{argmax}} \sum_{i, y_i = 1} \log \hat{P}(x_i) + \sum_{i, y_i = 0} \log(1 - \hat{P}(x_i)) \\
&= \underset{\mathbf{w}, t}{\text{argmin}} \sum_{i, y_i = 1} - \log \hat{P}(x_i) + \sum_{i, y_i = 0} - \log(1 - \hat{P}(x_i)).
\end{align*}
$$

Maximizing the log-conditional likelihood for the model parameters $\mathbf{w}$, and threshold $t$ can be shown to be a convex optimization problem, which means that their partial derivatives should be set to zero as shown in the following equations:

$$
\begin{align*}
\frac{\partial}{\partial t} \left( \sum_{i, y_i = 1} \log \hat{P}(x_i) + \sum_{i, y_i = 0} \log(1 - \hat{P}(x_i)) \right) &= 0, \\
\nabla_{\mathbf{w}} \left( \sum_{i, y_i = 1} \log \hat{P}(x_i) + \sum_{i, y_i = 0} \log(1 - \hat{P}(x_i)) \right) &= 0.
\end{align*}
$$

However, these equations can not be solved analytically, and require numerical optimization algorithms to find the optimal point. Hence, solving the previous equation for $t$: 
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If the target class is positive $y_i = 1$:
\[
\frac{\partial}{\partial t} \log \hat{P}(\mathbf{x}) = -1 - \frac{1}{e^{\mathbf{w}^\top \mathbf{x} - t} + 1} e^{\mathbf{w}^\top \mathbf{x} - t} (-1) \nRightarrow \hat{P}(\mathbf{x}) - 1.
\]

Finally, Equation 4 shows that the solution for this partial derivative satisfies that the average of the predicted estimated probabilities $\sum_i \hat{P}(\mathbf{x}_i)$ is equal to the ratio of positive class instances $\sum_i y_i$, where $n$ is the size of the dataset. This condition is a necessary but not sufficient one for the classifier models to be calibrated on the training set, as discussed in Section 2.2.

2.5 Bayesian reasoning in machine learning

In this study, a Bayesian LR model is discussed as an approach to reduce the overconfidence of the LR predictions [GJP+08]. Additionally, we use a Bayesian approach to derive the optimal probability predictions of binary classification datasets given the exact distribution of their generative models in Section 4. Thus, next, we explain the concept of Bayesian reasoning, how it is being used in machine learning, and compare it with the frequentist approach.

The Bayesian reasoning approach uses statistics in a way that refers to the future and is considered as a measure for a prior belief. The main critique of Bayesian reasoning is that there is no single method for choosing the prior. So, different people will come up with different priors subjectively. Consequently, they may arrive at different posteriors and different conclusions. Hence, in the following Bayes rule (Equation 5), the Bayesian reasoning should start with a prior $p(A)$. Then, the collected data is used to represent the likelihood $p(B|A)$ of such events to happen, and it is used in updating the prior belief to produce the posterior information $p(A|B)$. This process is repeated whenever new data is obtained.

\[
p(A|B) = \frac{p(B|A) \cdot p(A)}{p(B)}. \tag{5}
\]

In machine learning, Bayesian reasoning is used to infer the model coefficients ($A = \mathbf{w}$) from the data ($B = \text{Data}$). Substituting back into Bayes rule (Equation 5), the model coefficients are interpreted as the prior information that, in many cases, we have beliefs about what values those coefficients could be. The likelihood probability $P(\text{Data}|\mathbf{w})$ represents how likely that the current data could be obtained given the model parameters. The posterior probability $P(\mathbf{w}|\text{Data})$ is the probability distribution over different model coefficients that we end up with, taking into account both the prior beliefs and data. Later, the coefficients of the maximum estimated posterior probability could be used for the model. This approach is called maximum a posteriori estimation.
The strengths of Bayesian reasoning in machine learning can be viewed in embedding the domain knowledge into the learning process in the form of the prior. However, a huge amount of data is needed to learn the true model if a wrong prior was mistakenly chosen. Consequently, as a rule of thumb, priors are usually set to include a wide range of values to avoid such cases [Bar12]. Using the Bayesian reasoning in fitting the LR by defining a proper prior distribution for the model coefficients could act as a regularization mechanism that reduces overconfidence problem [GJP+08].

On the other hand, the frequentist approach follows a more objective paradigm by referring to the data we have from past events without any dependence on prior beliefs [BB04]. In classical machine learning, the maximum likelihood estimation (MLE) is usually followed, where the likelihood probability is used only to evaluate different models. Therefore, the model with a higher likelihood of the data is considered the best one without taking any prior information into account. When a uniform prior distribution is used over possible values of model coefficients, the MLE is equivalent to the MAP.

2.6 Deep neural networks

Although this thesis is focusing on using label smoothing to reduce the model overconfidence in binary classification tasks, label smoothing is also widely used with deep neural networks (DNNs). Besides, DNNs have achieved outstanding performance in many fields like image classification, image segmentation, and neural machine translation with a vast amount of research in the last few years [Den15]. Hence, it would be interesting to apply our findings to enhance the standard label smoothing approach in DNNs and overcome its shortcomings. Next, we introduce DNNs, discuss their most important applications, and how their predictions are calibrated.

DNNs are an important branch of machine learning, which targets the problem of automatic learning of good representation for the input data. The smallest building unit of a neural network is called a neuron, which takes different inputs, adds them up with different weights, and passes the output to other nodes. These neurons are grouped into layers based on the network architecture, and their weights are learned during the training process. Simple representations can be obtained from the first layers of the network, while the complexity of these representations increases as it goes through the deeper layers. A wide range of network types and thousands of architectures have been proposed during the last few years like convolutional neural networks that are suitable for computer vision tasks, and recurrent neural networks for time-series analysis [GBC16].

Convolutional neural networks (CNNs) are one type of network architectures that use a grid-like topology of sequential filters for image processing. Each filter is considered as a 2-dimensional grid of pixels that slide over the input image spatially and compute dot-products with pixel values, and added together to construct the feature maps [L+89]. During the past decade, several advancements have occurred in CNN architectures which lead to a substantial improvement in image classification accuracy that even outperforms humans like CNNs with residual connections (ResNet) [HZRS16], CNNs with dense blocks that take identity mapping as input from all the previous layers (DenseNet) [HLVDMW17], and CNNs with inception modules that approximates a sparse CNN with a dense construction, and uses residual connections in addition to batch normalization layers (InceptionV4) [SIVA17].
Although DNNs are necessary to achieve small error rates over a wide range of datasets, it has been shown that deeper networks suffer from significant calibration error [KL15]. Therefore, calibrating neural network outputs is one of the hot research topics in the machine learning field with a long recent list of contributions [GPSW17].

### 2.6.1 Temperature scaling

One of the most popular calibration techniques in neural networks is temperature scaling, which was found to help reduce the overconfident probability predictions of the neural networks and make them more reliable. A learned scalar parameter by a neural network $T$ is used to divide the logits (inputs to the softmax function of a classification network which is used to predict output probabilities of different classes), as shown in Figure 7. This scaling parameter is learned after training the network by minimizing the cross-entropy. During inference, this learned parameter is used directly as a post-processing step to scale the logit values [GPSW17].

![Figure 7](image.png)

**Figure 7.** Training a classification neural network with temperature scaling where a parameter $T$ is learned by the network and used to divide the logits values before mapping them into probabilities using a softmax layer.
3 Related work

In this section, we introduce the previous literature work that used a logistic regression model in the calibration of binary classifiers. Also, the overfitting problem in logistic regression has been discussed. Finally, we present other related work and different methodologies for reducing this problem.

3.1 Using logistic regression in classifiers calibration

Platt [P+99] has proposed using the logistic regression model as a post-processing step on another linear support vector machine (SVM) model to convert its predictions into calibrated class probabilities. This process is known by logistic or sigmoid calibration. The logistic calibration has been widely used and implemented in the most popular machine learning tools, and frameworks like Scikit-Learn in Python. Figure 8 illustrates the logistic calibration method. After fitting an SVM model on a training set, the SVM model is used to predict the scores on a separate validation set. These scores are considered as the input features to the logistic regression model, and the target variable is the true class labels corresponding to the input features. Finally, the final model to be used during the inference stage consists of a sequential pipeline of the SVM model to get the scores, and the logistic regression model to convert these scores into calibrated probabilities.

Figure 8. Logistic calibration process during training, and inference.

---

2https://scikit-learn.org/stable/
Logistic calibration can be applied over many classifiers as well. For example, naive Bayesian classifier often predicts uncalibrated and overconfident probabilities due to the presence of dependent features in the dataset, which contradicts with the assumption made by naive-Bayes that all features should be conditionally independent of each other given the class [Fla12]. In that case, logistic calibration can help in calibrating the output estimated probabilities of the naive-Bayes model. Moreover, tree-based ensemble classifiers like boosted trees and bagging trees are susceptible to have uncalibrated estimated probabilities that do not reflect proper confidence levels. The base-level trees constructing these ensembles usually have different predictions due to the random instance or feature subsetting made while fitting them. Consequently, the variance in the trees’ predictions will push the ensemble model estimated probabilities far away from the full confidence levels (0 and 1) [NMC05].

There exist other calibration methods like isotonic calibration, which is a non-parametric calibration method [ZE02, AK19], and Beta Calibration that is characterized by more flexibility in the calibration curve shape than logistic sigmoid [KSFF17]. However, the former is susceptible to overfitting, especially with large numbers of instances or under-fitting with low numbers of instances. The latter has more parameters to tune than logistic calibration. Thus, logistic calibration is still a widely used solution for classifier calibration.

3.2 Solutions to overfitting in logistic regression

Using machine learning to learn a mapping function like what is done in case of score calibration is not an easy task, and often susceptible to overfitting problems such that the learner produces excellent results on the training data, but worse results on the test data [Fla12]. The overfitting problem has always been a hot research topic as it is considered as the thorn in a throat for machine learning. This problem can happen for different reasons like:

1. Using too complex models or a large number of coefficients that makes the model to learn a very strict decision boundary tailored to separate between training instances. However, it loses its generality on new data [Haw04]. It has always been a rule-of-thumb that the fewer coefficients to be used in the learner algorithm to do the same task, the better the generalization ability achieved by the model.

2. The minimum value of loss function achieved during a model fitting on the training data does not imply that the best model is obtained on the test data [Bab04]. For example, the logistic regression is trained to minimize the cross-entropy loss on the training set, but having not sufficient representative training instances, or some noisy labels could ruin the model performance on new the test data.

An example of the consequences of the overfitting problem in LR is the separation problem that occurs if the target variable separates one of the feature variables or a combination of them [AA84]. For example, suppose that for all the observed instances in a dataset, the class label is always positive when a particular continuous feature $x_j > 0$, and it is always negative when $x_j \leq 0$. During the MLE fitting of the LR, the slope of the fitted sigmoid curve will tend to $\infty$, as shown in Figure 9. Having such cases implies overconfidence of the model output probability
predictions, whatever the values of the input features. Any wrong predictions will be very costly in terms of the log loss as the model becomes overconfident of its predictions, and no longer calibrated [ZZ19].

3.2.1 Regularization

Regularization is one of the most common approaches to reduce overfitting. It is usually done by adding a penalizing term to the magnitude of the model coefficients inside the loss function to be minimized during the training process. Hence, minimizing the values of these coefficients will reduce the likelihood that the model learns a too complex function. In Figure 9, we show how an infinite slope for a logistic sigmoid can lead to an overconfident model in case of separation. Adding the norm of the slope to the loss function to be minimized will avoid having large slopes. Consequently, the model tends to reduce its overfitting on the training data, and start to have a good generalization behavior. The two most common regularization methods applied in logistic regression are the \( L1 \) and \( L2 \) regularization where a regularization constant \( \lambda \) is multiplied by the norm of the coefficients vector, or the norm squared, respectively. Then, this term is added to the loss function [Fla12] as shown in the following equations:

\[
L1 \text{ Regularization: } \arg \min_{w,t} \sum_{i,y_i=1} - \log \hat{P}(x_i) + \sum_{i,y_i=0} - \log(1 - \hat{P}(x_i)) + \lambda \sum_{j} |w_j|
\]

\[
L2 \text{ Regularization: } \arg \min_{w,t} \sum_{i,y_i=1} - \log \hat{P}(x_i) + \sum_{i,y_i=0} - \log(1 - \hat{P}(x_i)) + \lambda \sum_{j} w_j^2.
\]

Adding the \( L1 \) regularization term makes the optimization problem of LR fitting more computationally expensive to solve as it is no longer differentiable [LLAN06]. However, \( L2 \) regularization could be more precise to converge to a global minimum point as the loss objective function is still differentiable. The main benefit of \( L1 \) is its ability to push features’ coefficients to 0, acting as a method for feature selection [Ng04]. Selecting the regularization parameter, \( \lambda \) could be tricky. On
the one hand, a large regularization parameter will make the learned coefficients too small. This is due to the higher penalty made on the regularized term than the main objective function term. This could lead to an under-fitted model. On the other hand, a small regularization parameter might ignore the regularization term, and have a negligible effect on the learned coefficients. So, it is always required to tune for a good regularization parameter while fitting the models [Fla12].

### 3.2.2 Bayesian logistic regression

Following the Bayesian reasoning in machine learning (Section 2.5), setting a prior to the values of model coefficients can act as a regularization method. Several research studies have tried fitting a Bayesian version of the logistic regression with maximum a posteriori instead of maximum likelihood estimation [GJP+08]. The question that has always been investigated in all these studies was what is the proper prior that covers most of the space of the true models’ coefficients, and acts as a good regularization to overfitting problems.

Some research effort has been made on choosing the default prior distribution of the coefficients. These work either include methods of fully informative prior distributions using information obtained from domain-specific knowledge, or non-informative prior distributions that can generally work in a wide range of applications. An example for the former is [HBJ+14], where the authors proposed using g-prior distributions when the domain expert is confident about his overall information of the whole population distribution. An example of the later is the double exponential distribution (a.k.a Laplace distribution) of the model coefficients. Since the posterior mode estimates of Laplace distribution can reach zero, this prior selection was appropriate for text categorization tasks studied in their work, where there are many collected but less relevant features [GLM07].

Another example of the non-informative Bayesian models is the proposed work by Gelman et al. [GJP+08]. In this work, a student-t prior distribution with a 0 mean was chosen to force the model coefficients to be located in a reasonable range. It was found empirically that a Cauchy distribution with center 0 and scale 2.5, which is a longer-tailed version of the student-t distribution outperforms other prior distributions like Laplace and Gaussian.

Although informed prior Bayesian reasoning achieved many successes in various tasks, it is always difficult for the domain expert to make sure of reasonable prior estimations for the model coefficients. It is more reasonable that the domain knowledge can be reflected through the prior dataset distribution instead of learning algorithm coefficients. Also, even if an excellent prior was chosen, it is still questionable whether there could be a better selection.

### 3.2.3 Label smoothing, and Platt scaling

If some class labels in the dataset are noisy, this will eventually influence the model learning heavily. Thus, some uncertainty could be added to these noisy labels to smoothen their values. So, instead of setting the target class $y$ to 0, 1 for the negative and positive classes, the new target label values are set to $0 + \epsilon^-$, and $1 - \epsilon^+$. The variables $\epsilon^-$, and $\epsilon^+$ are called smoothing factors [GBC16]. Label smoothing has been applied with various deep learning [MKH19] and machine learning models [AW18], and it achieves good performance in many tasks.
The smoothing factors can be interpreted as teaching the model that there is a small error chance with value $\epsilon$ in the label of a particular instance. There is a possibility that this label is noisy and it should be the opposite class. Consequently, the overconfidence in the model predictions is reduced as the confidence value that the model is trying to learn during its training is a little bit less than the full confidence of 0 or 1 for negative and positive classes, respectively, as shown in Figure 10.

Platt used specific smoothing factors in his previous work [P+99], defined as follows:

$$
\epsilon_+^{\text{platt}} = \frac{1}{|D^+|+2} \\
\epsilon_-^{\text{platt}} = \frac{1}{|D^-|+2}.
$$

(6)

The smoothing factor of each class is dependent on the number of instances in this class. Having more training instances implies less label smoothing to be applied and vice versa. For example, consider a dataset containing 20 positive instances and 10 negative instances. Then, the new smoothed labels are $1 - \frac{1}{20+2} = 0.9545$, and $\frac{1}{10+2} = 0.0833$ for the positive and negative classes, respectively. As the size of the training dataset instances approaches infinity, the smoothing factors tend to zero, which means we go back to the original case of unsmoothed labels.

Although Platt scaling approach works quite well with many datasets, Liina Partel [Pä19] showed that there is a high chance of finding better smoothing factors that are also dependent on the dataset size, class ratio, and dataset distribution. These claims suggest that there should be other formulas for choosing better smoothing factors. Otherwise, the straightforward approach is to try out many smoothing factors, which is computationally expensive, to find the factor that minimizes a target loss function.

![Figure 10. Effect of label smoothing on logistic regression fitting.](image)
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4 Optimal predictions for datasets with known generative models distribution

Although there are some solutions to reduce overfitting in logistic regression, it is still an open research question to find better ways that minimize the expected target loss function between the model predictions and the target labels of the population dataset, given a training sample. Log loss is a proper scoring rule that is usually minimized during the logistic regression fitting. There is no single method for finding the optimal predictions with all datasets due to the no-free-lunch theorem. In this section, we aim to derive the optimal probability predictions if we have information about the exact distribution of the generative model of the dataset.

In Section 4.1, we explain the Bayes-optimal model in case of exactly knowing the data set distribution, which is an idealized scenario. Next, in Section 4.2, we derive a Bayesian approach to find the optimal output probabilities in case of knowing the generative model distribution of the dataset. Finally, in Section 4.2.1, we discuss how to apply the derived formula practically using a sampling approach to obtain near-optimal predictions. Table 2 includes the notation to be used in the following derivations.

4.1 Bayes-optimal model for a binary classification task with normally distributed likelihoods

While looking for the optimal predictions of a probabilistic classifier, it is important to define here the Bayes-optimal model, which is the best possible classifier to be learned. The model is mainly used to derive theoretical best models as we are going to use in our later derivations.

A Bayes-optimal model predicts a probability distribution over classes. It is defined for $K$ classes dataset as $f^*(x) = (P^*_1(x), P^*_2(x), ..., P^*_K(x))$, where $f^*$ denotes the Bayes-optimal model function, and $P^*_i(x) = P(Y_i = 1 | X = x)$. These predictions have the minimum expected proper loss (like log loss) with the target label distribution over the whole dataset space. The model predicts the class with the maximum a posteriori probability of occurrence (MAP) given by $\arg\max_{i \in \{1, ..., K\}} P^*_i(x)$. Thus, for each instance, the model predicts the true probabilities of getting every label, given the features of this instance. If these features determine the label uniquely, the model predicts an output probability of 1 for the true class and 0 for the other classes. Otherwise, the model should be less confident [Fla12]. In binary classification tasks, only one probability $P^*$ is predicted by the model such that $P^* = P^*_1(x)$ means the probability of an observation $x$ belongs to the positive class, and $1 - P^* = P^*_0(x)$ means the probability that it belongs to the negative class. This model is theoretical and cannot be learned as it requires an infinite training dataset covering the whole population, which is certainly an impractical scenario.

Next, we will derive the Bayes-optimal model for a binary classification dataset. The derivation will be extended later to find the exact model formula for the optimal predictions when the probability density functions (pdfs) of the classes’ likelihoods are normally distributed.

**Lemma 1.** The Bayes-optimal model for a binary classification dataset with balanced class distribution, is $f^*(x) = \frac{p(X=x | Y=1)}{p(X=x | Y=0) + p(X=x | Y=1)}$. 
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Proof. The posterior probability predictions of the Bayes-optimal model function for instance x is defined as:

\[ f^*(x) = P(Y = 1|X = x) \]

Using Bayes’ rule:

\[ f^*(x) = \frac{p(X = x|Y = 1)P(Y = 1)}{p(X = x)} \]

From the law of total probability:

\[ p(X = x) = p(X = x|Y = 0)P(Y = 0) + p(X = x|Y = 1)P(Y = 1) \]

\[ \Rightarrow f^*(x) = \frac{p(X = x|Y = 1)P(Y = 1)}{p(X = x|Y = 0)P(Y = 0) + p(X = x|Y = 1)P(Y = 1)} \]

If the class distribution is balanced, \( P(Y = 0) = P(Y = 1) \):

\[ \Rightarrow f^*(x) = \frac{p(X = x|Y = 1)}{p(X = x|Y = 0) + p(X = x|Y = 1)} \]

Suppose we have sufficiently many instances as identically distributed independent random variables in both classes. It would not be unreasonable to assume that the likelihood probabilities \( p(X = x|y) \) belong to normal distributions using the central limit theorem [Fla12]. Following these assumptions, consider that the normal distributions of the classes’ likelihoods have the same standard deviation \( \sigma \) and means of \( \mu_0, \mu_1 \) for the negative and positive classes, respectively as shown in Figure 11. In this case, the Bayes-optimal model is a logistic sigmoid, as shown in Theorem 1 below.

Figure 11. pdfs of the likelihoods of the negative and positive classes are normally distributed with means of \( \mu_0, \mu_1 \), respectively.

Theorem 1. In a balanced binary classification dataset with normally distributed likelihood probabilities of each class, the Bayes-optimal model is a logistic sigmoid function with slope \( a = \frac{\mu_1 - \mu_0}{\sigma^2} \) and intercept \( b = \frac{\mu_0^2 - \mu_1^2}{2\sigma^2} \).
Proof. The likelihood probability of an instance \( x \) given the positive class is:

\[
p(X = x | Y = 1) = \mathcal{N}(x | \mu_1, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x - \mu_1)^2}{2\sigma^2}}
\]

Similarly, the likelihood probability of \( x \) given the negative class is:

\[
p(X = x | Y = 0) = \mathcal{N}(x | \mu_0, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x - \mu_0)^2}{2\sigma^2}}
\]

From Lemma 1, the optimal predicted probabilities of a Bayes-optimal model are equal to:

\[
f^*(x) = \frac{e^{-\frac{(x - \mu_1)^2}{2\sigma^2}}}{e^{-\frac{(x - \mu_1)^2}{2\sigma^2}} + e^{-\frac{(x - \mu_0)^2}{2\sigma^2}}}
\]

Dividing both numerator and denominator by \( e^{-\frac{(x - \mu_1)^2}{2\sigma^2}} \) and simplifying the results:

\[
\Rightarrow f^*(x) = \frac{1}{1 + e^{-\frac{(x - \mu_0)^2}{2\sigma^2} + \frac{(x - \mu_1)^2}{2\sigma^2}}} = \frac{1}{1 + e^{\frac{(x - \mu_0)^2 - (x - \mu_1)^2}{2\sigma^2}}}
\]

where \( a = \frac{\mu_1 - \mu_0}{\sigma^2} \), and \( b = \frac{\mu_0^2 - \mu_1^2}{2\sigma^2} \).

Bayes-optimality is concerned with the properties of the model on the testing set distribution. Thus, a sample of the training set instances will not be enough to find the actual \( \mu_0, \mu_1 \) of the population distribution. Besides, the optimal \( a \) and \( b \) values of the Bayes-optimal model can not be learned. So, finding the optimal predictions of the logistic regression model for a single dataset is impossible without knowing the actual parameters of the population distribution of this dataset.

4.2 Derivation of the optimal predictions given a known dataset generative model and a training set

Learning the actual parameters \( \mu_0, \mu_1, \sigma \) of the population distribution from the training set is an unrealistic scenario since we always have uncertainty about them. Although we can estimate these parameters from the training set, but these are inevitably slightly different from the population parameters. Instead, suppose that this uncertainty is perfect and exactly known such that the actual values of \( \mu_0, \mu_1, \sigma \) are drawn from the distributions denoted as \( \mathcal{D}_{\mu_0}, \mathcal{D}_{\mu_1}, \mathcal{D}_\sigma \) representing
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our uncertainty. A generative model is defined by these uncertainty distributions, and used to generate datasets with distribution parameters of $\mu_0, \mu_1, \sigma$ as follows:

$$
\sigma \sim D_\sigma, \\
\mu_0 \sim D_{\mu_0} \\
\mu_1 \sim D_{\mu_1}.
$$

In this case, it turns out that we can derive the optimal probability predictions under the uncertainty of $(\mu_0, \mu_1, \sigma)$ defined by the prior information about the generative model. Our task is to find the model which minimizes the expected log loss given the generative model distribution and a training set.

Figure 12 shows an example for a uniformly distributed generative model (solid lines) for $\mu_0$, and $\mu_1$. These distributions are defined as $D_{\mu_0} = \mathcal{U}[-2.5, 0]$, and $D_{\mu_1} = \mathcal{U}[0, 2.5]$, where $\mu_0 \sim D_{\mu_0}$, $\mu_1 \sim D_{\mu_1}$, and $\mathcal{U}[a, b]$ is a uniform distribution starting at $a$ and ending at $b$. Then, randomly sampled dataset parameters from the generative model are drawn, and the dataset distribution is plotted (dotted lines). The sampled means of the normally distributed likelihoods of the negative and positive classes of this example dataset are $\mu_0 = -1.5$ and $\mu_1 = 1.2$, respectively. The standard deviation of both classes is 1 ($D_\sigma = \delta(t - c)$), where $\delta(t - c)$ is a Dirac delta function at $c$.

![Figure 12. An example of uniformly distributed generative models for the parameters of normally distributed likelihoods of the generated dataset.](image)

To generalize, we will denote the parameters of the distributions of the classes’ likelihoods as $\theta$. The generative model distribution of $\theta$ representing its exact uncertainty, is denoted by $D_\theta$. In case that the likelihoods of the classes are normally distributed for both the positive and negative classes as presented in the previous example, then, $\theta = (\mu_0, \mu_1, \sigma)$, and $D_\theta = D_{\mu_0} \times D_{\mu_1} \times D_\sigma$.

If the uncertainty distribution is discrete with exactly a single value at $\theta$, the task is reduced to finding the Bayes-optimal model given the dataset distribution parameters $\theta$ (Theorem 1). Let the Bayes-optimal model function in this case is denoted as follows:

$$f^*(x; \theta) = p(Y = 1|X = x, \Theta = \theta).$$

(7)

Now, given that the uncertainty of the parameters of the dataset is not just a single value but a continuous distribution, the Bayes-optimal model can be derived from Theorem 2 as shown
below. It is worthwhile to mention that Theorem 2 is not used later in the derivation of the optimal predictions given a training dataset $D_{tr}$, and the generative model distribution $D_{θ}$. However, it has been proved to ease the understanding of the next Theorem 3 that is conceptually similar but with an extra conditioning on a training set $D_{tr}$.

**Theorem 2.** Given a generative model with distribution $D_{θ}$, the optimal probability predictions $P(Y = 1 | X = x)$ for an instance $x$, are equal to $\int_{θ ∈ D_{θ}} f^*(x; θ) \ p(Θ = θ) \ dθ$, where $f^*$ is the Bayes-optimal model for a fixed $θ$.

**Proof.** Let $g^*(x) = P(Y = 1 | X = x)$ denote the optimal model function given a generative model of distribution $D_{θ}$. Then, using the law of total probability:

$$g^*(x) = p(Y = 1 | X = x) = \int_{θ ∈ D_{θ}} p(Y = 1, Θ = θ|X = x) dθ$$

Using the chain rule of probability:

$$⇒ g^*(x) = \int_{θ ∈ D_{θ}} p(Y = 1|Θ = θ, X = x) \ p(Θ = θ|X = x) \ dθ$$

From Equation 7, substituting with the Bayes-optimal model $f^*$ for a fixed $θ$:

$$⇒ g^*(x) = \int_{θ ∈ D_{θ}} f^*(x; θ) \ p(Θ = θ|X = x) \ dθ$$

Since $θ$ is unconditionally independent of the instance $x$:

$$⇒ g^*(x) = \int_{θ ∈ D_{θ}} f^*(x; θ) \ p(Θ = θ) \ dθ$$

Finally, in a typical scenario, another evidence always exists, which is the training dataset. Next, we derive the optimal predicted probabilities given a training set $D_{tr}$, and the generative model distribution $D_{θ}$.

**Theorem 3.** Given a training set $D_{tr}$, and a generative model of distribution $D_{θ}$, the optimal probability predictions $P(Y = 1 | X = x, D = D_{tr})$ for an instance $x$, are equal to $\int_{θ ∈ D_{θ}} f^*(x; θ) \ p(D = D_{tr}|Θ = θ) \ p(Θ = θ)dθ$, where $f^*$ is the Bayes-optimal model for a fixed $θ$.

**Proof.** Let the posterior probability of the population distribution parameters $θ$ given the training set $D_{tr}$ be $p(Θ = θ | D = D_{tr})$.

Following Bayes’ rule (Section 2.5), the posterior probability can be written as:

$$p(Θ = θ | D = D_{tr}) = \frac{p(D = D_{tr}|Θ = θ)p(Θ = θ)}{p(D = D_{tr})}$$
The denominator \( p(D = D_{tr}) \) is a positive constant. Also, we are interested in comparing the probability of the event \( \Theta = \theta \). So, for simplicity, \( p(D = D_{tr}) \) can be omitted:

\[
p(\Theta = \theta | D = D_{tr}) \propto p(D = D_{tr} | \Theta = \theta) p(\Theta = \theta).
\]

Let \( h^*(x; D_{tr}) = P(Y = 1 | X = x, D = D_{tr}) \) denote the optimal model function given a generative model of distribution \( D_\theta \), and a training set \( D_{tr} \). Then, using the law of total probability:

\[
h^*(x; D_{tr}) = p(Y = 1 | X = x, D = D_{tr}) = \int_{\theta \in D_\theta} p(Y = 1, \Theta = \theta | X = x, D = D_{tr}) \, d\theta
\]

Using the chain rule of probability:

\[
\Rightarrow h^*(x; D_{tr}) = \int_{\theta \in D_\theta} p(Y = 1 | \Theta = \theta, X = x, D = D_{tr}) \, p(\Theta = \theta | X = x, D = D_{tr}) \, d\theta
\]

Since \( \theta \) and the class label of the instance \( Y \) are unconditionally independent of the instance \( x \), and the training set \( D_{tr} \), respectively:

\[
\Rightarrow h^*(x; D_{tr}) = \int_{\theta \in D_\theta} p(Y = 1 | \Theta = \theta, X = x) \, p(\Theta = \theta | D = D_{tr}) \, d\theta
\]

From Equation 7, substituting using the Bayes-optimal model \( f^* \) for a fixed \( \theta \):

\[
\Rightarrow h^*(x; D_{tr}) = \int_{\theta \in D_\theta} f^*(x; \theta) \, p(\Theta = \theta | D = D_{tr}) \, d\theta.
\]

Substituting Equation 8 back into Equation 9:

\[
\Rightarrow h^*(x; D_{tr}) = \int_{\theta \in D_\theta} f^*(x; \theta) \, p(D = D_{tr} | \Theta = \theta) \, p(\Theta = \theta) \, d\theta
\]
Figure 13. Steps of training and testing phases for obtaining the optimal predicted output probabilities in case of knowing the generative model distribution of a dataset.

4.2.1 Practicality Concerns

If the uncertainty distribution $D_\theta$ of the dataset distribution parameters $\theta$ is a continuous distribution, evaluating the optimal model $h^*$ for every $\theta \in D_\theta$ is practically impossible as $D_\theta$ has an infinite number of possible parameter configurations. Therefore, we introduce a set of approximations that can be applied to Equation 11 to obtain near-optimal predictions.

1. We use a Monte Carlo sampling approach for a large number of parameter configurations for the dataset distribution $\theta$ out of the uncertainty distribution $D_\theta$. As the number of samples $N_{MC}$ grows, the loss converges to a similar value to the predictions of the optimal model $h^*$. Thus, Equation 11 can be approximated as follows:

$$h^*_{\text{approx.}}(x; D_{tr}) = \sum_{i=1}^{N_{MC}} (f^*(x; \theta_i) \ p(D = D_{tr}|\Theta = \theta_i) \ p(\Theta = \theta_i))$$, where $\theta_i \in D_\theta$.

The implementation steps of this approximated formula for the optimal predictions is summarized in Figure 13.

2. During inference, the evaluation of the posterior mean of predicted probabilities out of $N_{MC}$ models for every single instance is computationally expensive. Alternatively, we present two further different simplifications to reduce the complexity of the calculations.
(a) We use a single model with coefficients equal to the posterior mean of the coefficients of the sampled $N_{MC}$ Bayes-optimal models. Hence, instead of computing the posterior mean of $N_{MC}$ models’ predictions for each instance as in Equation 11, one can predict approximated probabilities to the near-optimal ones using only a single logistic function defined as $\frac{1}{1+e^{-a^{\text{approx.}}x+b^{\text{approx.}}}}$, and derived from all the sampled models as shown below. Later, we refer to this method as bayes_coeffs:

\[
\begin{align*}
    a^{\text{approx.}} &= \sum_{i=1}^{N_{MC}} (a^*(x; \theta_i) p(D = D_{tr}|\Theta = \theta_i) p(\Theta = \theta_i)) \\
    b^{\text{approx.}} &= \sum_{i=1}^{N_{MC}} (b^*(x; \theta_i) p(D = D_{tr}|\Theta = \theta_i) p(\Theta = \theta_i)),
\end{align*}
\]

where $\theta_i \in D_{\theta}$, $a^*$ are the coefficients of the Bayes-optimal model $f^*$, $b^*$ is the intercept term of the Bayes-optimal model $f^*$.

\[\Rightarrow h^{\text{approx.}}_*(x; D_{tr}) = \frac{1}{1+e^{-a^{\text{approx.}}x+b^{\text{approx.}}}}.\]

(b) We use only the Bayes-optimal model with the MAP probability among all the sampled $N_{MC}$ models to be used in making predictions directly as shown below. This method is referred to as bayes_map:

\[
\theta_{MAP} = \arg\max_{\theta_i} (p(D = D_{tr}|\Theta = \theta_i) p(\Theta = \theta_i)),
\]

where $\theta_i \in D_{\theta}$, $i \in \{1, 2, ..., N_{MC}\}$

\[\Rightarrow h^{\text{approx.}}_*(x; D_{tr}) = f^*(x; \theta_{MAP}).\]

As the number of Monte Carlo samples $N_{MC}$ drawn from the uncertainty distribution $D_{\theta}$ increases, the predicted probabilities are going to be better such that we reach the optimal predictions when $N_{MC} \to \infty$. However, a large finite number of samples could be enough to achieve near-optimal predictions.

To select a good value for $N_{MC}$ that can be used further in computing the probability predictions, we carried out a simple experiment to test the validity of our approximations and the convergence of the loss value as the $N_{MC}$ increases. In this experiment, we generate random datasets with normally distributed likelihoods with means $\mu_0, \mu_1$ for negative and positive classes, respectively. The standard deviation of both classes is set to $\sigma = 1$.

The uncertainty distributions of the mean values were defined once as $D_{\mu_0} = U[-2, 0], D_{\mu_1} = U[0, 2]$, and another time as $D_{\mu_0} = U[-3, -1], D_{\mu_1} = U[1, 3]$. These selections were made to ensure that the mean of the positive class distribution is always larger than that of the negative class ($\mu_1 \geq \mu_0$) with different separation distances between these means. When the means are close to each other, the likelihood distributions of the classes are highly overlapped, making the loss convergence of the learned model more difficult and vice versa. In both cases, we generate a small training set of 50 instances to make it difficult for the model to estimate the actual population distribution parameters from the training set and a testing set of $10^6$ instances. We increase the value of $N_{MC}$ with small steps from 1 to $10^6$, and the test cross-entropy loss values between the predicted probabilities of our proposed sampling approximations and the target labels are reported.
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Figure 14 shows the results of the two examples for the convergence of the cross-entropy loss on the y-axis, with the growth of the number of drawn samples out of the uncertainty distribution $N_{MC}$ on the x-axis. The loss value has almost converged as $N_{MC} > 10^4$. Additionally, both $\text{bayes}_\text{coeffs}$ and $\text{bayes}_\text{map}$ provide a good approximation to the near-optimal predicted probabilities of the posterior mean of models’ predictions ($\text{bayes}_\text{preds}$). Thus, we fixed the value of $N_{MC}$ to $10^5$ in our evaluation experiments in Section 7.

Figure 14. Convergence of cross-entropy loss value as the number of samples drawn from uniform generative model distribution increases. Left image has $\mu_0 \in \mathcal{U}[{-2, 0}], \mu_1 \in \mathcal{U}[0, 2], \sigma = 1$, Right image has $\mu_0 \in \mathcal{U}[{-3, -1}], \mu_1 \in \mathcal{U}[1, 3], \sigma = 1$. 
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5 Instance-based label smoothing using kernel density estimation

In this section, we explain our proposed method for the instance-based label smoothing for logistic regression fitting. First, we start by motivating the shortcomings of Platt scaling and constant factor label smoothing. Next, we illustrate the intuition behind the proposed method and how it works. We then introduce the essential background for the kernel density estimation and formulate the steps of the proposed method.

5.1 Disadvantages of the constant factor label smoothing

Platt scaling is the logistic calibration process that applies label smoothing to the hard target class labels of the training set and transforms them into soft target probabilities before fitting the model. This process helps in reducing the overconfidence in the output model predictions. The smoothing factors of Platt scaling are defined as

$$
\epsilon_{+}^{\text{platt}} = \frac{1}{|D^+|+2}, \quad \epsilon_{-}^{\text{platt}} = \frac{1}{|D^-|+2}
$$

for the positive and negative classes, respectively. Thus, these factors are dependent only on the number of instances in each class ($|D^+|, |D^-|$).

Liina Pärtel [Pä19] has shown that, in many cases, there exist better smoothing factors than the ones proposed by Platt scaling. These smoothing factors are dependent on the training set size, class ratio, and the separation distance between the distributions of the classes’ likelihoods. However, in Platt scaling, the smoothing factor is dependent on the training set size only. Figure 15 shows the best smoothing factors corresponding to datasets with different sizes and separation distances between the normally distributed likelihoods of the classes. When the size of the training set is fixed (same x-axis value), Platt scaling always has the same smoothing factors, whatever the separation distance of the classes’ likelihoods. However, different smoothing factors were found to be better than Platt scaling according to the separation distance between the classes.

The previous results suggest that there is usually a better smoothing factor than the ones used by Platt scaling. However, there is no straightforward way to combine the training set size, class ratio, and the separation distance between the distributions of the classes’ likelihoods to get the value of a better smoothing factor. Hence, we need to perform a long and tedious search in a wide range of smoothing factor values to find a suitable one.

5.2 The intuition behind the instance-based label smoothing

As long as we introduce some noise to the labels of the overconfident training instances in the form of target softening, this will help in reducing the model overconfidence. On the other hand, if it is expected that the fitted model will not be overconfident of its predictions for some instances. Then, it is not useless to smoothen the labels of these instances. We propose an instance-based label smoothing approach that gives more flexibility to select a better smoothing factor if we can estimate the confidence of the model predictions.

Figure 16 illustrates an example of the logistic calibration of the output scores of a certain scoring classifier. The scores of the positive and negative classes are fully separated, such that the class label is always positive when the score value is $> 0$. Otherwise, it is always negative. This
Best smoothing factors corresponding to classes’ likelihoods at different separation levels

![Graph showing best smoothing factors](image)

Figure 15. Best smoothing factors corresponding to datasets with different sizes and separation distances between the normally distributed likelihoods of the classes. $p(X = x | Y = 1) \sim \mathcal{N}(\mu, 1)$, $p(X = x | Y = 0) \sim \mathcal{N}(-\mu, 1)$ [Pä19].

Separation leads to an overfitted logistic sigmoid function (solid black line) and, consequently, overconfident probability predictions. If the labels were smoothed with a constant factor (marked with crosses), the fitted sigmoid function would be less confident of its output predictions (dashed black line).

During the process of label smoothing, suppose that a positive class instance $x_1$ corresponding to a classifier prediction score of 0.1 (yellow vertical line), has a target label value of $1 - \epsilon_{\text{platt}}^{+} = 0.9$. Similarly, another positive class instance $x_2$ corresponding to a classifier output score of 2.9 (blue vertical line) has the same smoothed target label value 0.9. Thus, both instances are smoothed using the same factor, although the fitted logistic sigmoid curve’s confidence will mostly be different for each of them. Consequently, this suggests that if we can estimate that the logistic sigmoid curve will be overconfident of its predictions, a large smoothing factor can be used. Otherwise, there is no need to introduce label smoothing.

The logistic sigmoid function is a continuous monotonic function that always preserves the same input order given to it. This property ensures that instances that are more likely to exist in an overlapped region between the distributions of the classes’ likelihoods will have less confidence than instances that exist mostly within one class distribution only. For example, the output confidence level of the sigmoid function for the instance $x_1 = 0.1$ is undoubtedly less than or equal to the output confidence of instance $x_2 = 2.9$. Hence, one can estimate the output confidence of the fitted sigmoid function on each instance based on this score value $x$ (input to
Figure 16. Difference between hard labels (dots), smoothed labels with a constant smoothing factor (crosses), and instance-based label smoothing (triangles).

the logistic sigmoid) and the pdf's of the classes’ likelihoods of the positive and negative classes. Instance with high estimated confidence will be smoothed with large factors, and instances with low estimated confidence will be smoothed with small smoothing factors.

Even in cases of full separation like Figure 16, the monotonic property of the sigmoid function will ensure that the output predicted confidence levels of the instances with small smoothing factors like $x_1 = 0.1$ are less than that of the instances with large smoothing factors like $x_2 = 2.9$. Therefore, we claim that using an instance-based label smoothing with factors (marked with triangles) that are proportional to the estimated confidence levels of these instances, reduces the overconfidence in the predicted probabilities better than constant smoothing factor methods like Platt scaling.

To get more intuition behind how the proposed method works, Figure 17 shows the difference among the fitted logistic sigmoid curves with Platt scaling (platt), without label smoothing (normal), and with instance-based label smoothing (ibls) for a randomly sampled univariate dataset of normally distributed likelihoods for the positive, and negative classes with standard deviation $\sigma = 1$, $\mu_0 = -\mu_1$, and $\mu_1 = \{0.5, 1, 1.5, 2\}$ (The separation between the distributions of the classes’ likelihoods increases from subplot (a) to subplot (d), respectively).

The smoothing factor of the instance-based label smoothing method is directly proportional to the instance value ($x$), and consequently, to its estimated confidence level too (higher estimated
confidence = larger smoothing factor). The maximum smoothing factor that can be reached is set to that obtained from Platt scaling $\epsilon_{\text{platt}}$.

In subplot (a), the instances of both classes are highly overlapped. Thus, the instance-based label smoothing assigns less smoothing factors than Platt scaling even for the instances with extremely low or high feature values on the far most right/left. Hence, the slope of the fitted instance-based sigmoid curve (0.94) is higher than that of Platt scaling (0.89), and it is closer to the optimal sigmoid curve (1). As the separation between the classes increases until the separation occurs in subplot (d), the instance-based label smoothing assigns large smoothing factors approaching that of Platt scaling. Thus, the sigmoid curve fitted using the instance-based label smoothing matches that of Platt scaling with a slope of 1.08. On the other hand, the normal sigmoid curve is too much overconfident of its predictions with a slope of 14.52.

The figure aims to show that the instance-based label smoothing approach is more reasonable and flexible than Platt scaling. Large smoothing factors will be used if the model is estimated to be overconfident of its predictions. On the other hand, smaller smoothing factors are assigned when the model is estimated to be not confident about its predictions. Consequently, not only the training set size is taken into account like Platt scaling, but also the separation between the distributions of the classes’ likelihoods. More experimentation to test our proposed method (ibls) is carried out in Section 7.

Later on, we will refer to the logistic regression model fitted with instance-based label smoothing as ibls.

5.3 Kernel density estimation

In our instance-based label smoothing method, we start by looking for an approach that can estimate the pdfs of the classes’ likelihoods using the training set. The pdfs will be used later to estimate each instance’s confidence level based on its location within these pdfs. For that reason, kernel density estimation (KDE) is employed to estimate the distribution of the classes’ likelihoods from the available training set instances.

KDE is considered as one of the most efficient non-parametric density estimation methods, that involves fitting a model to an arbitrary distribution of a data sample to make inference about the whole population [Par62]. KDE is useful in cases when it is needed to predict the continuous distribution shape of some random variables instead of having discrete binned histograms. Additionally, it can be used to generate data points that seem to belong to the same dataset distribution of the original sample [DLP11].

Suppose that an independent and identically distributed sample $(z_1, z_2, \ldots, z_m)$ was collected out of a univariate random variable $Z$. The estimated probability density function $\hat{f}$ of the random variable $Z$ is shown as follows, where $K$ is the non-negative kernel function, and $h$ is the kernel scale parameter (a.k.a bandwidth):

$$\hat{f}_h(z) = \frac{1}{m} \sum_{i=1}^{m} K_h(z - z_i) = \frac{1}{m \cdot h} \sum_{i=1}^{m} K \left( \frac{z - z_i}{h} \right).$$

Though the kernel $K$ could be many different shapes, it is prevalent that the kernel type is chosen to be a Gaussian distribution. However, the bandwidth parameter still has a strong
influence on the final estimated density function. A too narrow bandwidth could lead to an under-smoothed density function with many data artifacts. On the other hand, a too wide bandwidth could lead to an over-smoothed estimated density function for the random variable. However, as a rule of thumb, a general formula was proposed to compute a robust value for the kernel bandwidth $h$ that could achieve the minimum mean integrated squared error calculated as $\mathbb{E} \left( \int \left( \hat{f}_m(z) - f(z) \right)^2 dz \right)$, where $\hat{f}_m$ is the estimated density function, $f$ is the unknown density, and the expectation is performed on the drawn sample of size $m$ for the random variable $Z$ [Sil86].

5.4 Methodology

Next, we aim to explain the steps of our proposed method ibls for computing the smoothing factors of the instance-based label smoothing approach. Suppose that a scoring classifier is trained on a binary classification dataset. The prediction
scores of this classifier for the positive or negative class instances can be assumed as random variables. First, we aim to have an estimated distribution (pdf) of the classifier predictions per each class to estimate the probability density of any new instance that it belongs to each of these classes. For example, if the scoring classifier has an output score of 2.9 for an instance \( x \), what is the probability density that \( x \) is drawn from the distribution of the positive class likelihoods \( p(x = 2.9|y = 1) \)?

Although the actual probability density function of the likelihoods of the positive/negative class needs the whole population instances, an approximate probability distribution could be estimated by fitting a kernel density estimator using the available training set samples. Thus, based on the scoring classifier predictions on the training set instances, two different pdfs will be estimated for the output classifier scores. One distribution will be estimated for the positive class and another one for the negative class.

Next, the following function illustrates how the smoothing factor for an arbitrary instance \( x_i \) with a target label \( y_i \), is computed:

\[
\epsilon_{ibls}(x_i) = \begin{cases} 
\epsilon^{+}_{platt} \times \frac{f^+(x_i)}{f^+(x_i) + f^-(x_i)} & \text{if } y_i = 1 \\
\epsilon^{-}_{platt} \times \frac{f^-(x_i)}{f^+(x_i) + f^-(x_i)} & \text{if } y_i = 0
\end{cases}
\]

where \( f^+(x_i) \), and \( f^-(x_i) \) are the estimated density scores for the instance \( x_i \) given that it belongs to the positive class and the negative class, respectively.

**Example:**
Suppose the same two positive class instances mentioned earlier. The predictions of a scoring classifier for these two instances are \( x_1 = 0.1 \), and \( x_2 = 2.9 \). Given that \( \epsilon^{+}_{platt} = 0.1 \), and the estimated pdfs of the classes’ likelihood is shown in Figure 18, such that \( f^+(x_1) = 0.7, f^-(x_1) = 0.4, \) and \( f^+(x_2) = 0.9, f^-(x_2) = 0.05. \)

![Figure 18. Example of the estimated pdfs of negative (red), and positive (blue) classes’ likelihoods.](image)
The target smoothed labels for both instances are evaluated as follows:

\[
\epsilon_{ibls}(x_1) = 1 - \epsilon_{platt}^+ \times \frac{f^+(x_1)}{f^+(x_1) + f^-(x_1)} = 1 - 0.1 \times \frac{0.7}{0.7 + 0.4} \approx 0.936
\]

\[
\epsilon_{ibls}(x_2) = 1 - \epsilon_{platt}^+ \times \frac{f^+(x_2)}{f^+(x_2) + f^-(x_2)} = 1 - 0.1 \times \frac{0.9}{0.9 + 0.05} \approx 0.905
\]

Thus, the higher the estimated confidence of an instance, the larger the smoothing factor to be used for this instance, and vice versa. Algorithm 1 summarizes the steps of the proposed method ibls.

**Algorithm 1:** Instance-based label smoothing (ibls) with KDE

**Input:** Training set \( D_{tr} = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\} \) such that \( x_i \in \mathcal{X}, y_i \in \mathcal{Y}, \) and \( d = |x_i| \)

**Result:** model \( \hat{s} : \mathcal{X} \to [0, 1] \) representing the positive class probability for any instance \( x \in \mathcal{X} \)

1. \( D^+_{tr} \leftarrow \{(x, y) \in D_{tr} : y = 1\}, D^-_{tr} \leftarrow \{(x, y) \in D_{tr} : y = 0\}; \)
2. \( bw^+ \leftarrow \left(\frac{|D^+_{tr}| \times (d+2)}{4}\right)^{\frac{1}{d+4}}, bw^- \leftarrow \left(\frac{|D^-_{tr}| \times (d+2)}{4}\right)^{\frac{1}{d+4}} \) [Sil86];
3. \( kde^+ \leftarrow \text{null}, kde^- \leftarrow \text{null} ; \)
4. \( \text{foreach } (x_i, y_i) \in D^+_{tr} \text{ do} \)
5. \( || \quad kde^+ \leftarrow kde^+ + \text{KernelGaussian}(\mu = x_i, \sigma = bw^+) ; \)
6. \( \text{end} \)
7. \( \text{foreach } (x_i, y_i) \in D^-_{tr} \text{ do} \)
8. \( || \quad kde^- \leftarrow kde^- + \text{KernelGaussian}(\mu = x_i, \sigma = bw^-) ; \)
9. \( \text{end} \)
10. \( kde^+ \leftarrow \frac{kde^+}{|D^+_{tr}|}, kde^- \leftarrow \frac{kde^-}{|D^-_{tr}|} ; \)
11. \( \epsilon_{platt}^+ \leftarrow \frac{1}{|D^+_{tr}|}, \epsilon_{platt}^- \leftarrow \frac{1}{|D^-_{tr}|} ; \)
12. \( \text{foreach } (x_i, y_i) \in D_{tr} \text{ do} \)
13. \( || \quad \text{if } y_i = 0 \text{ then} \)
14. \( || \quad y_i \leftarrow \epsilon_{platt}^- \times \frac{kde^- \cdot pdf(x)}{kde^+ \cdot pdf(x) + kde^- \cdot pdf(x)} ; \)
15. \( || \quad \text{else} \)
16. \( || \quad y_i \leftarrow 1 - \epsilon_{platt}^+ \times \frac{kde^+ \cdot pdf(x)}{kde^+ \cdot pdf(x) + kde^- \cdot pdf(x)} ; \)
17. \( \text{end} \)
18. \( \text{end} \)
19. \( \hat{s} \leftarrow \text{logistic_regression.fit}(D_{tr}) ; \)
20. \( \text{return } \hat{s} ; \)
6 Label smoothing in classification with neural networks

The idea of using instance-based label smoothing in logistic regression seems to be more efficient than constant smoothing factors like Platt scaling. A similar approach inspired by this idea could also be applied in neural networks over multiple classes. In this section, we introduce how neural networks are trained with label smoothing. Then, we summarize the main advantages and drawbacks of traditional label smoothing on network performance. After that, we propose a new parametric approach for instance-based label smoothing, that aims to enhance the performance of standard label smoothing.

6.1 Standard label smoothing: Fors and Againsts

While label smoothing is used in logistic regression fitting to reduce overconfidence problems, a similar approach is widely adopted in neural network models to improve accuracy across a wide range of tasks like image classification and neural machine translation [MKH19]. Similar to logistic regression, during training a neural network, the cross-entropy loss is minimized with softened target labels. The original hard target label of an instance is denoted by $y$, where $y_k = 1$ if $k$ is the index of the true class out of $K$ classes, and 0 otherwise. However, in a network trained with label smoothing, the softened target probability value is computed as $y_{k}^{LS} = y_k(1 - \epsilon) + \frac{\epsilon}{K}$ where $\epsilon$ is the smoothing factor [SVI+16]. As a rule of thumb, the value of used $\epsilon$ is usually set to 0.01, 0.05, or 0.1 [MKH19]. Figure 19 shows an example of the label smoothing of an instance in a 3-class dataset. Thus, label smoothing encourages the softmax output probability vector to be close to the probability of the correct class (dog=0.933) but at the same time, equally distant from the remaining classes (equal probabilities for cat & ship).

![Figure 19. Example of label smoothing for an instance with a true label dog in a 3-class dataset.](image)

Label smoothing has shown a positive effect on model generalization, and calibration of the predicted probabilities [GBC16]. However, it pushes the network towards treating all the incorrect classes as equally probable while training with hard target labels does not similarly force this structure. For instance, a cat to a dog is not equally distant as a cat to a ship. Hence, label smoothing leads to a loss in the information about the dataset class similarity structure.

Muller et al. [MKH19] quantified this loss of information using an approximation to the mutual information function between the input instances of two arbitrary classes, and the continuous output representation for the difference between the two logits (out of $K$ classes) of these two classes. Logits are the score values produced from the penultimate layer units of the neural network. A decrease in mutual information value was found when training the network with
label smoothing. Consequently, label smoothing was found to impair the network performance in transfer learning and network distillation. [MKH19, KSL19].

Network distillation is the process of compressing a large trained neural network (teacher network) into a smaller network (student). The student network is trained with targets equal to the teacher’s predictions, so it tries to learn how to behave like the teacher network. This process is widely adopted to train more efficient networks that can be deployed on mobile and edge devices to make predictions quickly [HVD15]. A student AlexNet convolutional neural network, distilled from a teacher ResNet-56 network trained with label smoothing on CIFAR-10 dataset, was shown to have less accuracy than a teacher network trained with temperature scaling and without label smoothing. The impairment in the accuracy becomes more significant as the smoothing factor increases [MKH19]. Kornblith et al. [KSL19] trained an Inception network on ImageNet dataset with different training settings. The penultimate layer features of the trained network on different pairs of classes were transferred to be used in fitting a logistic regression model. The fitted models’ average accuracy was the worst when the Inception network was trained with label smoothing and high dropout probabilities.

6.2 Instance-based label smoothing in neural networks

We showed that the main disadvantage of the standard label smoothing in neural networks is the constant smoothing factor for all the incorrect classes. This encourages the instances of the same class to lie in a tight cluster, which is equally separated from all other classes. Thus, some information related to the class similarity structure is erased, which is mainly reflected in impairing the performance of transfer learning or network distillation.

Instead, we propose a new instance-based label smoothing approach, where the target probability distribution is not uniformly distributed among incorrect classes. Figure 20 shows the 3-class dataset of dogs, cats, and ships. Intuitively, the similarity distance from a dog to a cat is much smaller than that from a dog to a ship. So, if the input instance is a dog, the required target probability vector has to favor the cats’ class more than the ships’ class according to the similarity between this dog instance to the instances of both classes. Following this approach, we claim that in addition to keeping the advantages of label smoothing, the information carried by the similarity distances among different classes is still preserved by choosing the corresponding target probability distribution for each instance that keeps the class similarity structure of the dataset.

Next, we explain how the target probability distribution vector of the smoothed labels \( y^I \) is computed. Let \( x \) denote an input instance, \( \epsilon \) is an initial constant smoothing factor similar to what has been used in standard label smoothing, \( f_k(x) \) is the \( k \)th logit output of the same architecture network trained without label smoothing that corresponds to the \( k \)th class score value of the instance \( x \), and \( t \) is the index of the correct class out of \( K \) classes. We aim to replace the uniformly distributed target probabilities of the incorrect classes. So, each incorrect class will be assigned a target probability proportional to the output score of this class relative to all the remaining classes using a network trained with cross-entropy loss on the hard target labels (without label smoothing).

First, a factor \( q \) is subtracted from the output logits of the network trained without label
Figure 20. An example showing the difference between the standard label smoothing with a constant smoothing factor, and the instance-based label smoothing.

this transformation is done to ensure that all the logits values are ≥ 0, where $q = \min(f_1(x), f_2(x), ..., f_K(x))$. This step is crucial for the next steps of the instance-based smoothing factors calculation, as it will be assumed that all the logits score values are not negative. Also, the translated logits are scaled with a scaling factor $u_{scale}$. Different translation and scaling parameters $(q, u_{scale})$ will result at the end in different class similarity structures, as shown next. It is required to tune the parameters $(q, u_{scale}, \epsilon)$ until we get the network model with the best validation performance:

$$f'_i(x) = u_{scale} (f_i(x)) - q \quad \forall i \in \{1, 2, ..., K\}.$$ 

Second, the correct class of index $t$ is assigned a smoothed target label with a smoothing factor of $\epsilon^{ILS}$. This smoothing factor is computed from the initial standard smoothing factor $\epsilon$ after multiplying it by the ratio between the scaled logit value of the correct class (the score that $x$ belongs to class $t$) to the sum of the values of logits of all the classes. This particular choice is similar to what we did in section 5 with logistic regression. The target probability of the correct class depends on the estimated confidence of the network trained without label smoothing. The more confident the network is, the higher the smoothing factor to be used to reduce its overconfidence and vice versa, as shown below:

$$\epsilon^{ILS} = f'_t(x),$$

$$y^{ILS}_k = (1 - \epsilon^{ILS}),$$

where $k = t$.

Third, the target probability distribution of the incorrect classes is calculated as the ratio between the score of each class $(f'_k(x))$ to the sum of the scores of all the incorrect classes $(\sum_i^K f'_i(x)) - f'_t(x)$ as follows:

$$y^{ILS}_k = \epsilon^{ILS} \frac{f'_k(x)}{(\sum_i^K f'_i(x)) - f'_t(x)},$$

where $k \neq t$.

Following this method ensures that the target smoothed probabilities of the incorrect classes will amount to $\epsilon^{ILS}$, and the target smoothed label of the correct class is $1 - \epsilon^{ILS}$. Thus, the sum of the target smoothed probability vector is equal to 1. Additionally, the proposed instance-based
label smoothing procedure will not keep the probability distribution of the incorrect classes uniformly distributed. However, the computed soft targets can preserve a similar class similarity structure to the original dataset with the help of the outputs of the network trained without label smoothing.

Figure 21 illustrates the process of training the network with smoothed target probabilities that are computed in proportional with the output probability distribution from the same network trained without label smoothing (Instance-based label smoothing). Our proposed method is a straightforward way out of many possible other methods that can smooth target labels in different ways. However, our proposed method aims to use label smoothing to avoid the trained network overconfidence while taking into account the class similarity structure, which is erased in case of standard constant label smoothing.

Figure 21. Example of the instance-based label smoothing process starting with A) fitting a network without label smoothing B) using the learned probability distributions of the instances to help in C) computing the target probability distribution with label smoothing for each instance, and finally, D) training the network again with the smoothed labels.
7 Experimental results

In Section 4, the optimal probability predictions were derived if the distribution of the generative model of the dataset is known. Later, this derived formula was approximated using Monte Carlo samples from the generative model distribution to be used practically (bayes_preds). This method was further simplified into bayes_coeff and bayes_map to make faster predictions during inference. In this section, our approximated formula is evaluated against different regularization techniques for LR fitting including our proposed instance-based label smoothing using kernel density estimation (ibls) (Section 5).

Table 3 lists the different methods evaluated in our experiments along with their descriptions. It is worth mentioning that the last three highlighted methods (bayes_preds, bayes_coeff, bayes_map) have the advantage of being informed about the exact distribution of the generative model of the dataset over the other listed methods (normal, smoothed, L1, L2, ibls, cauchy_map), which are non-informed about this distribution.

Since our derivation only holds when the generative model distribution is known, in practice, having such knowledge is the exception, not the rule. Thus, in Section 7.2, we evaluate the different regularization methods listed in Table 3 on 40 real datasets except for the informed methods as we do not know the generative model distribution of these datasets. We compared the performance of the evaluated methods after calibrating the scores of a linear SVM model fitted on these datasets once. Moreover, we fit multivariate LR models directly over the whole list of features of the datasets at another time.

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal</td>
<td>Vanilla logistic sigmoid curve (Section 2.4)</td>
</tr>
<tr>
<td>platt</td>
<td>Label smoothing using Platt scaling (Section 3.2.3)</td>
</tr>
<tr>
<td>smoothed</td>
<td>Label smoothing with a fixed smoothing factor selected from a set of 40 smoothing factors that have a range from $10^{-5}$ to $10^{-1}$, and selected based on 10-fold stratified cross-validation (Section 3.2.3)</td>
</tr>
<tr>
<td>L1</td>
<td>L1 regularization for logistic sigmoid coefficients with a penalization parameter that belongs to { $10^{-5}, 10^{-4}, 10^{-3}, \ldots, 10^1$ } selected based on 10-fold stratified cross-validation (Section 3.2.1)</td>
</tr>
<tr>
<td>L2</td>
<td>L2 regularization for logistic sigmoid coefficients with a penalization parameter that belongs to { $10^{-7}, 10^{-6}, 10^{-5}, \ldots, 10^1$ } selected based on 10-fold stratified cross-validation (Section 3.2.1)</td>
</tr>
<tr>
<td>ibls</td>
<td>Instance-based label smoothing using KDE (Section 5)</td>
</tr>
<tr>
<td>cauchy_map</td>
<td>Bayesian logistic regression with the maximum a posteriori logistic sigmoid curve using Cauchy prior for model coefficients (Section 3.2.2) [GJP+08]</td>
</tr>
<tr>
<td>bayes_preds</td>
<td>The posterior mean of output probability predictions of optimal logistic sigmoid (Section 4)</td>
</tr>
<tr>
<td>bayes_coeff</td>
<td>The posterior mean of coefficients of optimal logistic sigmoid (Section 4)</td>
</tr>
<tr>
<td>bayes_map</td>
<td>Maximum a posteriori optimal logistic sigmoid (Section 4)</td>
</tr>
</tbody>
</table>

Table 3. Description of the different evaluated methods that reduce the overconfidence problem in logistic regression fitting. The shaded methods represent informed methods that have information about the exact generative model distribution of the dataset.

Finally, in Section 7.3, we test our proposed method for the instance-based label smoothing with convolutional neural networks over multiple image classification datasets. Multiple experiments are carried out where the accuracy, log loss, calibration error, and distillation performance are reported and discussed for our method compared with networks trained with/without standard label smoothing, and with/without temperature scaling.

To ensure the reproducibility of the results, the source codes implemented and used in our evaluation, in addition to all the log files containing the detailed numerical results, have been
made available\textsuperscript{3}. The experiments in this section were carried out in part in the high-performance computing center of the University of Tartu\textsuperscript{4}.

### 7.1 Synthetic datasets experiments

In these experiments, we aim to investigate and answer the following questions:

- Q1: How the performance of the evaluated methods changes by increasing the separation between the classes’ likelihoods?
- Q2: How the performance of the evaluated methods changes by increasing the size of the training set $|D_{tr}|$?
- Q3: How the performance of the evaluated methods changes by altering the class balance ratio $clr_{tr} \left( \frac{|D_{tr}^+|}{|D_{tr}^+|+|D_{tr}^-|} \right)$?

#### 7.1.1 Setup

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value Description</th>
<th>Parameter</th>
<th>Value Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{\mu_0}$</td>
<td>$\sim \mathcal{U}(u_0, 0)$</td>
<td>$D_{\mu_1}$</td>
<td>$\sim \mathcal{U}(u_1, 0)$ or $\mathcal{B}(a_0, b_0)$</td>
</tr>
<tr>
<td>$D_{\mu_1}$</td>
<td>$\sim \mathcal{N}(\mu_1, 1)$</td>
<td>$D_{\sigma}^+$, $D_{\sigma}^-$</td>
<td>$\sim \mathcal{N}(\mu_1, 1)$</td>
</tr>
<tr>
<td>$</td>
<td>D_{tr}</td>
<td>$</td>
<td>50, 100, 500</td>
</tr>
<tr>
<td>$clr_{tr}$</td>
<td>0.5, 0.7, 0.9</td>
<td>$clr_{te}$</td>
<td>0.5</td>
</tr>
<tr>
<td>Evaluation Metrics</td>
<td>Log loss, ECE</td>
<td>$N_{MonteCarlo}$</td>
<td>$10^5$</td>
</tr>
</tbody>
</table>

Table 4. Experimental setup for the synthetic datasets.

The setup of these experiments starts by defining the distribution of the generative models of the datasets $D_\theta = \{D_{\mu_0}, D_{\mu_1}, D_{\sigma}\}$. Beta ($\mathcal{B}$) and uniform ($\mathcal{U}$) distributions were selected for $D_{\mu_0}, D_{\mu_1}$ while $D_{\sigma}$ is set to $\{\delta(t - 1)\}$ for simplicity. The size of training set ($|D_{tr}|$) was varied to be 50, 100, 500, and the class balance ratio ($clr_{tr} = \frac{|D_{tr}^+|}{|D_{tr}^+|+|D_{tr}^-|}$) was also varied to be 0.5, 0.7, 0.9. The testing set $|D_{te}|$ was fixed to be balanced with $10^4$ instances in all the experiments. Each experiment was repeated for 1,000 different generated datasets. The number of Monte Carlo samples $N_{MC}$ of dataset parameter configurations drawn out of the generative model prior distribution was set to $10^5$ for bayes_preds, bayes_coeffs and bayes_map. Table 4 summarizes the used configurations through all the experimental setup in the synthetic datasets experiments.

The critical difference (CD) diagrams of different methods ranks were reported for all experiments according to the log loss and the expected calibration error at ten bins. CD diagram is a visualization tool for the results of the Wilcoxon-Holm posthoc analysis. This statistical analysis is designed to identify the pairwise statistical significance among a set of

\textsuperscript{3}https://github.com/mmaher22/Instance-based-smoothing

\textsuperscript{4}https://hpc.ut.ee/
methods on a set of predictive tasks. Hence, a CD diagram shows a comparison between these methods’ performance on the specified set of tasks. The null hypothesis to be tested is that the average ranks of each pair of methods do not differ with statistical significance. The analysis starts by computing the Friedman nonparametric statistical test to detect the differences among the methods across multiple tasks and test the null hypothesis over the entire set of methods [Mil39]. Then, the Wilcoxon signed-rank test is applied between each pair of methods to assess whether the ranks of their population mean differ [Wil92], Holm correction is finally applied to reject the null hypothesis [Hol79].

An example of the resulting plots is shown in Figure 22. The plot has separate lines for each of the evaluated methods. Each line starts with the label of a specific method and ends on the x-axis representing the average rank position of the respective method performance across all the tasks. Horizontal bold lines connecting some methods represent the set of connected methods such that the test has failed to exclude the null hypothesis. On the other hand, any pair of unconnected methods have a different average rank with statistical significance.

| Subplot | $D_{\mu_0}$ | $D_{\mu_1}$ | Generative Model | $|D_{hi}|$ | $r_{hi}$ |
|---------|--------------|--------------|-----------------|--------|--------|
| a       | $\sim U(-0.5, 0)$ | $\sim U(0, 0.5)$ | 50 0.5 |
| b       | $\sim U(-2.5, 0)$ | $\sim U(0, 2.5)$ | 50 0.5 |
| c       | $\sim B(2, 5)$ | $\sim B(5, 2) + 1$ | 50 0.5 |
| d       | $\sim B(2, 5)$ | $\sim B(5, 2) + 3$ | 50 0.5 |
| e       | $\sim B(2, 5)$ | $\sim B(5, 2) + 5$ | 50 0.5 |

Table 5. Setup of the experiments used to answer how the performance of the evaluated methods changes by increasing the separation between the classes’ likelihoods. The training set size and the class ratio are kept constant, while the separation between classes is changed with different generative model distributions. Solid lines are the generative model distributions. Dashed lines are examples of a randomly picked sample from the generative model. Blue and red colors represent negative and positive classes respectively. Uniform and beta distributions are denoted as $U$, $B$ respectively. The $+1$, $+3$, $+5$ in the beta distributions of the $D_{\mu_1}$ column, represent the amount of shift for these distributions in the positive x-axis direction.
7.1.2 Results

Q1: How the performance of the evaluated methods changes by increasing the separation between the classes’ likelihoods?

To discover how the separation between the distributions of the positive and negative classes affects the performance of the evaluated methods, five experiments summarized in Table 5 were carried out using different generative model distributions $D_θ$. Figure 22 summarizes the results of these experiments where subplots (a) and (b) correspond to uniform generative model distribution but with ranges where the separation problem is more probable in case (b). Similarly, subplots (c, d, e) show the results when using asymmetric beta distributions for the generative model. The separation between the classes’ distributions increases as we go from (c) to (e).

Figure 22. CD diagrams for log loss (left) and ECE (right) - (higher rank is better). Different separation distances between classes’ likelihoods for each subplot (a)-(e) (refer to Table 5). Bayesian derived methods with the same prior as generative models are significantly the best ones. If the separation between classes distributions is small, normal, ibls, smoothed are the best options in non-informed methods but if it is large, ibls, and Platt are the best ones.

The approximated formula for the derived optimal predictions ($\text{bayes\_preds}$) has significantly better average ranking over all other methods in terms of both log loss and ECE in all the experiments. Both the other informed methods ($\text{bayes\_coeff, bayes\_map}$) come second, and third respectively.
It is worthwhile to mention that \textit{bayes\_preds}, \textit{bayes\_coeff} and \textit{bayes\_map} are informed about the generative model distribution of the datasets, while the remaining methods do not have this extra information. Thus, when comparing the other methods, the \textit{ibls} is consistently better than \textit{platt} in all the experiments. Using a uniform generative model prior (subplots a, b), at a small separation distance between positive and negative classes’ distributions (a), the \textit{smoothed} version of LR has the best performance in all the non-informed methods. This agrees with the work of Liina Partel [Pä19] that in many datasets, there exists a better smoothing factor than Platt scaling, where this factor is dependent on the separation between classes.

On the other hand, when the distance between the classes’ likelihoods increases, the separation problem becomes more probable (subplot b). So, all the positive class instances are fully separated from the negative class ones. In this case, \textit{smoothed} average rank decreases relative to \textit{platt}. This can be interpreted as the best smoothing factor chosen by \textit{smoothed} is always the smallest possible factor in the defined range since the classes of the validation set are also indeed fully separated. Consequently, the learned model does not benefit from label smoothing on the separated validation set, and it tends to select the smallest possible factor.

On the other hand, when the distance between the classes’ likelihoods increases, the separation problem becomes more probable (subplot b). So, all the positive class instances are fully separated from the negative class ones. In this case, \textit{smoothed} average rank decreases relative to \textit{platt}. This can be interpreted as the best smoothing factor chosen by \textit{smoothed} is always the smallest possible factor in the defined range since the classes of the validation set are also indeed fully separated. Consequently, the learned model does not benefit from label smoothing on the separated validation set, and it tends to select the smallest possible factor.

<table>
<thead>
<tr>
<th>Experiment #</th>
<th>Method</th>
<th>Log loss $\pm$</th>
<th>ECE $\pm$</th>
</tr>
</thead>
<tbody>
<tr>
<td>bayes_coeff</td>
<td>0.6671 ± 0.024</td>
<td>0.6700 ± 0.026</td>
<td>0.6705 ± 0.029</td>
</tr>
<tr>
<td>bayes_map</td>
<td>0.6641 ± 0.027</td>
<td>0.6885 ± 0.030</td>
<td>0.7012 ± 0.032</td>
</tr>
<tr>
<td>bayes_preds</td>
<td>0.6771 ± 0.029</td>
<td>0.6714 ± 0.031</td>
<td>0.6885 ± 0.032</td>
</tr>
<tr>
<td>bayes_preds</td>
<td>0.6911 ± 0.030</td>
<td>0.7058 ± 0.032</td>
<td>0.7203 ± 0.033</td>
</tr>
<tr>
<td>bayes_preds</td>
<td>0.7091 ± 0.032</td>
<td>0.7251 ± 0.034</td>
<td>0.7425 ± 0.036</td>
</tr>
</tbody>
</table>

Table 6. Mean ± standard deviation log loss and ECE of the evaluated methods on synthetic datasets with different separation distance between the classes’ likelihoods. Refer to Table \ref{tab:exp-setup1} for the experiments setup. Methods informed with the generative model distribution are highlighted in a different color.

Regarding the experiments of generative models with beta distributions, the distributions were selected to be asymmetric in contrast with the uniform distributions in the previous case. In subplot (c), \textit{normal} LR has the best performance among the non-informed methods followed by \textit{ibls}. However, as the separation distance between the classes becomes larger (d, e), the separation problem becomes more probable in many of the generated datasets. The performance of \textit{normal} is the worst as the model becomes overconfident with probability predictions of almost 0, 1 for negative, and positive classes, respectively.

Table 6 average log loss and calibration error values for all the evaluated methods. Regarding the informed methods, \textit{bayes\_coeff} has a very close performance to the approximated formula for the optimal predictions (\textit{bayes\_preds}), and both methods are significantly outperforming all the non-informed methods. Infinite log loss occurred multiple times for wrong and confident predictions made by \textit{normal}, smoothed, and \textit{L2} methods when the separation between the classes was the maximum. Additionally, \textit{L2} has less regularization effect than \textit{L1} where the model coefficients can reach zero with \textit{L1} regularization but the opposite isn’t possible. Our instance-based label smoothing achieved the best average loss in all the experiments and the best average calibration error in two of them. However, it is consistently outperforming Platt scaling (\textit{platt}).
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Table 7. Setup of experiments used to answer how the performance of evaluated methods changes by increasing the number of training set instances. The class ratio is kept constant with two different generative model distributions. Solid lines are the generative model distributions. Dashed lines are examples of a randomly picked sample from the generative model. Blue and red represent negative and positive classes respectively. Uniform and beta distributions are denoted as $\mathcal{U}$, $\mathcal{B}$ respectively. The $+3$ in the beta distributions of the $D_{\mu_1}$ column, represent the amount of shift for these distributions in the positive x-axis direction.

Q2: How the performance of the evaluated methods changes by increasing the size of the training set $|D_{tr}|$?

As the training set size increases, it becomes more representative of the whole population distribution. In that case, it is more reasonable to have less regularization. To evaluate the effect of the training set size on the evaluated methods, we used the same two generative models of beta ($\mathcal{B}$) and uniform ($\mathcal{U}$) distributions as the previous experiment. The separation distance between the generative models of positive and negative classes was fixed during this experiment. Then, we generated training sets with $clr_{tr}$ equals to 0.5 (balanced), 0.7, and 0.9 (90% positive instances). Table 7 summarizes the setup configuration of this experiment.

Figure 23 includes the CD diagrams of the methods average ranking. As the training set size increases, the normal LR average rank achieves a leap in both log loss and ECE. Since separation problems are more probable to occur at small training set sizes, this can affect the performance of normal profoundly. However, as the number of instances increases to 500 (subplots (c, f)), the training set becomes more representative of the whole distribution of the test set, which means that no regularization is needed. As it is always difficult to tell how many instances are enough, we still need to use one of the regularization methods. ibls is considered the best to be used among the non-informed methods with an average rank that is consistently higher than other methods in all experiments except for the largest training set when it comes second after normal. All
Figure 23. CD diagrams for log loss (left) and ECE (right) - (higher rank is better). Different training set sizes for subplots (a)-(f) (refer to Table 7). Bayesian derived methods with the same prior as generative models are significantly, and consistently the best ones. As the training set size becomes larger, normal becomes the best method as training set distribution becomes more representative of the testing set. Otherwise, ibls is the regularization method to use.

Q3: How the performance of the evaluated methods changes by altering the class balance ratio \( \frac{|D^+_{tr}|}{|D^+_{tr}| + |D^-_{tr}|} \)?

As Platt scaling and ibls instance-based smoothing take into account the class balance ratio \( clr \), we aim in this experiment to evaluate how these methods perform compared with other regularization methods at different \( clr \). As reported in Table 8, we used the same generative model distributions to generate training sets of 100 instances. The \( clr \) of these datasets was varied from 0.5 (balanced) to 0.7 and 0.9 (90\% positive). The CD diagrams of the average ranking in terms of log loss and ECE are shown in Figure 24. All numerical results of average loss and calibration errors can be found in our repository (Appendix: Section 8).
Table 8. Setup of experiments used to answer if changing the training set class balance ratio \( \text{clr} \) affects the performance of evaluated methods. The training set size is kept constant with two different generative model distributions. Solid lines are the generative model distributions. Dashed lines are examples of a randomly picked sample from the generative model. Blue and red represent negative and positive classes respectively. Uniform and beta distributions are denoted as \( \mathcal{U} \), \( \mathcal{B} \) respectively. The \(+3\) in the beta distributions of the \( \mathcal{D}_{\mu_1} \) column, represents the amount of shift for these distributions in the positive x-axis direction.

| $\mathcal{D}_{\mu_0}$ | $\mathcal{D}_{\mu_1}$ | Generative Model | $|D_{tr}|$ | clr \(_{tr}\) |
|------------------------|------------------------|------------------|--------------|-------------|
| a \( \sim \mathcal{U}(-2.5, 0) \) | \( \sim \mathcal{U}(0, 2.5) \) | | 100 | 0.5 |
| b \( \sim \mathcal{U}(-2.5, 0) \) | \( \sim \mathcal{U}(0, 2.5) \) | | 100 | 0.7 |
| c \( \sim \mathcal{U}(-2.5, 0) \) | \( \sim \mathcal{U}(0, 2.5) + 1 \) | | 100 | 0.9 |
| d \( \sim \mathcal{B}(2, 5) \) | \( \sim \mathcal{B}(5, 2) + 3 \) | | 100 | 0.5 |
| e \( \sim \mathcal{B}(2, 5) \) | \( \sim \mathcal{B}(5, 2) + 3 \) | | 100 | 0.7 |
| f \( \sim \mathcal{B}(2, 5) \) | \( \sim \mathcal{B}(5, 2) + 3 \) | | 100 | 0.9 |

As shown in Figure 24, as the training set becomes more imbalanced (subplots c,f), Platt, and ibls average ranks become significantly better than other regularization methods like \( L1 \), \( L2 \), and the Bayesian logistic regression with a Cauchy prior for the model coefficients \( \text{cauchy\_map} \) especially in terms of log loss. The best-performing methods are still \( \text{bayes\_preds} \), \( \text{bayes\_coeff} \), and \( \text{bayes\_map} \) as the test set is already known to be balanced. This information is already taken into account by these methods (the Bayes-optimal model for each random sample drawn from the generative model is derived from a balanced dataset).

Overall, in all the experiments, the informed methods that approximate the formula for the derived optimal probabilities \( \text{bayes\_preds} \), \( \text{bayes\_coeff} \), \( \text{bayes\_map} \) are significantly better than all other non-informed methods at training set sizes, class balance ratio, and the separation distance between the distributions of the classes’ likelihoods. It is also clear that the posterior mean of the coefficients of the sampled Bayes-optimal models \( \text{bayes\_coeff} \) offers an excellent calibration errors can be found in our repository (Appendix: Section 8).
Figure 24. CD diagrams for log loss (left) and ECE (right) - (higher rank is better). Different training set class ratios for subplots (a-d) (refer to Table 8). Bayesian derived methods with the same prior as generative models are significantly the best ones. Instance-based smoothing (ibls) and Platt scaling (platt) are the best non-informed methods with different class ratios of the training set.

approximation to the posterior mean of the Bayes-optimal models’ predictions (bayes_preds). At the same time, bayes_coeff is much faster during inference as it requires the evaluation of predictions using only a single model instead of $N_{MC}$ models using bayes_preds.

Unfortunately, the distribution of the generative models of the datasets is rarely known. Thus, other non-informed regularization methods are still essential in real-life scenarios. Our proposed instance-based smoothing method (ibls) outperforms other regularization methods like Platt scaling (platt) significantly in most of the synthetic datasets.

7.2 Real datasets experiments for logistic regression

In these experiments, we aim to investigate and answer the following questions:
• Q1: What is the relative performance of different LR overconfidence reduction methods for calibrating SVM model scores on real datasets?

• Q2: How do the performance of these methods change for univariate data like logistic calibration, and multi-dimensional data like fitting LR directly on the whole dataset?

7.2.1 Setup

In the following two experiments, a set of 40 benchmark classification datasets, was collected from OpenML⁵ [VvRBT13]. We set restrictions on all the selected datasets to have exactly 2 classes, numerical features only, no missing data, and a maximum of 50000 instances and 50 features for computational resources constraints. A histogram for the number of instances, number of features, and class balance ratio can be seen in Figure 25 where the selected datasets cover the restricted space mentioned. Detailed information about these datasets can be found in our open source repository (Appendix: Section 8). All datasets were standardized, and divided into 70 – 30% training, testing stratified splits. All experiments were repeated 5 times for different splits, and the average of log loss and ECE are reported. The methods reported in Table 3 were compared except for the informed methods (bayes_preds, bayes_coeff, bayes_map), as we do not have information about the distribution of the generative models of these datasets.

Figure 25. Histogram for properties of the selected real-world datasets.

7.2.2 Results

In the first experiment, the training set was again divided randomly into 70 – 30% stratified splits. The larger split is used in fitting linear soft-margin SVM model from scikit-learn Python library⁶ with a regularization parameter set to 1. The smaller splits were used for logistic calibration of the SVM model prediction scores. Finally, the CD diagrams for log loss and ECE are plotted, as shown in Figure 26. Also, the average log loss and ECE value are reported in Table 9.

Even though there is no significant difference between the average ranks of different regularization methods, ibls label smoothing still has the advantage over the other methods with a slightly better average rank in terms of both log loss and ECE. Interestingly, platt scaling outperforms the smoothed LR. One reason to interpret this result is that a better smoothing factor does not

---

⁵http://openml.org/

⁶https://scikit-learn.org/
exist in the defined search space of smoothing factors, or the way we choose this factor is not effective, especially with a small number of instances. However, this is the best that could be done in a reasonable computational complexity. Besides, although platt and ibls are non-parametric methods, they seem to have better calibration abilities than other methods, which usually require extensive search looking for good parameter configurations.

The results agree with what is reported in Table 9. The average log loss values for all the evaluated methods are too close to each other except for cauchy_map. All the methods have a relatively large standard deviation compared to both loss and calibration errors. This agrees to what is reported in the CD diagram (Figure 26), where there is no significant difference among the average rank of the methods. However, ibls and platt have the lowest loss value with slightly smaller standard deviation for ibls but smoothed had the lowest calibration error.

<table>
<thead>
<tr>
<th>Method</th>
<th>cauchy_map</th>
<th>ibls</th>
<th>L1</th>
<th>L2</th>
<th>normal</th>
<th>platt</th>
<th>smoothed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log loss</td>
<td>0.1323 ± 0.0927</td>
<td>0.1324 ± 0.0927</td>
<td>0.1324 ± 0.0927</td>
<td>0.1323 ± 0.0927</td>
<td>0.1324 ± 0.0927</td>
<td>0.1323 ± 0.0927</td>
<td>0.1324 ± 0.0927</td>
</tr>
<tr>
<td>ECE</td>
<td>0.0169 ± 0.0166</td>
<td>0.0175 ± 0.0166</td>
<td>0.0175 ± 0.0166</td>
<td>0.0169 ± 0.0166</td>
<td>0.0175 ± 0.0166</td>
<td>0.0169 ± 0.0166</td>
<td>0.0175 ± 0.0166</td>
</tr>
</tbody>
</table>

Table 9. Mean ± standard deviation log loss and ECE for SVM model calibration on 40 real datasets.

The second experiment was carried out by fitting multivariate LR models using the different evaluated methods over the full list of features of the datasets. The CD diagrams for log loss and ECE are plotted in Figure 27 and the numerical values are reported in Table (10).

<table>
<thead>
<tr>
<th>Method</th>
<th>cauchy_map</th>
<th>ibls</th>
<th>L1</th>
<th>L2</th>
<th>normal</th>
<th>platt</th>
<th>smoothed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log loss</td>
<td>0.1323 ± 0.0927</td>
<td>0.1324 ± 0.0927</td>
<td>0.1324 ± 0.0927</td>
<td>0.1323 ± 0.0927</td>
<td>0.1324 ± 0.0927</td>
<td>0.1323 ± 0.0927</td>
<td>0.1324 ± 0.0927</td>
</tr>
<tr>
<td>ECE</td>
<td>0.0169 ± 0.0166</td>
<td>0.0175 ± 0.0166</td>
<td>0.0175 ± 0.0166</td>
<td>0.0169 ± 0.0166</td>
<td>0.0175 ± 0.0166</td>
<td>0.0169 ± 0.0166</td>
<td>0.0175 ± 0.0166</td>
</tr>
</tbody>
</table>

Table 10. Mean ± standard deviation log loss and ECE for SVM model calibration on 40 real datasets.

It can be noticed that there is no significant difference between the average ranks of the evaluated methods. cauchy_map has achieved a large leap for multivariate datasets in contrast with platt, which had the worst performance. It is worth mentioning that during cauchy_map fitting, the datasets were standardized to have a mean of 0, and a standard deviation of 0.5 as suggested by Gelman et al. [GJP+08] to make sure that fitted LR coefficients lie within the
selected prior of Cauchy distribution. Even though cauchy_map performs worst in most of the univariate experiments, it still performs much better with multivariate datasets. On the other hand, a slight impairment in ibls performance is noticed. However, as ibls is a non-parametric method, it still has an advantage over L1, L2, and smoothed which have some parameters to tune. While investigating why there exists a gap between L1 and L2, it was found out that many coefficients in LR models fitted with L1 were equal to zero which cannot happen in case of L2 regularization. This effect could be avoided by setting the regularization penalty parameter of L1 to include only small values. Table 10 shows the numerical results of this experiment. L2 has the best average log loss and calibration error among all methods. There are no large differences among the reported values except for normal, which has a relatively large average log loss compared to the other methods. However, at the same time, it has a big standard deviation too.

<table>
<thead>
<tr>
<th>Method</th>
<th>cauchy_map</th>
<th>ibls</th>
<th>L1</th>
<th>L2</th>
<th>normal</th>
<th>platt</th>
<th>smoothed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log loss</td>
<td>0.6470 ± 0.3740</td>
<td>0.6718 ± 0.3899</td>
<td>0.6658 ± 0.3368</td>
<td>0.6405 ± 0.3510</td>
<td>0.7419 ± 0.5961</td>
<td>0.6665 ± 0.3895</td>
<td>0.6433 ± 0.3609</td>
</tr>
<tr>
<td>ECE</td>
<td>0.1000 ± 0.0961</td>
<td>0.0895 ± 0.0653</td>
<td>0.0999 ± 0.0652</td>
<td>0.0791 ± 0.0594</td>
<td>0.1002 ± 0.1001</td>
<td>0.1050 ± 0.0968</td>
<td>0.0902 ± 0.0667</td>
</tr>
</tbody>
</table>

Table 10. Mean ± standard deviation log loss and ECE for multivariate logistic regression fitting on 40 real-datasets.

Overall, in real-datasets experiments, ibls got the best average rank in terms of both the log loss and calibration error when calibrating the scores of linear SVM models. There was no significant difference in the average ranking with many other methods like platt, L1, and normal. On the other hand, (L2) regularization and the Bayesian logistic regression with Cauchy prior for the model coefficients (cauchy_map) were the best methods when fitting multivariate logistic regression models directly on the real-datasets in terms of both log loss and calibration error but also with no significant difference in the average ranking. These results show that methods based on label smoothing (platt, ibls, smoothed) do not perform on multi-dimensional datasets as good as on univariate datasets (logistic calibration). However, as ibls is a non-parametric approach with a good average rank among all methods, it shows good potential in reducing LR overfitting with both univariate and multivariate datasets.

7.3 Experiments for label smoothing in neural networks

In this set of experiments, we aim to evaluate our proposed instance-based label smoothing method for neural networks compared with cross-entropy with/without standard label smoothing, and calibrated using temperature scaling. The evaluation process involves how the network performs in terms of accuracy, log loss, and ECE with ten bins. Additionally, we used the trained networks as teacher networks utilized in network distillation to train a 5-layer shallow convolutional student network [HVD15]. The accuracy and cross-entropy loss for the student network were evaluated and reported.

7.3.1 Setup

The experiments began by downloading three multi-class benchmark datasets for image classification, which are CIFAR-10, CIFAR-100, and Fashion-MNIST. Table 11 summarizes properties
of these datasets. All datasets are already divided into training and testing splits. However, the training sets were further divided into 80-20% training, validation splits. We train various state-of-the-art convolutional neural network architectures like DenseNet, ResNet and Inception networks over these datasets. Following the work of Pereyra et al. [PTC+17], the training process lasts for 100 epochs. An early stopping approach was followed to avoid the overfitting of the models, such that the training process is stopped if the validation set cross-entropy loss has not improved for ten consecutive epochs. All networks have been trained using a stochastic gradient descent optimizer with a momentum of 0.9. The learning rate was initialized at 0.1, with a weight decay of $10^{-4}$. After that, the epoch with the best validation log loss is used to report the performance on the testing set. Each experiment was repeated three times, and average performance is finally reported.

The smoothing factor $\epsilon$ parameter of the standard label smoothing method was tuned to be one of the following values $\{0.01, 0.05, 0.1\}$. Similarly, in instance-based label smoothing, the maximum smoothing factor $\epsilon$ and the scaling factor $u_{\text{scale}}$ were selected from $\{0.01, 0.05, 0.1\}$ and $\{1, 10, 100, 1000\}$ respectively. The final networks used in the comparisons are the ones that achieved the best validation log loss.

### 7.3.2 Results

The performance results for all the evaluated methods are summarized in table 12. In general, instance-based label smoothing achieved better performance than all other methods in terms of log loss of both teacher and distilled student networks in all datasets. Regarding the classification accuracy, instance-based label smoothing achieved the highest accuracy in CIFAR-10 and Fashion-MNIST datasets. However, as the number of classes increased significantly in CIFAR-100, label smoothing has slightly better accuracy. Besides, a cross-entropy loss without label smoothing and calibrated with temperature scaling has the lowest calibration error in CIFAR-10, but instance-based label smoothing was better in CIFAR-100 and Fashion-MNIST. Our proposed method consistently outperforms constant label smoothing in terms of all evaluation metrics except for Fashion-MNIST, where a tie exists in ECE. Temperature scaling has a noticeable improvement in terms of all evaluation metrics for the instance-based label smoothing in CIFAR-100 only, but no improvement was observed with other datasets.

In general, the instance-based label smoothing outperforms all other methods in terms of log loss, and distilled student network loss in all experiments. Besides, it has the lowest calibration error in two out of the four datasets and the highest accuracy in three datasets. Our results suggest that there is a significant improvement in the performance of the models trained with the instance-based label smoothing approach, which reduced overconfident predictions by smoothing the labels while keeping the class similarity structure of the dataset.
<table>
<thead>
<tr>
<th>Network</th>
<th>Training Type</th>
<th>Temperature Scaling</th>
<th>Test Accuracy</th>
<th>Test LogLoss</th>
<th>Test ECE</th>
<th>Distilled Student Accuracy</th>
<th>Distilled Student LogLoss</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR10</td>
<td>ResNet18</td>
<td>Without label smoothing</td>
<td>85.01 ± 0.84</td>
<td>0.362 ± 0.0048</td>
<td>0.0042 ± 0.0027</td>
<td>84.11 ± 0.02</td>
<td>0.972 ± 0.0240</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>88.81 ± 0.75</td>
<td>0.327 ± 0.0019</td>
<td>0.006 ± 0.0030</td>
<td>84.04 ± 0.02</td>
<td>0.972 ± 0.0422</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>89.82 ± 1.03</td>
<td>0.317 ± 0.0071</td>
<td>0.025 ± 0.0021</td>
<td>84.76 ± 0.02</td>
<td>0.951 ± 0.0168</td>
</tr>
<tr>
<td></td>
<td></td>
<td>With label smoothing</td>
<td>89.82 ± 1.03</td>
<td>0.316 ± 0.0289</td>
<td>0.023 ± 0.0045</td>
<td>84.72 ± 0.01</td>
<td>0.958 ± 0.0253</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>90.65 ± 0.36</td>
<td>0.363 ± 0.0101</td>
<td>0.014 ± 0.0018</td>
<td>85.61 ± 0.01</td>
<td>0.942 ± 0.0217</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Instance-based label smoothing</td>
<td>90.65 ± 0.36</td>
<td>0.316 ± 0.0097</td>
<td>0.033 ± 0.0004</td>
<td>85.60 ± 0.01</td>
<td>0.952 ± 0.0209</td>
</tr>
<tr>
<td>CIFAR10</td>
<td>InceptionV4</td>
<td>Without label smoothing</td>
<td>85.90 ± 0.99</td>
<td>0.431 ± 0.0195</td>
<td>0.029 ± 0.0037</td>
<td>85.25 ± 0.04</td>
<td>0.921 ± 0.0067</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>85.58 ± 0.36</td>
<td>0.438 ± 0.0098</td>
<td>0.028 ± 0.0073</td>
<td>83.92 ± 0.01</td>
<td>0.964 ± 0.0014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>85.58 ± 0.36</td>
<td>0.449 ± 0.0149</td>
<td>0.044 ± 0.0088</td>
<td>84.61 ± 0.01</td>
<td>0.953 ± 0.0216</td>
</tr>
<tr>
<td></td>
<td></td>
<td>With label smoothing</td>
<td>85.90 ± 0.99</td>
<td>0.448 ± 0.0333</td>
<td>0.042 ± 0.0019</td>
<td>85.56 ± 0.01</td>
<td>0.944 ± 0.0243</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>87.36 ± 1.52</td>
<td>1.201 ± 0.0582</td>
<td>0.029 ± 0.0006</td>
<td>60.84 ± 0.05</td>
<td>1.478 ± 0.0033</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Instance-based label smoothing</td>
<td>87.36 ± 1.52</td>
<td>1.150 ± 0.0730</td>
<td>0.049 ± 0.0098</td>
<td>60.52 ± 0.45</td>
<td>1.480 ± 0.0048</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>92.68 ± 0.88</td>
<td>0.220 ± 0.0056</td>
<td>0.026 ± 0.0040</td>
<td>93.5 ± 0.03</td>
<td>0.725 ± 0.0033</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>92.68 ± 0.88</td>
<td>0.247 ± 0.0084</td>
<td>0.025 ± 0.0024</td>
<td>93.5 ± 0.00</td>
<td>0.727 ± 0.0115</td>
</tr>
<tr>
<td></td>
<td></td>
<td>With label smoothing</td>
<td>92.68 ± 0.88</td>
<td>0.223 ± 0.0035</td>
<td>0.010 ± 0.0037</td>
<td>93.5 ± 0.00</td>
<td>0.722 ± 0.0096</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>92.68 ± 0.88</td>
<td>0.236 ± 0.1558</td>
<td>0.040 ± 0.0157</td>
<td>93.3 ± 0.01</td>
<td>0.719 ± 0.0204</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Instance-based label smoothing</td>
<td>93.96 ± 0.16</td>
<td>0.215 ± 0.0167</td>
<td>0.029 ± 0.0047</td>
<td>93.6 ± 0.02</td>
<td>0.714 ± 0.0034</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>93.96 ± 0.16</td>
<td>0.215 ± 0.0167</td>
<td>0.029 ± 0.0047</td>
<td>93.6 ± 0.02</td>
<td>0.714 ± 0.0034</td>
</tr>
</tbody>
</table>

Table 12. Each experiment was repeated thrice and Mean ± standard deviation of the evaluation metrics for instance-based label smoothing compared with constant label smoothing, and vanilla cross-entropy were reported. All evaluation results were reported both before and after temperature scaling.
To understand how our proposed method differs from the constant factor label smoothing, we visualized the output logits of all the testing set instances using t-Distributed Stochastic Neighbor Embedding (t-SNE). t-SNE is a dimensionality reduction method that is well suited for the visualization of high-dimensional datasets [MH08]. Figure 28 shows the visualization of only two reduced components of the output logits from each network. It can be easily noticed how an overlap exists among a subset of the classes when training without label smoothing. On the other hand, standard label smoothing with constant smoothing factors among all the instances tends to cluster the instances of each class tightly together, which may erase some information about the class similarity structure in the dataset. However, our proposed instance-based label smoothing has the advantage of separating the clusters of the classes a little bit from each other in addition to keeping a similar structure to the one learned without label smoothing.

Figure 28. Visualization for first T-SNE two components of output logits of all classes on the testing set for CIFAR-10 with ResNet18.

Similarly, in Figure 29, only three different classes (dogs, cats, ships) were visualized to emphasize the effect of label smoothing and make it clearer. It can be easily observed that the distance between dog and cat classes is much smaller than that between dog/ship or cat/ship, which is more reasonable. Label smoothing tends to push all classes into tight, widely separated clusters. The distances between these clusters become larger with standard label smoothing. On the other hand, the instance-based label smoothing separated between the overlapped dog and cat clusters to some extent, which shows the better discrimination ability learned by the network. Simultaneously, the T-SNE visualization of the classes’ logits shows a parallel class similarity structure to what the network learned without label smoothing. These visualizations support the benefits of our instance-based label smoothing approach that enhanced the discrimination and calibration performance of the network. Besides, it does not erase information about the class structure of the dataset like standard label smoothing. Thus, it exhibits better transfer learning and distillation performance.
Figure 29. Visualization for first T-SNE two components of output logits of dog, cat, and ship classes on the testing set for CIFAR-10 with ResNet18.
8 Conclusion

Calibration of classifiers is a challenging and pervasive problem in the real world. One of the most important binary classifier calibration methods is logistic calibration, where a logistic regression model is fitted to convert scores of a binary classifier into calibrated probabilities. Several regularization methods can be applied to logistic regression to avoid producing over-confident probability predictions like Platt scaling [P+99].

In this thesis, using a Bayesian approach, we derived the optimal probability predictions that minimize a target loss function in case the exact uncertainty of the dataset distribution parameters is known. Second, a new instance-based label smoothing approach is proposed using kernel density estimation for logistic regression fitting. Finally, we extend our method to develop a parametric instance-based label smoothing approach in neural networks. This approach can overcome the problem of information erasure about the dataset class similarity structure caused by the standard label smoothing, which impairs the network performance in transfer learning, and distillation [MKH19].

The experiments showed that our proposed label smoothing approach outperforms Platt-scaling, and other regularization methods mainly when separation problems occur in training sets, and at small training sets sizes. Overall, our proposed instance-based label smoothing outperforms other methods in terms of log loss and calibration error in most of the experimented synthetic, and 40 real-world datasets. The experiments also confirmed that the sampling-based estimates provide good approximations to the derived formula of the optimal predicted probabilities on synthetic datasets created from different generative models with known distributions. Additionally, in multi-class classification neural networks, our proposed instance-based label smoothing achieved lower calibration error and loss values over three image classification benchmark datasets. Simultaneously, more information about class similarity is kept than constant label smoothing, which is useful for better distillation and transfer learning.

The possible future work could involve using our derived near-optimal probabilities to be analytically compared with other parametric regularization methods like label smoothing, $L1$, and $L2$ regularization. This could help in finding the set of best regularization parameters for each respective method like the smoothing factor in label smoothing or regularization penalty in $L1$/$L2$. Later, these findings could drive some insights into better regularization methods. Besides, our proposed parametric instance-based label smoothing approach could be evaluated extensively on different types of neural network architectures, and datasets other than image classification tasks. These experiments could help in drawing more insights about the generalization ability of the proposed method, and what range of parameters were frequently producing the best network performance.
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Appendix

I. Source Code

Source code for implementation of different methods proposed in this thesis is located in the following GitHub repository:
https://github.com/mmaher22/Instance-based-smoothing
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