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Figure S1. Python code using the Keras library in TensorFlow to give the DNN architecture schematically shown in Figure 2. The initial training data is a normalized greyscale image of 100x100 pixels which goes through 3 convolution layers before being flattened and densely connected to a hidden layer of a variable number of nodes and finally to an output layer with one node for each classification. The output image and number of filters (32 or 64) from each layer as well as the number of parameters for that layer are shown as a comment at the end of each line. The final classification output layer contains a series of 3 values corresponding to the probabilities that the input mechanism is an E, EE or EC mechanism.
Figure S2. Effect of adding noise to the current as a function of time (top panels) for an EE mechanism example and the associated DNN input images (bottom panels). The simulated data for the EE mechanism before noise is added uses the default parameters given in Table 1 except for $R_u = 50 \, \Omega$, $k^0_1 = k^0_2 = 1 \, \text{cm s}^{-1}$ and $E^0_1 = 0.2 \, \text{V}$ and $E^0_2 = -0.2 \, \text{V}$ which were chosen to further confuse the classifier.
Figure S3. Effect of adding noise to the current as a function of time (top panels) for an EC mechanism example and the associated DNN input images (bottom panels). The simulated data for the EC mechanism before noise is added uses the default parameters given in Table 1 except for $R_u = 50 \, \Omega$, $k^0 = 1 \, \text{cm s}^{-1}$ and $k_f = 1 \, \text{s}^{-1}$ which were chosen to further confuse the classifier.
Figure S4. Effect on the classification probabilities of increasing the noise added to the simulated data for an EE mechanism shown in Figure S2.
**Figure S5.** Effect on the classification probabilities of increasing the noise added to the simulated data for an EC mechanism shown in Figure S3.