


[bookmark: _Toc229316234][bookmark: _Toc464831634][bookmark: _Toc465328379][bookmark: _Toc464831670][bookmark: _Toc465328404][bookmark: _Toc477859302][bookmark: _Toc35939184][bookmark: _Toc251424087][bookmark: _Toc231285448][bookmark: _Hlk532045035]Information protection and management are the most critical to the success of organizations. The adoption of information systems in an organization’s operations has enabled institutions to remain competitive in their industries (Soomro, Shah, & Ahmed, 2016). Belanger and Xu (2015) emphasized that many organizations in the contemporary world have adopted information systems to enhance their effectiveness and efficiency. Businesses collect, process, store, and transmit information that is critical to the organizations, customers, and partners within the supply chain. Security risks to information can have a negative impact on the continuity of an organization’s processes, its public image, can cause financial problems, and create issues with law authorities. The administration of organizational projects has become a challenging activity with the emergence of the cyber threat, making them fail to meet their objectives (Liang, Sankar, & Kosut, 2016). A strategic cybersecurity scheme is critical to the success of institutions because no system is safe from unwanted but anticipated attacks.
When most firms analyze threats, they often put their focus on risks emanating from external sources. Although an internal threat is also real, management does not usually put it into consideration mostly because it does not suspect employees as potential criminals. Some organizations have fears of hackers or malicious parties external to business institutions while trusting workers such as information technology (IT) support staff who may misbehave when dealing with the firm’s security issues. Booz Allen Hamilton did not have a problem in recruiting Edward Snowden whose sole intention of being employed in the agency was to collect proof about the National Security Agency’s surveillance programs so that he could alert the public of such activities (Burrough, Ellison, & Andrews, 2014). 
The cost of securing information systems and the management of cyber security incidents are increasing because of insufficient understanding of the meaning of insider threat by decision-makers (Fagade & Tryfonas, 2016). The insider threat is the fourth most active threat, responsible for 80% of attacks on information systems, ranked second after Advance Persistent Threat. Although Safa et al. (2015) lauded the criticality of behavioral approaches by information security professionals and experts to fight insider threat, the inquirers emphasized the lack of research that highlights the perspectives and attitudes of management towards the phenomenon of insider threat. The lack of studies that examine the viewpoints of members of administration responsible for implementing and enforcing security controls is a concern as attitudes could precede behavior and action.

[bookmark: _Toc35939160]Statement of the Problem
[bookmark: _Hlk36507594][bookmark: _Hlk22589079][bookmark: _Toc464831635][bookmark: _Toc465328380]The problem addressed by this study is the insufficient understanding of the meaning of insider threats by businesses managers who are responsible for the protection of networks, information systems, and data in businesses. Despite calls for approaches to detect and mitigate insider threats, organizations continue to implement control measures that are failing with little attention to post system implementation activities.
[bookmark: _Toc35939161]Purpose of the Study
[bookmark: _Toc517006510][bookmark: _Toc464831636][bookmark: _Toc465328381][bookmark: _Hlk36508338]The purpose for this qualitative phenomenological study was to understand how managers perceive insider threats. Contemporary businesses should protect and monitor systems, networks, data, staff, and classified information on which they rely for daily operations. Institutions thrive to ensure the confidentiality, integrity, and availability of organizational resources to authorized insiders while limiting access based on responsibility. Unfortunately, some employees and partners may abuse the trust and privileges granted to enable them to perform their duties. Organizations may suffer from sabotage, theft of intellectual property, fraud, and espionage which can result in substantial amounts of financial loss.
[bookmark: _Hlk516518588][bookmark: _Toc530096044]The social control theory was selected to guide the research process. The social control theory depicts the efforts done by an organization or society to enhance control of the behaviors of members so that they align with the established norms, beliefs, relationships, customs, commitments, and values within a social system. The theory depicts that there is very little crime committed by individuals when there is supervision and commitment to societal values. Social control theory provides a lens to view IT managers’ commitments to institutional values, norms, policies, and procedures preceded by their viewpoints on insider threat as a phenomenon. 
[bookmark: _Toc229316235][bookmark: _Toc464831637][bookmark: _Toc465328382][bookmark: _Toc35939164]Research Questions
[bookmark: _Toc251423637][bookmark: _Toc464831646][bookmark: _Toc465328385]The following questions guided the investigation:
RQ1. How do information technology managers experience and understand insider threat?
RQ2. How do the experiences and understanding shape the behavior of IT managers towards the implementation of mechanisms to curb insider threat?
RQ3. What is it like for an IT manager to work in an organization threatened by insider threat?
[bookmark: _Toc464831651][bookmark: _Toc465328388][bookmark: _Toc35939168]Literature Review
[bookmark: _Hlk518825740][bookmark: _Toc464831652][bookmark: _Toc465328389]While proponents of technical and behavioral approach suggest the protection of software, networks, and hardware, through the institution and enforcement of policies, procedures, training, awareness, and the like, insider threat remains a challenging issue to organizations. Further, the cost to manage security threats and the number incidents of cyber security are increasing because of insufficient understanding of the meaning of insider threat by decision-makers (Fagade & Tryfonas, 2016).
[bookmark: _Hlk530846731][bookmark: _Toc251423642][bookmark: _Toc464831655][bookmark: _Toc465328391]A pioneering effort aimed at understanding the issues of insider threats was the CMU-CERT Insider Threat project which grouped insider threat activities into four classes, namely theft of intellectual property, sabotage, espionage, and financial fraud. This identification was a major revolution in the study of insider threat as it created a path to research and models for analyzing insider threat behaviors and activities (Nurse et al., 2015). As a result, Sandberg (2015) showed that leading organizations across various business sectors are trying to look for means of addressing the constant insider threat today. Therefore, one can perceive that IT managers who tend to ignore the issue due to misunderstanding can expect negative legal and financial consequences when an attack occurs.
Despite significant efforts in understanding insider threat, the ongoing solutions for the problem are inaccurate. Most of the mechanisms put forth by organizations are meant to prevent both insider and external attacks. However, these systems are more effective for external attacks while posing little effect on the internal threat issue. For instance, firewalls are meant to prevent outsiders from accessing a firm’s sensitive information. In this case, such measures cannot accurately help an organization to prevent their employees from accessing the data because they have legitimate accesses and privileges (Gunasekhar, Rao, & Basu, 2015).
Insider threats in organizations are not the same as insiders may have a variety of reasons for their behaviors and different approaches to commit the crime. Hueca et al. (2016) and Almehmadi and El-Khatib (2017) revealed that different motivations such as financial, personal, and psychological factors might differ according to the culture or situation of the firm and malicious parties involved. The notion of insider threat tends to deal with various aspects of insider activities that could lead to problems to a firm. Managers may have a foundation of where to start regarding the insider attack problem as inherent if they have a deeper understanding and a standpoint that insiders can be threats to businesses despite high levels of trust accorded to employers.
Derfler-Rozin, Baker, and Gino (2018) stated that organizations face a dilemma in recruiting ethical employees and giving them privileges to access a firm’s digital and physical resources. The researchers stated that middle management levels staff are responsible for most of the insider threats incidents. Consequently, digital assets can be vulnerable if advancement in the hierarchy has a direct relationship with trust and accessibility to systems and networks. However, the limitation observed is not practically feasible because mid-level staff needs access to accomplish specific critical tasks. Therefore, management performs various tests such as background checks as an effort to establish behavioral, ethical, and moral credibility in the recruitment process and monitoring after that. Despite such endeavors, the problem may still occur because some of the insider perpetrators tend to have no initial charges and sometimes have the typical behaviors of ethical employees but become malicious over time. 
Malicious insiders could be former or current business partners, contractors who access systems, networks, information, and data for nefarious reasons. This category of insiders makes up to about a quarter of insider attacks in organizations. Though malicious insiders emerge in low frequencies, they have the potential of putting the firm under a high and significant catastrophe because they can plan and act cautiously. Their threats often aim at administrators or other senior employees who have privileges in the firm. Omar, Mohammed, and Nguyen (2017) concluded that information breaches from these insiders bring forth the highest costs to a firm. 
Individuals or groups trick parties internal to an organization to provide information or access privileges that they are not supposed to divulge. In most cases, they tend to be employees of high value in the organization and targeted through cyber acts such as phishing which is a type of social engineering. One of the most important reasons why outsiders may focus on these insiders is to understand the operations of the organizations and obtain credentials to facilitate the access and compromise of critical institutional assets. Although the attack on these types of insiders may be costly to organizations, the perpetrators may not have financial gain. Also, attackers may not have proper knowledge of the access privileges they create as outsiders and are much more difficult to detect (Tambo & Adama, 2017).
Motivation is one of the significant factors when it comes to insider threat incidences. In all the cases, there is usually a motive behind the attack of an organization’s system and data. Causes such as personal financial gain, business gain, and IT sabotage are the most common reasons behind insider attacks. In the same light, stress, revenge, and selfishness urge employees to perpetrate attacks on businesses (Hueca et al., 2016). Greed influences the desire to achieve something, such as additional finances when planning a system attack.
Vengeance leads insiders to cause harm to the firm to settle scores. For example, an employee may plant a logic bomb in a system because he/she lost a job for violating a policy. Stress is a motivator when a situation forces someone to perform an attack. The desire for financial gains spurs most attacks, through acts such as selling of a firm’s sensitive data to people offering financial rewards to the offender (Almehmadi & El-Khatib, 2017). Safa et al. 2018) also revealed that insiders might deliberately cause damage to an organization to provoke change. However, the motives do not significantly change the impact of damage caused to the firm.
Training increases computer self-efficacy, and in turn, enable the users to increase their performance levels and use of technology in their departments. This is particularly important in today’s business world where there is continuous change in technology. Computer self-efficacy refers to a person’s perception regarding their abilities to use a computer which enables them to accomplish a task (Zainab, Awais, & Alshagawi, 2017). It is likely for users to make errors because of lack of familiarity or computer self-efficacy for new systems which can lead to an increase in insider threat to an organization’s digital assets.
Zainab et al. (2017) explained that IT managers need to train their employees to have high computer self-efficacy levels since the issue has a connection with a higher security performance in the businesses. Expectations become even more critical when employees lack preliminary computer skills and understanding of the use of specific software and hardware devices. Increased training in organizations can have a positive effect post-training performance and self-efficacy levels and improve the way management and employees take precautions to secure the organization’s computers and adhere to policies.
[bookmark: _Toc464831656][bookmark: _Toc465328392][bookmark: _Toc35939173]Research Method
[bookmark: _Toc251423644][bookmark: _Toc464831657][bookmark: _Toc465328393][bookmark: _Toc35939174][bookmark: _Toc145748774][bookmark: _Toc155062013][bookmark: _Toc159248684][bookmark: _Toc166557819]Research Methodology and Design
[bookmark: _Toc464831658][bookmark: _Toc465328394][bookmark: _Toc145748781][bookmark: _Toc145829268]The researchers adopted a qualitative approach for the exploration of this phenomenon, since the researchers wanted to explore the experiences and the meaning of insider threat to IT managers. 
[bookmark: _Toc35939175]Population and Sample
[bookmark: _Toc251423646][bookmark: _Toc464831659][bookmark: _Toc465328395]The researchers planned and recruited IT security managers as participants. For this study, 12 participants were purposefully recruited using the LinkedIn professional networking site. Participants eligible for selection had at least three years of IT security experience, age 21 or older, versed with the phenomenon of insider threat, and were employees of a business with at least 50 people on staff.
[bookmark: _Toc35939176]Materials/Instrumentation
[bookmark: _Toc464831663][bookmark: _Toc465328397]After IRB approval was received, semi-structured interviews were used to collect the data. The questions were open-ended to enable participants to provide details about their understanding of insider threat and what it means to him/her (see appendix). The interviews were voice recorded and transcribed for analysis.
[bookmark: _Toc530096098][bookmark: _Toc464831665][bookmark: _Toc465328399][bookmark: _Toc251423649]Data analysis.
[bookmark: _Hlk36913541][bookmark: _Hlk36908624]In the first phase of data analysis, the data were prepared through the researchers’ verbatim transcription of the interview recordings into MS Word documents. The transcription of the recordings included de-identification of the transcripts through replacement of participants’ names with the alphanumeric codes indicated in Table 1, and through redaction of other potentially identifying information such as organization names and locations. Verified interview transcripts were uploaded as MS Word documents into NVivo 12 software for analysis. 
In the second phase of the analysis, the data were coded. Coding consisted of rereading all interview transcripts in full and placing each excerpt that expressed a perception or experience relevant to the study’s research questions into an NVivo child node. Child nodes were labeled with descriptive words or phrases, and they represented initial codes. When several different excerpts indicated the same perception or experience, they were grouped together in one child node.
The third phase of analysis involved theming the data. Child nodes representing initial codes were reviewed, and similar codes were grouped together under a parent node. The parent nodes represented emergent themes, and they were labeled to indicate the significance of their contents as an answer to a research question. Lastly, the themes and the data they included were synthesized into the presentation of results. Table 2 indicates the emergent themes and the number of transcript excerpts included in each of them.
Findings
	The purpose of this qualitative phenomenological study was to understand how managers responsible for IT security in organizations in the Eastern United States perceive insider threats. Table 1 shows the participant’s demographics and Table 2 shows the major themes that emerged from the interviews.
Table 1
Participant Demographics
	Partici- pant
	Age
	Gender
	Education
	Years of experience in IT
	Job title
	Industry

	P1
	58
	Male
	Master’s
	21 
	Associate Director
	Health

	P2
	NR
	NR
	NR
	NR
	NR
	NR

	P3
	54
	Male
	PhD
	30+
	Information Security Analyst

	Software Development

	P4
	50
	Female
	PhD
	30+
	Security Manager 
	Consulting/Federal Contracting

	P5
	62
	Male
	PhD
	35
	Security Manager
	No response

	P6
	58
	Male
	Bachelor’s
	30
	Director, Information Security

	Business Processes

	P7
	58
	Male
	PhD
	37
	Senior Security Policy Advisor

	Government

	P8
	41
	Male
	Master’s
	22
	CIO
	IT

	P9
	56
	Male
	Master’s
	30
	Program Manager
	IT

	P10
	63
	Male
	Master’s
	41
	Information Security Manager

	Legal

	P11
	45
	Male
	PhD
	24
	CISO
	Federal Contracting

	P12
	44
	Male
	Bachelor’s
	22
	Director
	Engineering/IT


Note. NR=no response. P2 provided sufficient information to confirm eligibility for inclusion in the sample but did not return the demographics questionnaire.


Table 2
Data Analysis Themes
	Emergent theme
	n of transcript excerpts included

	Theme 1: Malicious insider threats are a significant and growing risk to organizations

	54

	Theme 2: Inadvertent insider threats are more common but less damaging than malicious insider threats

	20

	Theme 3: Advocating for the implementation of preventative controls

	30

	Theme 4: Advocating for preventative training and policies

	30

	Theme 5: Feeling betrayed and guilty

	13



[bookmark: _Toc35939187]Research Question 1 
Research question 1 was: How do information technology managers experience and understand insider threats? All participants reported that they experienced and understood insider threats as being of two different kinds, between which there were significant distinctions. The first kind of insider threat was that of malicious internal actors who deliberately sabotaged systems or stole data. The second kind of insider threat was that of internal actors who unwittingly became the instruments of malicious external actors (e.g. by clicking on a link in a phishing email or plugging in a flash drive they were not aware contained malware). Thus, two themes emerged to answer this research question, including: (1) Malicious insider threats are a significant and growing risk to organizations; (2) Inadvertent insider threats are more common but less damaging than malicious insider threats.
Theme 1: Malicious insider threats are a significant and growing risk to organizations.
All 12 participants perceived malicious insider threats as creating significant risks for organizations, such as exposure of confidential information, destruction of critical data, and sabotage of vital IT infrastructure. All 12 participants indicated that malicious insider threats were less common, but significantly more dangerous than, malicious external threats. Table 3 indicates the codes grouped together to form theme 1 and the number of data excerpts included in each of them.
Table 3
Theme 1 Codes
	Code
	n of transcript excerpts included

	Motivations of malicious actors
	27

	Vulnerability to vetted people on the inside
	15

	Assessing insider threats as a growing issue
	8

	Potential harm from insider versus external threats
	4



[bookmark: _Hlk34059279]When participants described the nature of malicious insider threats, all 12 reported that these threats were associated with disgruntled employees who committed sabotage or theft. Two motivations for malicious insider threats were reported. The first was a desire for money, and this motivation was associated with the theft and sale of data or secrets. Insiders who stole information for money were perceived as being disgruntled by inadequate pay. The second motivation attributed to malicious internal actors was a desire for revenge, which was associated with both theft and sabotage, including damage to systems and deletion of critical data or applications. Malicious insiders who wanted revenge were perceived as holding a grievance against the organization or specific supervisors for perceived ill treatment. P8 described both motivations:
One [motivation for an insider threat] is money, where they decide that they want to enrich themselves. Somebody approaches them and says, “Hey, I need you to plug this USB key in the data center,” or, “Hey, I need you to give me the blueprints or I need you to give me some inside information that I can use.” . . . The second [motivation] would be revenge . . . So that's how I see it . . . sabotage [motivated by revenge], and crime pays.
	All participants but one (P12) perceived malicious insider threats as a growing risk to organizations. Participants believed the risk was increasing because employees at all levels were becoming more computer-savvy and because reliance on technology was growing (resulting in increased vulnerability to cyber-crime).  
Theme 2: Inadvertent insider threats are more common but less damaging than malicious insider threats.
All 12 participants contributed to this theme. Inadvertent insider threats were associated with employees who, through a lack of awareness of security threats, unwittingly became the instruments of malicious external actors. All 12 participants perceived insiders as inadvertently becoming threats when they unwittingly uploaded malware or released information, such as by clicking on links in phishing emails or plugging in a flash drive, they had found. Table 4 indicates the codes grouped together to form theme 2 and the number of data excerpts included in each of them.
Table 4
Theme 2 Codes
	Code
	n of transcript excerpts included

	Unwitting threats resulting from lack of awareness
	13

	Opening suspicious emails or links
	4

	Assessing threat trends
	3



One finding associated with this theme was participants’ perception that an inadvertent insider threat was an unwitting extension of a malicious external actor’s influence. Thus, participants did not associate inadvertent insider threats with employee errors such as accidental deletion of data or damage to IT equipment, but rather with employees’ unwittingly introducing the tools of malicious external actors into an organization’s systems. P3 explained:
If I'm the bad actor and I take 10 flash drives, and I drop them out in the parking lot, and an employee picks up the flash drive, puts it in their computer--just like [clicking a link in a phishing] email, the employee wasn't doing it with intent. The bad actor dropped the flash drives on the parking lot. It's still an outsider threat, even though the employee picked up the flash drive, plugged it in the computer.
	P1 also discussed how employees might be tricked into becoming inadvertent insider threats through deceptive communications from malicious external actors:
People do uninformed things. For example, they click on a phishing email and they put their credentials in the screen that pops up. It happens, and it happens at all levels, from the very lowest level of employee to board members.
	There was disagreement between some participants about whether the risks posed to organizations by inadvertent insider threats were growing or declining. P6 believed inadvertent insider threats were increasing but did not explain why. P6 agreed with other participants, however, in attributing inadvertent insider threats to employee ignorance:
Unfortunately, [inadvertent insider threat] is a growing issue, because we see it every day. We still see some of the causes of [inadvertent] insider threat like phishing emails, where an employee unknowingly clicks on the email and all of a sudden that opens up a virus or a malware.
	P12 contradicted P1 and P6 in stating that inadvertent insider threats were declining. P12 expressed that with the increasing diffusion of IT through society, technologically unsophisticated employees who were likely to be tricked were becoming rarer. P12 stated that this trend was particularly evident among the younger generations who had grown up with computers and who were replacing older, less technologically savvy employees in workplaces:
I hate to say this, but realistically, if you look at the demographics in general, you find that the older your demographic, the more of a risk they are for the [inadvertent] insider threat because they're more trusting. And so, as that generation starts to retire and we bring in more of the younger generation, they are already accustomed to the potential threats out there. 
	Other participants associated their prediction of growing risk to organizations resulting from insider threats specifically and exclusively with malicious internal actors, as discussed in relation to Theme 1. Thus, participants’ perceptions did not converge on a clear finding regarding the likely future prevalence of inadvertent insider threats. 
[bookmark: _Toc35939188][bookmark: _Hlk29472280]Research question 2 
Research question 2 was: How do the experience and understanding shape the behavior of IT managers towards the implementation of mechanisms to curb insider threat?  All participants reported that experience and understanding of insider threats influenced IT managers to advocate for the implementation of controls to address such threats. Participants advocated for two broad types of controls which they perceived as addressing insider threats effectively. The first broad type of controls included implementation of unusual-activity detection, system and data backups, and other tools to detect insider-threat activity and mitigate its consequences. The second broad type of controls included training to raise threat awareness among employees and organizational policies detailing the consequences of intentionally or inadvertently interfering with the organization’s IT systems. Thus, two themes emerged to answer this research question, including: (1) Advocating for the implementation of preventative controls, and; (2) Advocating for preventative training and policies.
Theme 3: Advocating for the implementation of preventative controls.
All 12 participants contributed to this theme. All 12 participants indicated that experience and understanding of insider threats influenced IT managers to advocate for the implementation of preventative controls in organizations’ IT systems. Some participants cautioned, however, that a malicious internal actor’s knowledge of those controls might limit their effectiveness in preventing intentional cyber-crimes by insiders. Table 5 indicates the codes grouped together to form theme 3 and the number of data excerpts included in each of them.
Table 5
Theme 3 Codes
	Code
	n of transcript excerpts included

	Controls to prevent risks
	9

	Peace of mind with controls in place
	8

	Need for regular vetting and security reviews
	8

	Protection never 100%
	5



Preventative controls were perceived as effective in mitigating risks associated with both malicious and inadvertent insider threats. P1 and P10 advocated for monitoring and data-loss prevention tools to facilitate, “Surveillance on [employees], monitoring transactions. Data loss prevention tools would be a big one there. And monitor email and traffic on your network to look for anything sensitive that's being leaked.”
	P9 advocated for organizations to implement all potentially effective controls, particularly including monitoring tools such as password logging and audit trails:
[Organizations should] implement the security controls specific to insider threat. Meaning if it's NIST, if it's ISO 27001, or any of these other frameworks, all controls related to insider threat, especially if there's an emphasis like [Department of Defense] . . . There [should be] a high level of confidence by the security manager that all the explicit controls are actively turned on, and any of the implicit, exterior controls like access controls are in effect, like password logging and audit trails.
	P3 recommended that IT managers should not only implement preventative controls, they should also have the controls’ likely effectiveness assessed by a third party: “Make sure you have your security in place correctly. Also, don't just assume that what you've done is correct. Have a third-party review as well. Multiple eyes are better than just one pair of eyes.”  P5 advocated for internal testing of preventative controls, stating, “After you implement the controls, make sure they're tested.”  P7 stated that testing of controls should be a regularly recurring procedure: “You don't put a control in place and then forget it. If the control program is not updated or checked for control, ownership, and validity, then it's a useless control.”
	Six other participants made similar statements to the effect that no controls were impenetrable. Among them was P8, who stated: “[When you implement effective controls,] you will achieve compliance, you will be more insurable, but it's not fool-proof.”  P10 also agreed: “You would never trust that you would catch a hundred percent of insider attacks. No control is perfect.”
Theme 4: Advocating for preventative training and policies.
[bookmark: _Hlk34059910]All 12 participants contributed to this theme, and there were no discrepant data. All 12 participants indicated that experience and understanding of insider threats influenced IT managers to advocate for the implementation of training to raise awareness of or policies to deter insider threats. Table 6 indicates the codes grouped together to form theme 3 and the number of data excerpts included in each of them.
Table 6
Theme 4 Codes
	Code
	n of transcript excerpts included

	Determining level of sanctions
	9

	Importance of both human and technical controls
	9

	Importance of raising awareness and ongoing education
	8

	Frequent and comprehensive training
	4



	All 12 participants indicated that while preventative technical controls were important, it was also important to address insider threats through communications to employees. One form of communication was organizational policy, a deterrent described as potentially effective by seven out of 12 participants. P2 described the policy in his organization, but he noted that reactions to insider threats needed to be situation-specific: “There's immediate termination of all access rights and things like that, as well as employment termination . . . Where we go from there . . . depends on the criticality of the information that is disclosed.”  
P3 also described policies and their enforcement as needing to be situation-specific, and added that policies were likely to be ineffective without technical controls to facilitate enforcement:
The policy just says, “You're not going to do this.”  Well, policy's not going to stop [malicious internal actors,] because they're just walking right over it. If the employee decides not to [comply with a policy], how do you catch it?  If you can find a way to catch that they're not following the written policy, the rule, then you could do punishment, like fire them. But if it's a policy as opposed to a technical control, it's difficult to monitor [and] difficult to enforce.
	Notable in P3’s response was the opinion that policies were likely to be ineffective deterrents for malicious internal actors who were already willing to break rules. In enforcing policies against an internal actor who misused IT, it was important to consider not only the extent of the damage, but whether the damage was done deliberately or negligently, according to P8.
	Five out of 12 participants agreed that in addition to enforcing clear policies as deterrents against insider threats, organizations needed to engage in training to raise awareness of cyber-threats among employees, as a means of preventing inadvertent insider threat. These five participants expressed the perception that awareness-raising was not effective against malicious insider threat. 
[bookmark: _Toc35939189]Research question 3 
Research question 3 was: What is it like for an IT manager to work in an organization threatened by insider threat?  Ten out of 12 participants reported that the lived experience of being an IT manager in an organization victimized by insider threat included or would include significant distress. Thus, one theme emerged to answer this research question, including: (5) Feeling betrayed and guilty.
Theme 5: Feeling betrayed and guilty.
Ten out of 12 participants contributed to this theme, and no participants provided discrepant data. Ten participants indicated that if their organization was victimized by a cyber-crime originating from malicious internal actor, they would experience significant feelings of betrayal and guilt. Feelings of betrayal were associated with the violation of trust that occurred when an insider harmed the organization. Feelings of guilt were associated with consciousness that preventing cyber-attacks was the participant’s responsibility. Table 7 indicates the codes grouped together to form theme 7 and the number of data excerpts included in each of them.
Table 7
Theme 5 Codes
	Code
	n of transcript excerpts included

	Feeling troubled-violation of trust
	6

	Deliberate unethical behavior deserving of maximum sanctions
	4

	Feelings of failure and self-doubt
	3



	Four out of 12 participants reported that they felt or would feel betrayed when or if their organization was victimized by a cyber-attack originating from a malicious internal actor. P11 compared the discovery that a coworker was a cyber-criminal with the revelation of other shameful secrets:
I think it's very troubling, because you figure, wow, it was a friend, an employee, a family member or a coworker. These are people you see every day, probably 40 hours a week from Monday through Friday, nine to five. So, you feel a certain way, just like if you found out that the person was a serial killer, or you found out that the person was arrested for child pornography, you're going to feel a certain way. You're going to feel kind of like your trust was violated, kind of dirty.
	P2 indicated that a natural tendency to trust colleagues created a vulnerability to a sense of betrayal in the event of an insider attack: “You're not expecting it . . . We tend to trust people to do the right thing internally, versus people externally. You don't expect [insiders] to be untrustworthy.”  P10 reported that the feeling of betrayal associated with the discovery that a coworker was a malicious internal actor would cause him to, “change my attitude. I'd be less trusting.”  
	For four out of 12 participants, feelings of betrayal were associated with a desire to see malicious external actors punished to the utmost extent of the law, and to see the perpetrator’s insider status regarded legally as an aggravating factor in determining guilt. P1 stated: “If it's a malicious attack, then I would want them prosecuted to the full extent of the law.”  P4 described the betrayal of trust as an aggravating circumstance: “Someone from the inside who does it, I feel should probably be penalized more than the ones that do it externally.”
	Three out of 12 participants reported that the discovery of a malicious internal actor who had harmed the organization would cause them to feel inadequate and guilty, given that cyber-security was their responsibility. P5 said of cyber-crimes perpetrated by insiders:
It makes me feel like I am not doing my job. And actually, when that happens, you feel like you're letting your organization down. You let yourself down. Well, more than anything, I think it's a personal thing. So, you feel like, well, how did that happen?  How could that happen in my organization?
	P12 also reported feelings of guilt and inadequacy: “Emotionally, the first thing that comes to mind is, ‘Where have I failed that this happened?’ . . . And when something like that happens, it just reassures me that . . . obviously I did something wrong.”  
[bookmark: _Toc35939190]Evaluation of the Findings
Research question 1.
Findings used to answer research question 1 indicated that malicious insider threats are a significant and growing risk to organizations, and that inadvertent insider threats are more common but less damaging than malicious insider threats. These findings were consistent with the conceptual model in indicating that risk may occur due to either unintentional or intentional misuse of IT systems by insiders (Rashid, Agrafiotis, & Nurse, 2016).
Malicious insider threats have the potential to cause more harm than external threats, because insiders have higher chances of utilizing the vulnerabilities existing in the security systems because they know and understand such weaknesses. Further, findings in this study confirmed those of El-Khatib (2017) and Hueca et al. (2016), who concluded that different motivations, including financial, personal, and psychological factors, may influence malicious internal actors.
Research question 2.
[bookmark: _Hlk29477884]Findings used to answer research question 2 indicated that understanding and experience of insider threats cause IT managers to advocate for the implementation of preventative controls and of preventative training and policies. These findings are relevant to social control theory, the conceptual framework in this study. Findings indicating the probable efficacy of policies prescribing punishments for insiders’ malicious or inadvertent misuse of IT systems confirmed those of Felson (2017).
Felson (2017) found that social control theory incorporates the assumption that all people can engage in unlawful actions if the incentive is insufficiently enticing, and if the likelihood of punishment is sufficiently low. In the present study, IT managers indicated an intuitive awareness of this relationship between cost and benefit in incentivizing crime, and they attempted to raise the probability of a high cost for insider-perpetrated cyber-crimes by imposing strong penalties and implementing detection measures.
Research question 3.
Findings used to answer research question 3 indicated that the lived experiences of IT managers in organizations victimized by insiders’ cyber-crimes included feelings of betrayal and guilt. Findings associated with betrayal were consistent with those of Greitzer et al. (2014), who concluded that the legitimate access and privileges bestowed upon insiders is the outcome of trust by employers. Findings in this study extended those of Greitzer et al. by indicating that the existence of trust may lead to distressing feelings of betrayal if the trust is breached. 
IT managers’ reports of guilt in relation to insider cyber-attacks were consistent with findings of Hutchings, Smith, and James (2015) and Nurse et al. (2015), who concluded that organizations often underestimate the risk of insider threat, under-invest in preventing insider attacks, and under-report damage caused by such attacks. Findings in this study suggested that some IT managers may feel personally, retrospectively responsible for an organization’s overall laxity regarding insider-threat risk.
[bookmark: _Toc35939192][bookmark: _Hlk31539047][bookmark: _Hlk30630539]Recommendations
[bookmark: _Hlk34060585]The research depicts various measures that information technology managers can implement in their bid to reduce insider threats in organizations. Firstly, IT managers should come up with professional and technological ways of identifying malicious and inadvertent insider threats to minimize the chances of intellectual property theft, espionage, sabotage, fraud, and loss of reputation. Malicious and accidental insider threats are difficult to identify via the use of traditional security solutions such as firewalls. It is recommended that information technology managers diversify their insider threat detection solutions rather than putting reliance on a single solution for easy identification. A sound system of detecting insider threats should be made up of various detection tools so that it also monitors external behaviors instead of just the internal risk. Information technology managers are advised to use sophisticated tools such as Machine Learning and forensic tools for Users’ Behavior Analytics to help in the analysis and detection of malicious activities.
[bookmark: _Hlk34060623]Secondly, it is recommended that information technology managers should place more emphasis on the awareness of inadvertent insider employees because there is a growing risk of attacks in firms via the use of ignorant personalities according to the findings. Such a mechanism for mitigating inadvertent insider threat is the adoption of a risk budget mechanism that enables workers within an organization to act responsibly. In this case, each user is assigned a risk budget, which gives them a representation of the number of risks that a firm can tolerate while they are accomplishing their duties. Each irresponsible action costs them specific points until a point where the organization will no longer tolerate them.
[bookmark: _Hlk34060686]Thirdly, preventive and control procedures are necessary tools that information technology managers use to reduce the vulnerability of an organization's information systems. The documentation of risk policies is one of the most traditional methods of lowering insider threats within an organization. Three new preventive and control measures are recommended for the mitigation of insider risks; performance of an enterprise-wide assessment, implementation of security software and appliance and monitoring, and control remote access by insider at all endpoints, including those of mobile devices.
IT managers should perform an Enterprise-wide Assessment of their institutions’ assets for proper risk mitigation. In this procedure, IT managers are advised to know the critical assets of the organization, threats, and vulnerabilities that if exploited, could have a negative impact on the business. IT managers are also required to identify the risks that may be caused by insiders, prioritize these risks while continuously enhancing the security features of the organization's IT infrastructure.
IT managers should implement security Software and Appliances to curb insider threat. In this sense, the deployment and configuration of usable software such as; active directory, web filtering solutions, spam filter, encryption software, endpoint protection systems, call manager, data loss prevention systems, and intrusion prevention systems are crucial. For instance, the implementation and proper management of encryption algorithms such as the Advance Encryption Standard (AES) can ensure the confidentiality of classified sensitive information from exploitation either by malicious or ignorant insiders.
IT managers should control and monitor remote access by insiders at all endpoints. Wireless intrusion detection should be properly deployed and configured as well as mobile data interception tools. It is of paramount importance to conduct regular checks to determine whether insiders require remote access or a mobile device to the company’s network infrastructure.
An organization that deploys the three preventive and control measures are less likely to suffer from internal and external threats. This immunity is because the three tools discussed have the potential to detect and discourage any malicious activity intended for the organization's information systems.
[bookmark: _Toc35939195][bookmark: _Hlk31539398]Recommendations for Future Research
[bookmark: _Hlk37283111]Based on the research findings and implications identified from the results of this investigation, future researchers are recommended to consider the limitation of this research in developing their own research. Even though the study achieves success from a general point of view, some of the shortcomings included the use of interviews as the main driving instrument of the study. The reliance on the interview method as a tool for data collection is, in part, based on the prejudice of participants. This reliance leads to subjectivity because their responses are based on their understanding, work environment, the confidentiality of data, and personal memory. In this case, the data accuracy provided by the participants is not guaranteed without additional support from other sources of secondary data. Therefore, it is recommended that future researchers aiming to investigate this area of research or a related topic should adopt structured questionnaires to prevent subjectivity and to obtain more focused answers as opposed to answers based on opinion. Moreover, future researchers must be ready to use primary and secondary data types to boost relevance and receive satisfactory results.
[bookmark: _Toc35939196][bookmark: _Hlk31539420]Conclusions
[bookmark: _Hlk37283053]This research was based on investigating the experience and understanding of insider threats in an organization by IT security managers. Insider threats are a significant problem in many organizations around the globe due to the adoption of technology in communication, production, security, and logistical processes. The findings of the study revealed that insider threats exist in various forms; these are; malicious insider threats and inadvertent insider threats. Other than insider threats, many organizations are also prone to outsider threats where other parties attempt to steal, alter, and destroy valuable data from the businesses. This study will be imperative to future studies of insider threats within organizations from the three recommendations provided regarding how information technology managers can be instrumental in mitigating insider threats. The results from this research are also crucial to future researchers since they can use the information provided to add more insight on how IT managers can mitigate insider risks. If organizations implement these recommendations, then it is likely to achieve its overall objectives; because information security is one of the significant threats hindering the progress of many institutions in contemporary business space.
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[bookmark: _Toc35939202][bookmark: _Hlk35938445]Semi-structured Interview Questions

1. How would you define insider threat within your organization?
2. Do you think insider threat should be a concern to you and other managers? Why or why not?
3. What do you think may be the reasons behind these attacks?
4. How do you explain your feelings about cybercrimes committed by insiders?
5. When you successfully implement a security control, how do you feel?
6. How do potential threats from insiders affect your day to day activities?
7. If you were a victim of insider attack, how would you deal with the situation?
8. In your own words, what do you think that Information security managers should do concerning insider threat?
9. Do you see insider threat as a growing issue? Why or why not?
10. Do you feel there is a question that I did not ask about insider threat?


