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\textit{PT}–symmetry — invariance with respect to combined space reflection $P$ and time reversal $T$ — provides a weaker condition than (Dirac) Hermiticity for ensuring a real energy spectrum of a general non-Hermitian Hamiltonian. \textit{PT}-symmetric Hamiltonians therefore form an intermediate class between Hermitian and non-Hermitian Hamiltonians. In this work, we derive the conditions for \textit{PT}-symmetry in the context of electronic structure theory, and specifically, within the Hartree–Fock (HF) approximation. We show that the HF orbitals are symmetric with respect to the \textit{PT} operator \textit{if and only if} the effective Fock Hamiltonian is \textit{PT}-symmetric, and \textit{vice versa}. By extension, if an optimal self-consistent solution is invariant under \textit{PT}, then its eigenvalues and corresponding HF energy must be real. Moreover, we demonstrate how one can construct explicitly \textit{PT}-symmetric Slater determinants by forming \textit{PT} doublets (i.e. pairing each occupied orbital with its \textit{PT}-transformed analogue), allowing \textit{PT}-symmetry to be conserved throughout the self-consistent process. Finally, considering the $\text{H}_2$ molecule as an illustrative example, we observe \textit{PT}-symmetry in the HF energy landscape and find that the symmetry-broken unrestricted HF wave functions (i.e. diradical configurations) are \textit{PT}-symmetric, while the symmetry-broken restricted HF wave functions (i.e. ionic configurations) break \textit{PT}-symmetry.

\section{Introduction}

Symmetry is an essential concept in quantum mechanics for describing properties that are invariant under particular transformations. Physical observables, for example, must be totally symmetric under the group of symmetry operations corresponding to a quantum system, and the exact wave function must transform according to an irreducible representation of this group. However, for approximate self-consistent methods such as Hartree–Fock (HF)\textsuperscript{1} and Kohn–Sham density-functional theory (KS-DFT),\textsuperscript{2} occurrences of symmetry-breaking are pervasive and appear intimately linked to the breakdown of the single-determinant mean-field approximation in the presence of strong correlation. From a chemical physicist’s perspective, the archetypal example is the appearance of symmetry-broken HF solutions for internuclear distances beyond the so-called Coulson–Fischer point in $\text{H}_2$ ($R > R_{\text{CF}}$),\textsuperscript{3} where the two (antiparallel) electrons localise on opposing nuclei with equal probability to form a spin-density wave.\textsuperscript{4}

Ensuring correct symmetries and good quantum numbers is critical in finite systems, especially since, when lost, their restoration is not always a straightforward task.\textsuperscript{5–8} However, applying symmetry “constraints” reduces flexibility, leading to the so-called symm\textit{etry dilemma} between variationally lower energies and good quantum numbers.\textsuperscript{9} In general, approximate HF wave functions preserve only some of the symmetries of the exact wave function for finite systems (see Fig. 1).\textsuperscript{10–12}

The restricted HF (RHF) wave function, for example, forms an eigenfunction of the spin operators $S^2$ and $S_z$ by definition. Additionally, restriction of the RHF wave function to real values ensures invariance with respect to time reversal $T$ and complex conjugation $K$. By allowing the different spins to occupy different spatial orbitals in the unrestricted HF (UHF) approach, the wave function can break symmetry under $S^2$ but not $S_z$. Constraining the UHF wave function to real values conserves $K$-symmetry, while the paired UHF (p-UHF) approach retains $T$-symmetry and the complex UHF (c-UHF) wave function can break both $K$- and $T$-symmetry. The most flexible formulation, complex generalised HF (c-GHF), imposes none of these constraints, although paired (p-GHF) or real (GHF) variations maintain invariance with respect to $T$ or $K$ respectively. All of these formalisms are independent of the point group symmetry (including the parity operator $P$), although spatial symmetry may be imposed separately on the HF wave function.

However, the HF approximation is not restricted to Hermitian approaches. Holomorphic HF (h-HF) theory, for example, is formulated by analytically continuing real HF theory into the complex plane without introducing the complex conjugation of orbital coefficients.\textsuperscript{13–15} The result is a non-Hermitian Hamiltonian and an energy function that is complex analytic with respect to the orbital coefficients. In addition, non-Hermitian HF approaches are extensively used to study unbound resonance phenomena where they occur in nature.\textsuperscript{16}

Although initially intended as a method for extending symmetry-broken HF solutions beyond the Coulson–Fischer points at which they vanish,\textsuperscript{13} h-HF theory also provides a more flexible framework for understanding the nature of

\textsuperscript{a}Corresponding author; Electronic mail: hb407@cam.ac.uk
\textsuperscript{b}Electronic mail: loos@irsamc.ups-tlse.fr
multiple HF solutions in general. For example, through the polynomial nature of the h-HF equations, a mathematically rigorous upper bound for the number of real RHF solutions can be derived for two-electron systems.\(^{15}\) Moreover, by scaling the electron-electron interactions using a complex parameter \(\lambda\), h-HF theory reveals a deeper interconnected topology of multiple HF solutions across the complex plane.\(^{17}\) By slowly varying \(\lambda\) in a similar (yet different) manner to an adiabatic connection in KS-DFT (without enforcing a density-fixed path),\(^{18}\) one can then “morph” a ground-state wave function into an excited-state wave function of a different symmetry via a stationary path of h-HF solutions, as we have recently demonstrated for a very simple model\(^{19–23}\) in Ref. 17. In summary, h-HF theory provides a more general non-Hermitian framework with which the diverse properties of the HF approximation and its multiple solutions can be explored and understood.

In the present paper, we study a novel type of symmetry — known as \(\mathcal{PT}\)-symmetry\(^{24–44}\) — in the context of electronic structure theory. \(\mathcal{PT}\)-symmetry, i.e. invariance with respect to combined space reflection \(\mathcal{P}\) and time reversal \(\mathcal{T}\), provides an alternative condition to (Dirac) Hermiticity which ensures real-valued energies even for complex, non-Hermitian Hamiltonians.\(^{26}\) Significantly, \(\mathcal{PT}\)-symmetric quantum mechanics allows the construction and study of many new types of Hamiltonians that would previously have been ignored.\(^{30}\) A Hermitian Hamiltonian, for example, can be analytically continued into the complex plane, becoming non-Hermitian in the process and exposing the fundamental topology of eigenstates. Moreover, \(\mathcal{PT}\)-symmetric Hamiltonians can be considered as an intermediate class between Hermitian Hamiltonians commonly describing closed systems (i.e. bound states) and non-Hermitian Hamiltonians which are peculiar to resonance phenomena (i.e. open systems) where they naturally appear (see, for example, Ref. 16).

Despite receiving significant attention across theoretical physics,\(^{44}\) to our knowledge \(\mathcal{PT}\)-symmetry remains relatively unexplored in electronic structure. In the current work, we provide a first derivation of the conditions for \(\mathcal{PT}\)-symmetry in electronic structure, and specifically, within HF theory for closed systems. By doing so, we hope to bridge the gap to \(\mathcal{PT}\)-symmetric physics, paving the way for future developments in electronic structure that exploit \(\mathcal{PT}\)-symmetry, for example novel wave function \textit{Ansätze} or unusual approximate Hamiltonians. Atomic units are used throughout.

II. \(\mathcal{PT}\)-SYMMETRIC HAMILTONIANS

A. Bosons

To ensure a real energy spectrum and conservation of probability, it is commonly believed that a physically acceptable Hamiltonian \(\hat{H}\) must be Hermitian, i.e. \(\hat{H} = \hat{H}^\dagger\), where \(\dagger\) denotes the combination of complex conjugation (\(^\ast\)) and matrix transposition (\(\top\)). Although the condition of Hermiticity is sufficient to ensure these properties, it is \textit{not} by any means necessary. In particular, as elucidated by Bender and coworkers,\(^{24}\) the family of \(\mathcal{PT}\)-symmetric Hamiltonians,\(^{24,38}\) defined such that \([\hat{H}, \mathcal{PT}] = 0\) or \(\hat{H} = \hat{H}^\mathcal{PT}\) where \(\hat{H}^\mathcal{PT} = (\mathcal{PT})\hat{H}(\mathcal{PT})^{-1}\), provides a new more general class of Hamiltonians that allows for the possibility of non-Hermitian and complex Hamiltonians while retaining a physically sound quantum theory.\(^{26}\) Note that \([\mathcal{P}, \mathcal{T}] = 0\) but \(\mathcal{P}\) and/or \(\mathcal{T}\) may not commute with \(\hat{H}^\mathcal{PT}\).

The textbook example of a \(\mathcal{PT}\)-symmetric Hamiltonian is\(^{44}\)
\[
\hat{H} = p^2 + ix^3 \quad (1)
\]
which has been extensively studied by Bender and coworkers.\(^{24–33,37–39}\) It is clear that the application of the combined space-time reflection \(\mathcal{PT}\), where
\[
\mathcal{P} : \; p \rightarrow p, \quad x \rightarrow -x, \quad \mathcal{T} : \; i \rightarrow -i, \quad (2)
\]
leaves the Hamiltonian (1) unchanged. Moreover, although obviously complex, this Hamiltonian has a real, positive spectrum of eigenvalues! However, by generalising the Hamiltonian (1) to the more general parametric family of \(\mathcal{PT}\)-symmetric Hamiltonians\(^{24}\)
\[
\hat{H} = p^2 + x^2(\mathcal{I}x)^\epsilon, \quad \epsilon \in \mathbb{R}, \quad (3)
\]
one discovers a more complex structure. It has been observed\(^{24}\) and proved\(^{45}\) that, for \(\epsilon \geq 0\), the Hamiltonian (3) has an entirely positive and real spectrum, while for \(\epsilon < 0\), there are some complex eigenvalues which appear as complex conjugate pairs. More specifically, in particular regions of parameter space, some eigenvalues coalesce and disappear by forming a pair of complex conjugate eigenvalues. The region where some of the eigenvalues are complex is called the \textit{broken} \(\mathcal{PT}\)-symmetry region (i.e. some of the eigenfunctions of \(\hat{H}\) are not simultaneously eigenfunctions of \(\mathcal{PT}\)), while the region

![Diagram of HF solutions](image-url)
where the entire spectrum is real is referred to as the unbroken $PT$-symmetry region. Amazingly, these $PT$-symmetry phase transitions have been observed experimentally in electronics, microwaves, mechanics, acoustics, atomic systems and optics, and the parameter values where symmetry breaking occurs [$\epsilon = 0$ in the case of Hamiltonian (3)] correspond to the appearance of exceptional points, and the non-Hermitian analogues of conical intersections.

### B. Fermions

$PT$-symmetric systems involving fermions are much less studied than their bosonic counterparts. However, a number of studies have focused on this subject in recent years. In what follows, we consider the spinor basis $|\alpha\rangle = (1, 0)^T$ and $|\beta\rangle = (0, 1)^T$. A single-particle state is then represented by the column vector

$$\phi = \begin{pmatrix} \phi_\alpha \\ \phi_\beta \end{pmatrix}, \quad (4)$$

where $\phi_\alpha$ and $\phi_\beta$ are the $\alpha$ and $\beta$ components of $\phi$ respectively. Note that, although a relativistic version of $PT$-symmetric quantum mechanics can be formulated, here we ignore effects such as spin-orbit coupling and consider only the non-relativistic limit.

The linear parity operator $P$ acts only on the spatial components and satisfies $P^2 = \mathcal{I}$, where $\mathcal{I}$ is the identity operator. Its action in the spinor basis can be represented by the block-diagonal matrix

$$P\phi = \begin{pmatrix} P & 0 \\ 0 & P \end{pmatrix} \begin{pmatrix} \phi_\alpha \\ \phi_\beta \end{pmatrix}, \quad (5)$$

where $P$ represents the action of $P$ in the spatial basis. In contrast, deriving the action of $T$ is a little more involved. Fundamentally, $T$ is required to be an anti-linear operator, $Ti = -iT$. In the bosonic case, the time reversal operator can be represented simply as $T = K$, where $K$ is the distributive anti-linear complex-conjugation operator and acts only to the right by convention. As a result, applying $K$ in algebraic manipulations can lead to some non-intuitive results, and particular care must be exercised. We note that $K$ does not have a matrix representation.

In fermionic systems, the reversal of spin-angular momentum under the action of $T$ must also be included, such that for a given spin vector $s$ we obtain $Ts = -sT$. To find a suitable representation of $T$, consider expressing $s$ in a basis of the Pauli spin matrices $(\sigma_x, \sigma_y, \sigma_z)$, where

$$\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \quad (6)$$

Simply taking $T = K$ (as in the bosonic case) yields

$$Ts = K(\sigma_x, \sigma_y, \sigma_z) = (\sigma_x, -\sigma_y, \sigma_z), \quad (7)$$

which clearly does not give the desired outcome. In contrast, taking $T = i\sigma_y K$ we find

$$Ts = i\sigma_y K(\sigma_x, \sigma_y, \sigma_z) = - (\sigma_x, \sigma_y, \sigma_z)i\sigma_y K, \quad (8)$$

therefore satisfying the correct behaviour $Ts = -sT$. The action of $T$ on $\phi$ can then be represented by

$$T\phi = i\sigma_y K\phi = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} K \begin{pmatrix} \phi_\alpha \\ \phi_\beta \end{pmatrix} = \begin{pmatrix} \phi_\beta^* \\ -\phi_\alpha^* \end{pmatrix}. \quad (9)$$

Consider also the behaviour of $T^2$, for which

$$T^2 = (i\sigma_y K)(i\sigma_y K^*) = \sigma_y \sigma_y^* K^2 = -\sigma_y \sigma_y = -\mathcal{I}. \quad (10)$$

Surprisingly we find that $T$ must be applied four times to return to the original state, leading to the conclusion that the action of time-reversal in fermionic systems is odd.

### C. $PT$-doublet

To find the representation of the combined $PT$ operator, we simply combine the results of Eqs. (5) and (9) to obtain

$$PT\phi = \phi^{PT} = P\sigma_y K\phi = \begin{pmatrix} 0 & P \\ -P & 0 \end{pmatrix} K \begin{pmatrix} \phi_\alpha \\ \phi_\beta \end{pmatrix} = \begin{pmatrix} P\phi_\beta^* \\ -P\phi_\alpha^* \end{pmatrix}. \quad (11)$$

A direct result of the odd character under $T$ is that it is impossible to find a single fermionic state $\phi$ that is invariant under the $PT$ operator. Instead, the closest analogue is a pair of states assembled into a $PT$-doublet of the form

$$\phi = \begin{pmatrix} \phi_\alpha \\ -P\phi_\beta^* \end{pmatrix}, \quad (12)$$

where $\phi$ and $\phi^{PT}$ are both eigenvectors of a $PT$-symmetric Hamiltonian. The action of $PT$ on a $PT$-doublet is then given by

$$PT \begin{pmatrix} \phi \\ -\phi^{PT} \end{pmatrix} = \begin{pmatrix} 0 & P \\ -P & 0 \end{pmatrix} K \begin{pmatrix} \phi_\alpha \\ -P\phi_\beta^* \end{pmatrix} = \begin{pmatrix} P\phi_\beta^* \\ -P\phi_\alpha^* \end{pmatrix} = \begin{pmatrix} \phi_\alpha \\ -P\phi_\beta^* \end{pmatrix} (\phi^{PT} \phi), \quad (13)$$

where the pair of eigenvectors have been simply swapped along with the introduction of a single minus sign. We shall see later that the use of Slater determinants as antisymmetric many-electron wave functions enables strict $PT$-invariance. Note that invariance under $PT$ implies that the energies of $\phi$ and $\phi^{PT}$ are related by complex conjugation, while the additional assumption of unbroken $PT$-symmetry implies that $\phi$ and $\phi^{PT}$ must form degenerate pairs with real energies. Finally we note the inverse relationships $P^{-1} = P$ and $(i\sigma_y)^{-1} = -i\sigma_y = i\sigma_y^*$ which, in combination, yield $(PT)^{-1} = -i\sigma_y KP$.

### III. $PT$-Symmetry in Hartree–Fock

#### A. Hartree–Fock in practice

In the HF approximation, the wave function $\Psi_{HF}$ for a system of $n$ electrons is represented by a single Slater determinant
constructed from a set of \( n \) occupied one-electron molecular orbitals \( \phi_i \) as

\[
\Psi_{\text{HF}} = \mathcal{A}(\phi_1 \phi_2 \ldots \phi_n),
\]

where \( \mathcal{A} \) is the anti-symmetrising operator. The single-particle orbitals \( \phi_i \) are expanded in a finite-size direct product space of \( N \) (one-electron) real spatial atomic orbital basis \( \{\chi_1, \ldots, \chi_N\} \) and the spinor basis \( \{ |\alpha\rangle, |\beta\rangle \} \) as

\[
\phi_i = \sum_{\mu=1}^{N} C_{i\mu}^\alpha \chi_\mu |\alpha\rangle + \sum_{\mu=1}^{N} C_{i\mu}^\beta \chi_\mu |\beta\rangle = \phi_{i\alpha} |\alpha\rangle + \phi_{i\beta} |\beta\rangle,
\]

where \( \phi_{i\alpha} \) and \( \phi_{i\beta} \) represent the \( \alpha \) and \( \beta \) components of \( \phi_i \) respectively. The coefficients \( C_{i\mu}^\alpha \) and \( C_{i\mu}^\beta \) are used to define the Slater determinant, and can be considered as components of a \((2N \times n)\) matrix \( C \) with the form

\[
C = \begin{pmatrix} C_{\alpha} \end{pmatrix},
\]

where \( C_{\alpha} \) and \( C_{\beta} \) are \((N \times n)\) sub-matrices representing the expansions of \( \phi_{i\alpha} \) and \( \phi_{i\beta} \).

In general, the atomic orbital basis set is not required to be orthogonal, although a real matrix \( X \) can always be found such that \( X^\dagger S X = I \), where \( S \) is the overlap matrix between atomic orbitals. One particularly convenient choice is \( X = S^{−1/2} \), but other choices are possible. Without loss of generality, we assume in the following that we are working in an orthogonal basis.

As an approximate wave function, \( \Psi_{\text{HF}} \) does not form an eigenfunction of the true electronic Hamiltonian \( \hat{H} \). Instead, \( \Psi_{\text{HF}} \) is identified by optimising the HF energy \( E_{\text{HF}} \) defined by the expectation value for a given inner product \( \langle \cdot | \cdot \rangle \) as

\[
E_{\text{HF}} = \frac{\langle \Psi_{\text{HF}} | \hat{H} | \Psi_{\text{HF}} \rangle}{\langle \Psi_{\text{HF}} | \Psi_{\text{HF}} \rangle}.
\]

The optimal set of HF molecular orbital coefficients \( C \) are determined using a self-consistent procedure. On each iteration \( k \), an effective one-electron “Fock” Hamiltonian \( F^{(k)} \) is constructed using the current occupied set of orbitals \( C^{(k)} \), such that \( F^{(k)} = h + D^{(k)} G \), where \( h \) and \( G \) are the one- and two-electron parts of the Fock matrix and \( D^{(k)} \) is the density matrix at the \( k \)th iteration. The new optimal molecular orbitals \( C^{(k+1)} \) are then obtained by diagonalising \( F^{(k)} \), i.e. \( F^{(k)} C^{(k+1)} = C^{(k+1)} e^{(k+1)} \) where \( e \) is a diagonal matrix of the orbital energies, and the process is repeated until self-consistency is reached. At convergence we find \( F D - D F = 0 \), demonstrating that, only at self-consistency, the Fock and density matrices commute. (We drop the index \( k \) for converged quantities.) Note that \( F \) is linear with respect to \( D \), and that \( h \) and \( G \) are iteration independent and pre-computed at the start of the calculation.

The symmetry of \( D^{(k)} \) and \( F^{(k)} \) depends on the specific inner product chosen. For example, the most common choice is the Dirac Hermitian inner product \( \langle x | y \rangle_H = x^\dagger y \), leading to Hermitian density \( D^{(k)} = C^{(k)} (C^{(k)})^\dagger \) and Fock matrices \( F^{(k)} = (F^{(k)})^\dagger \), and explicitly enforcing real energies. In contrast, the complex-symmetric inner product \( \langle x | y \rangle_C = x^\dagger y \) requires complex-symmetric density \( D^{(k)} = C^{(k)} (C^{(k)})^\dagger \) and Fock matrices \( F^{(k)} = (F^{(k)})^\dagger \), with energies that are complex in general. The complex-symmetric formulation of HF is used in holomorphic HF theory to ensure solutions exist over all geometries, and for describing resonance phenomena in non-Hermitian approaches.

In what follows, we employ the complex-symmetric inner product \( \langle \cdot | \cdot \rangle \equiv \langle \cdot | \cdot \rangle_C \) to explore the conditions for \( \mathcal{P} \mathcal{T} \)-symmetry in holomorphic HF and understand under what circumstances \( E_{\text{HF}} \) is real. We note that rigorous formulations of \( \mathcal{P} \mathcal{T} \)-symmetric quantum mechanics introduce an additional linear operator \( C \) and the \( \mathcal{C} \mathcal{P} \mathcal{T} \) inner product to define a positive-definite inner product and ensure conservation of probability, although identifying \( C \) is often non-trivial. However, as an inherently approximate approach, HF theory requires only a well-defined inner product. In our case, since the Fock matrix is explicitly complex-symmetric, its eigenvectors naturally form an orthonormal set under \( \langle \cdot | \cdot \rangle_C \) without needing to introduce the \( \mathcal{C} \mathcal{P} \mathcal{T} \) inner product.

## B. One-electron picture

We turn now to the behaviour of the one-electron density, Fock matrices, and orbital energies under the \( \mathcal{P} \mathcal{T} \)-operator. First consider the relationship between the complex-symmetric density matrix \( D = CC^\dagger \) and the equivalent density matrix constructed using the \( \mathcal{P} \mathcal{T} \)-transformed coefficients denoted \( \mathcal{C} \mathcal{P} \mathcal{T} = \mathcal{P} \mathcal{T} C \). The combined \( \mathcal{P} \mathcal{T} \) operator can be represented as the product \( \mathcal{P} \mathcal{T} = U K \), where \( U \) is a \((2N \times 2N)\) real (linear) unitary matrix. Remembering that \( K \) only acts on everything to the right, we subsequently find

\[
\begin{pmatrix} \mathcal{C} \mathcal{P} \mathcal{T} \end{pmatrix}^\dagger = (U C^\dagger)^\dagger = D \mathcal{P} \mathcal{T} = (\mathcal{P} \mathcal{T})^{-1} D \mathcal{P} \mathcal{T}.
\]

where \( D \mathcal{P} \mathcal{T} = (\mathcal{P} \mathcal{T}) D (\mathcal{P} \mathcal{T})^{-1} \). As a result, the density matrix constructed using the \( \mathcal{P} \mathcal{T} \)-transformed coefficients is a \( \mathcal{P} \mathcal{T} \)-similarity transformation of the density matrix constructed using the original set of coefficients. Consequently, if a set of coefficients is \( \mathcal{P} \mathcal{T} \)-symmetric, then the density matrix must be as well, and vice versa.

Next consider the symmetry of the Fock matrix \( F[D] = h + D G \), which, due to its dependence on \( D \), inherits the symmetry of the density used to construct it. Assuming that \( D \) is \( \mathcal{P} \mathcal{T} \)-symmetric, i.e. \( D = D \mathcal{P} \mathcal{T} \), we find

\[
F[D] = h + D \mathcal{P} \mathcal{T} G = F[D \mathcal{P} \mathcal{T}].
\]

This result is trivial since \( F \) is linear with respect to \( D \). Moreover, since the one- and two-electron parts of the Fock
matrix are $\mathcal{PT}$-symmetric, i.e. $h = (\mathcal{PT})h(\mathcal{PT})^{-1}$ and $G = (\mathcal{PT})G(\mathcal{PT})^{-1}$, we find

$$
(\mathcal{PT})F[D](\mathcal{PT})^{-1} = F[D^{\mathcal{PT}}].
$$

(20)

By equating Eqs. (19) and (20) we see that, if $D$ is $\mathcal{PT}$-symmetric, then $F$ is also $\mathcal{PT}$-symmetric. As a result, the symmetry of $F^{(k)}$ on a given iteration $k$ is dictated by the symmetry of the electron density from the current iteration $D^{(k)}$. By extension, the symmetry of the new molecular orbitals $C^{(k+1)}$ is controlled by the symmetry of $F^{(k)}$ and, if one starts with a $\mathcal{PT}$-symmetric guess $D^{(0)}$, then $\mathcal{PT}$-symmetry can be conserved throughout the self-consistent process. Furthermore, since $C^{(k+1)}$ is $\mathcal{PT}$-symmetric, if and only if the effective Fock Hamiltonian $F^{(k)}$ is $\mathcal{PT}$-symmetric (and vice versa), the existence of $\mathcal{PT}$-symmetry in HF can be identified by considering only the symmetry of the density itself.

Self-consistency of the HF equations requires the eigenvectors, which satisfy $F[D]C = C\epsilon$, to be equivalent to the coefficients used to build $D$ itself. In other words, $F$ and $D$ commute and share the same set of eigenvectors. Acting on the left with $\mathcal{PT}$ and exploiting the fact that $(\mathcal{PT})^{-1}\mathcal{PT} = \mathcal{I}$ yields

$$
\mathcal{PT}F[D]C = \mathcal{PT}F[D](\mathcal{PT})^{-1}\mathcal{PT}C = \mathcal{U}K(C\epsilon)
$$

$$
\Rightarrow F[D^{\mathcal{PT}}](C^{\mathcal{PT}}) = (\mathcal{U}C^{\ast})\epsilon^{\ast},
$$

(21)

where we have used the result of Eq. (20) and the property that $\mathcal{T}$ is both anti-linear and distributive (see above) such that $\mathcal{K}C\epsilon = C\epsilon^{\ast}$. Combining with the result of Eq. (18), we can draw two conclusions. Firstly, if a given set of orbital coefficients $C$ represents an optimised self-consistent HF solution with eigenvalues $\epsilon$, then its $\mathcal{PT}$-transformed counterpart $C^{\mathcal{PT}}$ must also be a self-consistent solution with eigenvalues $\epsilon^{\ast}$. Secondly, and by extension, if an optimal self-consistent solution is invariant under $\mathcal{PT}$ (i.e. $C = C^{\mathcal{PT}}$), then its eigenvalues must be real.

C. Many-electron picture

We turn now to the symmetry of the full HF Slater determinant $\Psi_{\text{HF}}$ and its associated energy $E_{\text{HF}}$. In the many-electron picture, the $\mathcal{PT}$-operator for an $n$-electron system is given as a product of one-electron operators,

$$
\mathcal{PT} = \bigotimes_{i=1}^{n} \hat{\pi}(i)\hat{\tau}(i),
$$

(22)

where $\hat{\pi}(i)$ and $\hat{\tau}(i)$ are the parity and time-reversal operators acting only on the single-particle orbital occupied by electron $i$. From the determinantal form of $\Psi_{\text{HF}}$ [see Eq. (14)], its symmetry under $\mathcal{PT}$ can be extracted as a product of its constituent orbitals symmetries.

Now, let us consider the relationship between the total HF energies of the two coefficient matrices $C$ and $C^{\mathcal{PT}}$. Noting that $U^\dagger U = UU^\dagger = I$ and exploiting the invariance of the trace to cyclic permutations, i.e. $\text{Tr}(ABC) = \text{Tr}(CAB)$, we find

$$
E_{\text{HF}}[C] = \frac{1}{2}\text{Tr}(\{D(h + F[D])\})
$$

$$
= \frac{1}{2}\text{Tr}\{\mathcal{U}DU^\dagger(U(h + F[D]))U^\dagger\}.\tag{23}
$$

Note that $K^2 = I$ and, since $K$ acts only to the right, its application on the far right-hand side has no effect. Therefore, by applying $K$ to both sides and inserting $K^2 = I$ in the middle, we find explicitly

$$
E_{\text{HF}}[C]^* = K\text{Tr}\{\mathcal{U}DU^\dagger K^2(U(h + F[D]))U^\dagger\}K.	ag{24}
$$

Exploiting the distributive nature of $K$ over the matrix product within the trace, and since the reality of $U$ provides $KU = UK$, we can migrate the $K$ operators to find

$$
E_{\text{HF}}[C]^* = \text{Tr}\{\mathcal{U}K[U_D \mathcal{D} \mathcal{K} \mathcal{U}^\dagger \mathcal{D} (h + F[D])] \mathcal{U}^\dagger\}
$$

$$
= \text{Tr}\{\mathcal{D}^{\mathcal{PT}}(h + (\mathcal{PT})F[D](\mathcal{PT})^{-1})\}
$$

$$
= \text{Tr}\{\mathcal{D}^{\mathcal{PT}}(h + F[D^{\mathcal{PT}}])\} = E_{\text{HF}}[C^{\mathcal{PT}}],\tag{25}
$$

where we employ the result of Eq. (20) and remember that $h$ is $\mathcal{PT}$-symmetric. Overall we conclude that the respective HF energies corresponding to the coefficient matrices $C$ and $C^{\mathcal{PT}}$ are related by complex-conjugation. Clearly by extension the HF energy of a $\mathcal{PT}$-symmetric set of orbital coefficients must be real.

D. Hartree–Fock $\mathcal{PT}$-doublet

To construct a set of occupied orbitals in the structure of a $\mathcal{PT}$-doublet [see Eq. (12)], we require an explicit form of the matrix $U$. The linear parity operator $\mathcal{P}$ acts only on the spatial basis and can be represented in the full direct product space by the Kronecker product $I_2 \otimes P$, giving

$$
\mathcal{PC} = \begin{pmatrix} P & 0 \\ 0 & P \end{pmatrix} \begin{pmatrix} C_\alpha \\ C_\beta \end{pmatrix} = \begin{pmatrix} PC_\alpha \\ PC_\beta \end{pmatrix},\tag{26}
$$

where $P$ is a real $(N \times N)$ matrix representation of $\mathcal{P}$ in the spatial basis, satisfying $P^2 = I_N$. $(I_N$ denotes the identity matrix of size $N$). As a result, the combined $\mathcal{PT}$ operator can be represented by the $(2N \times 2N)$ matrix constructed from the Kronecker product $U = (ir\gamma) \otimes P$, such that

$$
\mathcal{PT}C = \mathcal{U}KC = \begin{pmatrix} 0 & P \\ -P & 0 \end{pmatrix} \begin{pmatrix} C_\alpha \\ C_\beta \end{pmatrix} = \begin{pmatrix} PC_\alpha \\ -PC_\beta \end{pmatrix}.\tag{27}
$$

In the coefficient matrix representation [see Eq. (16)], a $\mathcal{PT}$-doublet can then be constructed by pairing each occupied orbital with its $\mathcal{PT}$-transformed analogue, giving

$$
C = (c_{\alpha} - \mathcal{PT}c_{\beta}) = \begin{pmatrix} c_\alpha & -PC_\beta \\ c_\beta & PC_\alpha \end{pmatrix},\tag{28}
$$
where $c$ and $-PT c$ form $(2N \times n/2)$ sub-matrices representing the paired orbitals of the $PT$-doublet. The action of $PT$ on a $PT$-doublet is then

$$PT (c - PT c) = UK \begin{pmatrix} c_a & -Pc_\beta \\ c_\beta & Pc_a \end{pmatrix} = \begin{pmatrix} Pc_\beta & c_a \\ -Pc_a & c_\beta \end{pmatrix} = (PT c c) = (c - PT c),$$

where the last line exploits the anti-symmetry of a determinant wave function under the permutation of two columns in $C$. Moreover, since the many-electron representation of $(PT)^2$ is given by

$$(PT)^2 = \bigotimes_{i=1}^n \hat{\tau}(i)^2 \hat{\tau}(i)^2 = (-1)^n I,$$

we see that it is only possible to define a $PT$-symmetric state in systems with $m_s = 0$ (i.e. $n_a = n_\beta = n/2$) where the occupied orbitals are paired in the structure of a $PT$-doublet of the form given by Eq. (28).

The behaviour of a $PT$-doublet can be illustrated by considering a simple two-electron Slater determinant constructed from the orbitals $(\phi, -\phi^{PT})$

$$\Psi = \frac{1}{\sqrt{2}} \begin{vmatrix} \langle 1 \rangle & \phi^{PT}(1) \\ \phi(2) & \phi^{PT}(2) \end{vmatrix} = \frac{1}{\sqrt{2}} \begin{vmatrix} \phi(1) & \phi^{PT}(1) \\ \phi^{PT}(2) & \phi(2) \end{vmatrix}.$$ (31)

Thanks to the linearity and antisymmetry properties of determinants, Eq. (29) immediately yields

$$PT \Psi = \frac{1}{\sqrt{2}} \begin{vmatrix} \phi^{PT}(1) & \phi(1) \\ \phi^{PT}(2) & \phi(2) \end{vmatrix} = \Psi.$$ (32)

IV. EXAMPLE OF H$_2$

We now turn our attention to the didactic example of the H$_2$ molecule in a minimal molecular orbital (orthogonal) basis

$$\sigma_g = (\chi_\Lambda + \chi_\Phi)/\sqrt{1 + 2S},$$ (33a)

$$\sigma_u = (\chi_\Lambda - \chi_\Phi)/\sqrt{1 - 2S},$$ (33b)

where $\chi_\Lambda$ and $\chi_\Phi$ are the left and right atomic orbitals and $S = (\chi_\Lambda|\chi_\Phi)$ defines their overlap. Without loss of generality, this paradigmatic two-electron system can be considered as a one-dimensional system, and the spatial representation of the parity operator in the $(\sigma_g, \sigma_u)$ basis is given by

$$P = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$ (34)

In the following, all calculations are performed with the STO-3G (minimal) atomic basis. For the sake of simplicity we focus on the $m_s = 0$ spin manifold.

A. Real Orbital Coefficients

In addition to the symmetry-pure configurations $\sigma_g^2, \sigma_u^2$ and $\sigma_g \sigma_u$ (corresponding to two RHF and a doubly degenerate pair of UHF solutions), it is well known that, in the dissociation limit, a pair of degenerate spatial symmetry-broken UHF (sb-UHF) solutions develop (dashed purple line in Fig. 2) in which the electrons localise on opposite atoms.$^1$ These solutions have a form given by the parameterisation

$$\Psi_{\text{UHF}}(r_1, r_2) = \frac{1}{\sqrt{2}} \begin{vmatrix} \varphi_{\text{UHF}}(r_1) \alpha(1) & \varphi_{\text{UHF}}(-r_1) \beta(1) \\ \varphi_{\text{UHF}}(r_2) \alpha(2) & \varphi_{\text{UHF}}(-r_2) \beta(2) \end{vmatrix},$$ (35)

where $\varphi_{\text{UHF}}$ represents the optimised spatial orbital corresponding to the UHF solution, and $r_1$ and $r_2$ are the spatial coordinates of electrons 1 and 2 respectively. In the dissociation limit, the optimal UHF solutions can be represented schematically as the diradical configurations (spin-density waves)

$$\uparrow \downarrow \quad \text{and} \quad \downarrow \uparrow.$$ (36)

However, apart from the intuitive idea of electron correlation, the justification for solutions existing with this particular form is not obvious.

Similarly (although less studied), a pair of degenerate spatial symmetry-broken RHF (sb-RHF) solutions develop (dashed
where \(\varphi\) (RHF) and blue (UHF) circles, while stationary points breaking spatial (red line). The parity (site-/f lip) operation corresponds to the mapping \((-\theta_a, -\theta_B)\), as indicated by inversion through the black star. Spatial symmetry-pure stationary points are indicated by red (RHF) and blue (UHF) circles, while stationary points breaking spatial symmetry are illustrated by cyan (sb-RHF) and purple (sb-UHF) diamonds.

### FIG. 3
The UHF energy of \(H_2\) at 4 Å bond length as a function of \(\theta_a\) and \(\theta_B\) showing spin-flip symmetry (cyan line) and \(\mathcal{PT}\)-symmetry (red line). The parity (site-flip) operation corresponds to the mapping \((-\theta_a, -\theta_B)\), as indicated by inversion through the black star. Spatial symmetry-pure stationary points are indicated by red (RHF) and blue (UHF) circles, while stationary points breaking spatial symmetry are illustrated by cyan (sb-RHF) and purple (sb-UHF) diamonds.

**cyan line in Fig. 2** with a form given by the parameterisation

\[
\Psi_{\text{RHF}}(r_1, r_2) = \phi_{\text{RHF}}(r_1) \phi_{\text{RHF}}(r_2) \frac{a(1) b(2) - b(1) a(2)}{\sqrt{2}},
\]

where \(\phi_{\text{RHF}}\) represents the optimised spatial orbital corresponding to the RHF solution. In the dissociation limit, the sb-RHF solution corresponds to the localisation of both electrons on the same atom to produce ionic configurations (charge-density waves)

\[
|\cdot\rangle \rightarrow |\cdot\rangle.
\]

Both sb-RHF and sb-UHF solutions are extrema of the HF equations. However, instead of being minima like the sb-UHF solutions, the sb-RHF states correspond to maxima of the HF equations (see Fig. 2).

Rather than considering the parameterisations (35) and (37), we instead consider the full UHF space using two molecular orbitals

\[
\phi_a = c_a \cos \theta_a + c_u \sin \theta_a, \quad \phi_B = c_a \cos \theta_B + c_u \sin \theta_B,
\]

where \(\theta_a\) and \(\theta_B\) are rotation angles controlling the degree of orbital mixing. The occupied orbital coefficient matrix in the combined spatial and spinor direct product basis is therefore given by

\[
C = \begin{pmatrix} C_a & C_B \end{pmatrix} = \begin{pmatrix} \cos \theta_a & 0 \\ \sin \theta_a & 0 \end{pmatrix}.
\]

Considering the complex-symmetric density matrix with the block form

\[
D = C C^\dagger = \begin{pmatrix} D_{aa} & D_{ab} \\ D_{ba} & D_{bb} \end{pmatrix},
\]

the condition for \(\mathcal{PT}\)-symmetry [see Eq. (18)] becomes

\[
\begin{pmatrix} D_{aa} & 0 \\ 0 & D_{bb} \end{pmatrix} = \begin{pmatrix} P D_{\beta\beta}^* P & 0 \\ 0 & PD_{aa}^* P \end{pmatrix}.
\]

Using the parameterisation (40), this condition reduces to

\[
\begin{pmatrix} \cos^2 \theta_{\beta} - \frac{1}{2} \sin 2\theta_{\beta}^* \\ -\frac{1}{2} \sin 2\theta_{\beta}^* \sin^2 \theta_{\beta} \end{pmatrix} = \begin{pmatrix} \cos^2 \theta_a - \frac{1}{2} \sin 2\theta_a \end{pmatrix},
\]

which is satisfied when

\[
\tan(\theta_a) = -\tan(-\theta_B^*). \tag{44}
\]

Clearly for the case of real UHF, i.e. \((\theta_a, \theta_B) \in \mathbb{R}\), Eq. (44) is satisfied only when \(\theta_a + \theta_B = m\pi\) for \(m \in \mathbb{Z}\), upon which we obtain the constrained molecular orbitals

\[
\phi_a = c_a \cos \theta_a + c_u \sin \theta_a, \quad \phi_B = c_a \cos \theta_B + c_u \sin \theta_B. \tag{45a}
\]

\[
\phi_B = c_a \cos \theta_B + c_u \sin \theta_B. \tag{45b}
\]

In fact, the condition for \(\mathcal{PT}\)-symmetry in real UHF aligns exactly with the parameterisation provided by Eq. (35), as shown in Fig. 3. Furthermore, it is relatively simple to understand why this symmetry must exist. Since the orbital coefficients (and by extension the density) are all real, the action of \(\mathcal{T}\) simply interconverts the two spin states (spin-flip), while the spatial (parity) operator corresponds to a site-flip. The spin-flip already gives rise to the symmetry plane \(\theta_a = \theta_B\), along which all RHF solutions lie (cyan line in Fig. 3). The combined action of spin- and site-flip then essentially gives rise to the \(\mathcal{PT}\)-symmetry operation for real orbitals.

Schematically, the \(\mathcal{PT}\) operation can be depicted as

\[
\uparrow \downarrow \xrightarrow{\mathcal{P}} \quad \uparrow \downarrow \xrightarrow{\mathcal{T}} \quad \uparrow \downarrow \checkmark \tag{46}
\]

Therefore, in the minimal basis considered here, the (real) sb-UHF solutions (which can be labelled as diradical configurations) are \(\mathcal{PT}\)-symmetric. In contrast, following a similar argument, the sb-RHF solutions (37) (corresponding to ionic configurations) are definitely not \(\mathcal{PT}\)-symmetric:

\[
|\cdot\rangle \xrightarrow{\mathcal{P}} |\cdot\rangle \quad |\cdot\rangle \xrightarrow{\mathcal{T}} |\cdot\rangle \quad |\cdot\rangle \xrightarrow{\checkmark} \tag{47}
\]
Along these lines of symmetry we expect the holomorphic HF densities when
\[
\theta = m\pi/2 + i\theta, 
\]for \( \theta \in \mathbb{R} \). Since the holomorphic energy is complex in general, we plot the real and imaginary parts of the energy separately at a bond length of 0.75 Å as functions of \( \theta \) in Fig. 4. As expected, lines of \( \mathcal{PT} \)-symmetry exist along the values of \( \theta \) satisfying Eq. (49), where the energy either side is related by complex conjugation and the energy along the line of symmetry is real. More explicitly, the (vertical) red lines in Fig. 4 along \( \text{Re}(\theta) = 0 \) and \( \text{Re}(\theta) = \pm\pi/2 \) coincide with the condition (49) for \( \mathcal{PT} \)-symmetry and correspond to real energies. The energy is also real along the line \( \text{Im}(\theta) = 0 \) (green line), since this corresponds to the \( K \)-symmetry line along which the orbital coefficients are all real. As illustrated in Fig. 4, the h-RHF stationary solutions (green diamonds) lie on the red line, and the h-RHF states are therefore \( \mathcal{PT} \)-symmetric. Since the h-RHF solutions are all spin-flip symmetric, we can justify \( \mathcal{PT} \)-symmetry in the energy landscape as the combination of site-flip (centre of inversion at \( \theta = 0 \)) and complex conjugation.

Finally, we consider the complex h-UHF case. As the h-UHF energy is a function of four real variables (real and imaginary parts of \( \theta_A \) and \( \theta_B \)), we illustrate the general symmetry using the specific case \( \text{Im}(\theta_A) = \text{Im}(\theta_B) = \pi/8 \) and visualise the energy for \( \text{H}_2 \) at a bond length of 0.75 Å in Fig. 5. We find the lines of spin-flip (cyan) and \( \mathcal{PT} \)-symmetry (red) occur as in Fig. 3, where now the complex-conjugation of energies on either side of the line of \( \mathcal{PT} \)-symmetry is explicitly observable.

![Fig. 4](image-url) The real (top) and imaginary (bottom) components of the h-RHF energy of \( \text{H}_2 \) at 0.75 Å bond length for \( \theta_A = \theta_B = \theta \) as a function of \( \text{Re}(\theta) \) and \( \text{Im}(\theta) \). The parity (site-flip) operator produces the inversion symmetry \( \theta \rightarrow -\theta \), as indicated by inversion through the black star. Lines of symmetry in the vertical direction (red lines) along \( \text{Re}(\theta) = 0 \) and \( \text{Re}(\theta) = \pm\pi/2 \) coincide with the condition (49) for \( \mathcal{PT} \)-symmetry. The energy on either side of this \( \mathcal{PT} \)-symmetry line are related by complex conjugation, while the energy along the line itself is real. Spatial symmetry-pure stationary points are indicated by red (RHF) circles, while complex holomorphic stationary points are illustrated by green (h-RHF) diamonds. Note the energy is also real along the line \( \text{Im}(\theta) = 0 \) (green line), since this is the line of \( K \)-symmetry along which the orbital coefficients are all real.

However, appropriate linear combinations of these ionic configurations (i.e. multielectron expansions) can be made to satisfy \( \mathcal{PT} \)-symmetry. We note that the spatial symmetry-pure \( c^2_g \) and \( c^2_u \) states both also satisfy \( \mathcal{PT} \)-symmetry, while the \( c_g c_u \) solutions are \( \mathcal{PT} \)-symmetry broken and are interconverted by the \( \mathcal{PT} \) operator.

In summary, the real UHF energy surface shows \( \mathcal{PT} \)-symmetry along the line coinciding with Eq. (35), justifying the use of this parameterisation for locating sb-UHF solutions. As real orbital coefficients lead to purely real energies, states interconverted by this symmetry are strictly degenerate rather than being related by complex conjugation. The well-known sb-UHF states, resembling diradical configurations, lie on this line and are \( \mathcal{PT} \)-symmetric solutions with their occupied orbitals forming a \( \mathcal{PT} \)-doublet.

**B. Complex Orbital Coefficients**

Next we turn to the case of complex orbital coefficients with \((\theta_A, \theta_B) \in \mathbb{C}\). The constraint (44) can then be decomposed into real and imaginary parts
\[
\text{Re}(\theta_A) + \text{Re}(\theta_B) = m\pi, \quad \text{Im}(\theta_A) = \text{Im}(\theta_B). 
\]Along these lines of symmetry we expect the holomorphic HF energy to be real, while we expect the energies of densities interconverted by the \( \mathcal{PT} \) operator to be related by complex conjugation.

To visualise this symmetry, we first consider the h-RHF case where \( \theta_A = \theta_B = \theta \) and for which we expect \( \mathcal{PT} \)-symmetric
we cannot observe its effect on the energy landscape under PT non-Hermitian HF methods. Our most important results are:

sures real energies — in electronic structure, and specifically symmetry — a weaker condition than Hermiticity which en-

\[ V. CONCLUDING REMARKS \]

By demonstrating the existence of \( \mathcal{PT} \)-symmetric solutions with real energies in the HF approximation, we remove the rigorous condition of Hermiticity that is usually applied in electronic structure theory. We are currently working on the implementation of restricted, unrestricted and generalised HF self-consistent approaches that explicitly enforce this symmetry. Ultimately, by bridging the gap between \( \mathcal{PT} \)-symmetric

Since the site-/flip operation takes \( (\theta_\alpha, \theta_\beta) \rightarrow (-\theta_\alpha, -\theta_\beta) \), we cannot observe its effect on the energy landscape under the constraint \( \text{Im}(\theta_\alpha) = \text{Im}(\theta_\beta) = \pi/8 \). Two lines of symmetry exist along \( \text{Re}(\theta_\alpha) = \text{Re}(\theta_\beta) \) and \( \text{Re}(\theta_\alpha) + \text{Re}(\theta_\beta) = \pi \), corresponding to spin-/flip (cyan line) and \( \mathcal{PT} \)-symmetry (red line) respectively. The energy along the \( \mathcal{PT} \)-symmetry line is real, as predicted, while the energies for states related by \( \mathcal{PT} \)-symmetry form complex-conjugate pairs. We also note that on this illustrative landscape representing only a slice of the full holomorphic HF energy surface, there are no holomorphic HF stationary points.

\[ \mathcal{PT} \]-symmetry can be conserved throughout the self-consistent process.

3. If an optimal self-consistent solution is invariant under \( \mathcal{PT} \), then its eigenvalues and corresponding HF energy must be real.

4. \( \mathcal{PT} \)-symmetry can be explicitly satisfied by construct-

5. Slater determinants built from \( \mathcal{PT} \)-doublets lead to \( \mathcal{PT} \)-symmetric many-electron wave functions.

\( \mathcal{PT} \)-symmetry provides a novel intrinsic symmetry in the HF energy landscape, where the energies of densities intercon-

\[ \mathcal{PT} \]-symmetry can be related by complex conjugation. For real HF, this symmetry corresponds to the combination of the parity and spin-flip operations. As an illustrative example, we have observed the effects of \( \mathcal{PT} \)-symmetry on the holomorphic HF energy landscape. In particular, we have found that the \( \mathcal{PT} \)-symmetric solutions at Coulson–Fischer (quasi-exceptional) points in a similar manner to other types of symmetry-breaking in HF theory.\(^{10-12}\)

V. CONCLUDING REMARKS

In this work, we have outlined the conditions for \( \mathcal{PT} \)-symmetry — a weaker condition than Hermiticity which en-

1. A set of molecular orbitals is \( \mathcal{PT} \)-symmetric if and only if the effective Fock Hamiltonian is \( \mathcal{PT} \)-symmetric, and vice versa.

2. Starting with a \( \mathcal{PT} \)-symmetric guess density matrix,
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