Abstract

Calculation of thermodynamic properties such as vapor-liquid phase behavior with equations of state is largely and successfully employed in chemical engineering applications. However, in the proximities of the critical point, the different density-fluctuation scales inherent to critical phenomena introduce significant changes in these thermodynamic properties, with which the classical equations of state are not prepared to deal. Aiming at correcting this failure, we apply a renormalization-group methodology to the CPA equation of state in order to improve the thermodynamic description in the vicinity of critical points. We use this approach to compute vapor-liquid equilibrium of pure components and binary mixtures, as well as derivative properties such as speed of sound and heat capacity. Our results show that this methodology is able to provide an equation of state with the correct non-classical behavior, thus bringing it in consonance with experimental observation of vapor-liquid equilibrium and derivative properties in near-critical conditions.
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1. Introduction

The development of industrial processes requires models capable of describing fluid behavior and properties with accuracy. Equations of state are very successful tools when used to calculate thermodynamic properties of fluids far away from their critical points. However, they fail in near-critical and critical conditions, in which fluids undergo several changes in their classical behavior \cite{1}.

Many unit operations in engineering involve high pressure or high temperature conditions in which many mixtures approach critical states. Common examples occur in natural gas processing, in which the natural gas can form mixtures with CO$_2$ and H$_2$S and be found in near-critical states either at reservoir or at transport/operating conditions \cite{2}.

Experimentally, it is observed that fluids exhibit a universal non-classical behavior in the vicinity of critical points, which is evidenced in the so-called critical exponents \cite{3}. One theoretical explanation is that, at the critical point, the correlation length is in the order of magnitude of the system size and, because only fluctuations with wavelengths below the correlation length have an expressive impact on the free energy of a fluid, long-wavelength interactions play a major role in the near-critical region. This mechanism gives rise to fluctuations that imply significant changes to the fluids properties. Far away from the critical point, instead, the correlation length is in the order of magnitude of the molecule sizes, thus diminishing the influence of long-range interactions and giving the short-range repulsive forces a major role.

Equations of state (EoS) are commonly used to model fluids involved in industrial pro-
cesses. For instance, the Soave-Redlich-Kwong (SRK) \(^4\) and Peng-Robinson (PR) \(^5\) equations of state are used in a wide range of applications. However, for some applications in which molecules are capable of making hydrogen bonds, these equations present poor performance in representing liquid phases, both for phase equilibrium and derivative properties.

In order to overcome this limitation, Kontogeorgis et al. \(^6\) combined the SRK equation of state with Wertheim’s first-order thermodynamic perturbation theory (TPT-1), such as done in the Statistical Associating Fluid Theory (SAFT) \(^7\). The resulting equation of state (Cubic-Plus-Association, CPA) is capable of representing phase equilibrium and derivative properties of pure substances and mixtures with better accuracy in states relatively far from critical points.

The lack of accuracy of classical equations of state in describing thermodynamic properties in near-critical conditions is evidenced by the fact that they predict a critical exponent of 1/2, while the value actually observed experimentally is 1/3 \(^8\) \(^9\) \(^10\). Strategies to improve the description of critical behavior by equations of state based on re-estimating parameters are somewhat common in the literature, with rather good results being achieved \(^11\) \(^12\). In all cases, however, due to the nature of equations of state one cannot correct the scaling of critical phenomena by simply re-estimating parameters.

Equations of state are mean-field theories by nature and, hence, they do not treat density fluctuations correctly as the fluid approaches the critical point. Many theories aim at introducing non-classical behavior to equations of state. Some methods are based on the hierarchical reference theory \(^13\) \(^14\) \(^15\) \(^16\), but these have not been frequently developed and applied because of its mathematical complexity. Another category of methods is based
on a renormalized Landau expansion of the free energy [9, 17, 18, 19, 20, 21, 22], which introduces a crossover behavior to the equations of state, turning them into non-analytical models with many adjustable parameters. A third category of methods, developed by White and Zhang [23, 24, 25], relies on the renormalization group (RG) theory via phase space cell approximation. This method introduces a recursive procedure intended to renormalize the free energy obtained from equations of state. With this approach, it is possible to treat the problem of fluctuations in different scales, evolving from the microscopic scale up to the macroscopic scale in a recursive manner. In this fashion, one is able to use common equations of state to better represent phase equilibrium and thermodynamic properties in conditions that comprehend near-critical and supercritical states.

Since its first application [23], White and Zhang’s recursive method has been improved by a number of authors. They themselves, for instance, extended the range in which the method could be applied [25]. Lue and Prausnitz [26, 27] and Mi et al. [28] improved the method so that it can be applied to a large temperature range, even far away from the critical point. Thus far, many authors have applied this method using different mean-field theories (e.g. Mean-Spherical Approximation (MSA) [26], equation of state for chain-like molecules [29, 30], the SAFT equation and its variants [31, 32, 33, 34, 35, 36, 37, 38, 39, 40], cubic equations [41, 42, 43, 44, 45, 46, 47, 48], and others [49, 50]), obtaining similarly good results. However, some aspects in the method are still unclear, including parameter estimation procedures and approximations in the renormalization equations. Hence, there is still need for further assessment of the method’s capabilities and limitations. Few authors have explored the impact of this method into derivative properties [36, 38, 40, 37], and in
all these cases no cubic equation of state was evaluated.

The present work aims at evaluating the impacts on modeling phase equilibrium and
derivative properties when applying the renormalization group theory with the CPA equation
of state, referred to as the CPA+RG approach for short. We studied several pure substances,
as well as different mixtures containing CO$_2$ or H$_2$S, in conditions near-to and far away from
the critical point. In addition, we provide a parameter estimation procedure that improves
the methodology.

This article is divided as follows. First, we discuss briefly on the applied mean-field
theory (the CPA equation of state) and the renormalization-group methodology. This is
followed by details of the numerical procedures. Then, we present phase equilibrium results
of pure substances and binary mixtures, as well as results for derivative properties such as
heat capacity and speed of sound. Finally, we present some concluding remarks.

2. Thermodynamic Modeling

Pure substances and binary mixtures in vapor-liquid equilibrium and at supercritical
conditions were evaluated using the Cubic-Plus-Association equation of state [6]. In its
pressure-explicit form, such equation reads

$$P = \frac{\rho RT}{1 - \rho b} - \frac{a\rho^2}{1 + \rho b} - \frac{1}{2} \rho RT \left( 1 + \rho \frac{\partial \ln g}{\partial \rho} \right) \sum_{i=1}^{n_c} x_i \sum_{A_i} (1 - X_{A_i})$$

where $P$ is the pressure, $R$ is the ideal gas constant, $\rho$ is the molar density, $b$ is the mixture’s
co-volume parameter, $a$ is the mixture’s energy parameter, $T$ is the temperature, $g(\rho)$ is
the contact-value of the radial distribution function, $n_c$ is the number of components in the
mixture, $x_i$ is the mole fraction of the $i$-th component, $A_i$ is the association site $A$ of the $i$-th component, and $X_{Ai}$ is the fraction of non-associated type-$A$ sites of the $i$-th component. As the renormalization procedure provides corrections explicitly to the Helmholtz free energy density, it is useful to represent the CPA equation of state in its Helmholtz-explicit form, given by

$$\bar{a}_{\text{CPA}}^{\text{res}} = \bar{a}_{\text{SRK}}^{\text{res}} + \bar{a}_{\text{assoc}}^{\text{res}},$$

(2)

where

$$\bar{a}_{\text{SRK}}^{\text{res}} = -RT \ln(1 - \rho b) - a b \ln(1 + \rho b)$$

(3)

and

$$\bar{a}_{\text{assoc}}^{\text{res}} = RT \sum_{i=1}^{n_c} x_i \sum_{A_i} \left( \ln X_{Ai} - \frac{X_{Ai}}{2} + \frac{1}{2} \right).$$

(4)

In these equations, $\bar{a}_{\text{res}}^{\text{res}}$ is the residual molar Helmholtz free energy. The mixture parameters $a$ and $b$ are calculated using the van der Waals one-fluid mixing rule with the classical combining rules, that is,

$$a = \sum_{i=1}^{n_c} \sum_{j=1}^{n_c} x_i x_j \sqrt{a_i a_j} (1 - k_{ij})$$

(5)

and

$$b = \sum_{i=1}^{n_c} x_i b_i,$$

(6)

where $k_{ij}$ is a binary interaction parameter (here considered as zero for all examples). The energy parameter of each component, $a_i$, is calculated using a Soave-type temperature dependency,

$$a_i(T) = a_{0i} \left[ 1 + c_i \left( 1 - \sqrt{\frac{T}{T_{ci}}} \right) \right]^2,$$

(7)
where $a_0$, $b_i$, $c_1$, are parameters of the CPA equation. The last term of Eq. (1) is the association term. The fraction of non-associated type-A sites of the $i$-th component is calculated by

$$X_{Ai} = \left(1 + \rho \sum_{j=1}^{n_i} x_j \sum_{B_j} X_{B_j} \Delta_{AiB_j} \right)^{-1},$$

(8)

in which $\Delta_{AiB_j}$ is the association strength, given by

$$\Delta_{AiB_j} = g(\rho) \left[ \exp \left( \frac{\epsilon_{AiB_j}}{RT} \right) - 1 \right] b_{ij} \beta_{AiB_j},$$

(9)

with $b_{ij} = \frac{b_i + b_j}{2}$ and where $\beta_{AiB_j}$ and $\epsilon_{AiB_j}$ are the association parameters of the CPA equation. For the contact-value of the radial distribution function, here we employ the approximate hard-sphere expression $g(\rho) = \frac{1}{1 - 1.9\eta}$, where $\eta = \frac{b\rho}{4}$ is the packing fraction.

Thus, the version of the CPA equation presented here is the one commonly referred to in the literature as simplified CPA (s-CPA) [51]. However, we will simply use the term CPA for simplicity. In this work, $X_{Ai}$ is calculated following the numerical procedure proposed by Michelsen et al. [52].

The recursive method developed by White and Zhang [23, 24, 25] and by Salvino and White [53] introduces density fluctuations to a specified grid of Helmholtz energy densities. The method is based on the phase space cell approximation developed by Wilson [54, 55], where each iteration accounts for fluctuations of longer and longer wavelengths. This procedure introduces a non-analytical correction to the otherwise analytical equation of state. An illustration of the method is presented in Fig. 1.

The renormalization-group theory such as introduced by White and co-workers [23, 24, 25] and further developed by Lue and Prausnitz [26, 27] is based on a transformation of the grand canonical partition function into a functional integral. In the present work, we used
Figure 1: Schematic representation of the phase space cell approximation. First, interactions between molecules are calculated with a mean-field theory. Next, fluctuations are included and groups of molecules close to each other are considered to form clusters that behave as single entities. Then, iterations are carried out until no further changes to the system’s free energy are observed.

the derivation provided by White and co-workers [23, 24, 25] and applied successfully by other authors for cubic equations of state [46, 43, 42, 41]. Details of the method can be found in the cited references. In brief, the interaction potential $u(r)$ is considered to be divided into two main contributions, namely a reference term (related to short-range repulsion) and a perturbation term (related to long-range attractive interactions). Considering that the repulsive part of the potential accounts only for very-short-wavelength fluctuations and that the perturbation part takes into account both short- and long-wavelength fluctuations, the renormalization method is applied only to the attractive part. Mean-field theories are then used because we consider that they provide a good approximation for the short-ranged repulsive interactions and for fluctuations smaller than a given cutoff length $L$.

As we are concerned only with the attractive part, in order to apply the renormalization method we need to subtract the attractive potential already included in the mean-field solution, considering it to be a bad approximation, since the mean-field theory cannot deal
accurately with long-wavelength fluctuations. This leads to the approximation

\[ f_0(\rho) = f^{EoS} + \alpha \rho^2, \]  

(10)

where \( f^{EoS} \) is the Helmholtz free energy density calculated using the mean-field theory (in this work, the CPA equation of state), and \( \alpha \) is the interaction volume, in units of energy \( \times \) volume/mol\(^2\), given by

\[ \alpha = -\frac{1}{2} \int u_{att} d\mathbf{r}, \]  

(11)

where \( u_{att} \) is the attractive part of the potential. Since there is no explicit potential for the CPA equation of state, considering previous work with both the SRK and CPA equations of state [47, 43, 42], the attractive part of the potential is correlated to half the value of parameter \( a \), which here is considered as an approximation to the contribution of the attractive part of the potential (divided by the volume) to the Helmholtz free energy density.

This leads to

\[ \alpha \rho^2 = \frac{1}{2} a \rho^2. \]  

(12)

The Helmholtz free energy corresponding to the zero-order solution \( (f_0) \) is given by the mean-field-theory result subtracted by the approximated attractive term. Combining Eqs. (2), (10) and (12), the zero-order solution for the Helmholtz free energy density is

\[ f_0(\rho) = \rho RT \ln \left( \frac{\rho}{1 - \rho b} \right) - \frac{a \rho}{b} \ln(1 + \rho b) + \rho RT \sum_{i=1}^{n_c} x_i \sum_{A_i} \left( \ln X_{A_i} - \frac{X_{A_i}}{2} + \frac{1}{2} \right) + \frac{1}{2} a \rho^2. \]  

(13)

The phase space cell approximation method consists in adding the effect of long-range fluctuations through recursive steps, thus correcting the influence of the long-range interactions on the Helmholtz free energy density of the mean-field solution. In this work, the
equation derived from the procedures described above and used to calculate these corrections

is

\[ f_n(\rho) = df_n(\rho) + f_{n-1}(\rho), \quad (14) \]

with \( df_n(\rho) \) being the change in Helmholtz free energy density computed at iteration \( n \), given by

\[ df_n(\rho) = -K_n \ln \left[ \frac{\Omega^s_n(\rho)}{\Omega^l_n(\rho)} \right], \quad (15) \]

where \( K_n = \frac{k_bT}{(2^nL)^3} \), with \( k_b \) being the Boltzmann constant, while \( \Omega^s_n \) is the density of short-wavelengths fluctuations, and \( \Omega^l_n \) is the density of long-wavelengths fluctuations. These can be obtained from

\[ \Omega^\gamma_n = \int_0^{\min(\rho,\rho_{\text{max}}-\rho)} \exp \left[ -\frac{G^\gamma_n(\rho,x)}{K_n} \right] dx \quad \gamma = s, l \quad (16) \]

with

\[ G^\gamma_n(\rho) = \frac{f_n^\gamma(\rho + x) - 2f_n^\gamma(\rho) + f_n^\gamma(\rho - x)}{2} \quad \gamma = s, l, \quad (17) \]

where \( f_n^s \) and \( f_n^l \) are the modified Helmholtz free energy terms related to short-wavelength and long-wavelength fluctuations, respectively. They are computed by

\[ f_n^s = f_{n-1} + \frac{\alpha \rho^2}{2^{2n}} \left( \frac{\psi w^2}{2L^2} \right) \quad (18) \]

and

\[ f_n^l = f_{n-1} + \alpha \rho^2, \quad (19) \]

where \( w \) is the range of the attractive potential and \( \psi \) is the average gradient of the wavelet chosen for renormalization, which does not depend on the interaction potential. Since it


is unclear what the attractive potential for the CPA EoS is, we followed other authors in
considering the whole term \(\frac{\psi_w^2}{2L^2}\) in Eq. (20) as an adjustable parameter \(\phi\), leading to

\[
f^*_n = f_{n-1} + \frac{\alpha \rho^2 \phi}{2^{2n}}.
\] (20)

The final Helmholtz free energy density is calculated as

\[
f = \lim_{n \to \infty} f_n - \alpha \rho^2.
\] (21)

The term \(-\alpha \rho^2\) in Eq. (21) is included because we want to recover the fluid’s original
behavior far away from the critical point, as in this condition \(\lim_{n \to \infty} f_n = 0\).

It is important to note that other authors \[31, 35, 39, 33, 34]\, following more closely the
modifications suggested by Lue and Prausnitz \[27\], modify Eqs. (10) and (21), which are
calculated as \(f_0(\rho) = f^{EoS}\) and \(f = \lim_{n \to \infty} f_n\). These modifications are made when the
saddle-point approximation is used within the method’s derivation (details are given in the
work of Lue and Prausnitz \[27\]). In the literature, these approximations were used mainly
with SAFT EoS family, not being used with cubic-EoS. Still, successful results were obtained
in the latter case. This is why we chose to apply Eqs. (10) and (21) instead.

Here we considered that five iterations are sufficient for the renormalization method to
converge (based on results to be presented on Section 5.1).

To apply the renormalization procedure to mixtures, two major modifications were made.
First, the isomorphic approximation \[56\] was used instead of the phase space cell approxi-
mation. The main difference is that, in the former, the total density of the fluid is used to
determine fluctuations, while in the latter each individual component in the mixture fluct-
tuates independently. Second, although the isomorphism assumption requires the chemical
potential be the isomorphic variable in the present case, this is not a common independent
variable for phase equilibrium modeling of mixtures. Thus, following Kiselev and Friend [21], we
used mole fractions as isomorphic variables instead of the individual chemical po-
tentials. These two approximations make possible to extend Eqs. (13) to (20) by simply
defining mixing rules for the renormalization parameters, which are

\[ L = \sum_{i=1}^{n_c} x_i L_i^3 \]  

(22)

and

\[ \phi = \sum_{i=1}^{n_c} x_i \phi_i. \]  

(23)

Other authors have used these approximations within the White and Zhang framework
[23] and have obtained good results [47, 35, 57, 43, 41]. Tang and Gross [34] compared the
phase-space-cell and isomorphic approximations using the PC-SAFT equation of state and
concluded that both present similar performances.

The substances analyzed here (either in pure form or as a mixture component) are n-
butane, n-octane, methanol, ethanol, carbon dioxide (CO₂), and hydrogen sulfide (H₂S).
These substances were chosen because of the different associative combinations that they
allow us to evaluate. n-Butane and CO₂ were considered as non-associative substances,
while methanol, ethanol, and H₂S are considered as associative ones. There is an extensive
discussion in the literature on the most adequate associating models and considerations that
should be used to represent these substances, mainly CO₂ [58] and H₂S [59]. A common
example is whether CO₂ should actually be considered as an associating molecule and,
furthermore, to which extent the quadrupole forces are important [60, 58]. In order to
diminish the influence of considered forces upon the renormalization procedure, we choose to consider CO\(_2\) as non-associative, as we believe it to be a good approximation. Quadrupole forces are not considered because we deem that, due to their nature, they deserve special attention. However, this is not the scope of this work.

The parameters for all substances are summarized in Table 1. For all cases, the CR-1 combination rule is considered for the association parameters (comprising arithmetic means for the cross-association energy and geometric means for the cross-association volume), because of its success in a good range of applications [61, 62, 63, 64]. Cross-association is considered when both substances are associating ones. The critical properties for each substance, obtained from the NIST database [65], are shown in Table 2. The terminology for the association models is the one introduced by Huang and Radosz [66].

Table 1: Parameters of the CPA equation of state used in this work.

<table>
<thead>
<tr>
<th>Substance</th>
<th>Association</th>
<th>(a_0), (Pa.m(^6).mol)</th>
<th>(b_i), (10(^5) m(^3).mol(^{-1}))</th>
<th>(c_i),</th>
<th>(\epsilon_{A,B_i}), (MPa.m(^3).mol(^{-1}))</th>
<th>(\beta_{A,B_j})</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-Butane</td>
<td>n.a.</td>
<td>1.29</td>
<td>7.21</td>
<td>0.70771</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Methanol</td>
<td>2B</td>
<td>0.405</td>
<td>3.098</td>
<td>0.43102</td>
<td>0.024591</td>
<td>0.0161</td>
</tr>
<tr>
<td>Ethanol</td>
<td>2B</td>
<td>0.867</td>
<td>4.911</td>
<td>0.7369</td>
<td>0.021532</td>
<td>0.008</td>
</tr>
<tr>
<td>CO(_2)</td>
<td>n.a.</td>
<td>0.351</td>
<td>2.72</td>
<td>0.7602</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>H(_2)S</td>
<td>4C</td>
<td>0.32</td>
<td>2.93</td>
<td>0.82805</td>
<td>0.00146</td>
<td>0.486</td>
</tr>
</tbody>
</table>

n.a. = non-associative

For every substance, after estimation of parameters \(L\) and \(\phi\) (such as described in Sec-
Table 2: Experimental critical data obtained from the NIST database [65].

<table>
<thead>
<tr>
<th>Substance</th>
<th>$T_c$ (K)</th>
<th>$P_c$ (MPa)</th>
<th>$\rho_c$ (mol/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-Butane</td>
<td>425.2</td>
<td>3.797</td>
<td>3920</td>
</tr>
<tr>
<td>Methanol</td>
<td>512.6</td>
<td>8.096</td>
<td>8510</td>
</tr>
<tr>
<td>Ethanol</td>
<td>514.0</td>
<td>6.384</td>
<td>6000</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>304.2</td>
<td>7.382</td>
<td>10600</td>
</tr>
<tr>
<td>H$_2$S</td>
<td>373.4</td>
<td>8.960</td>
<td>10200</td>
</tr>
</tbody>
</table>

After defining a grid of densities (and mole fractions, in the case of mixtures), the Helmholtz free energy density is calculated at all points. Then, Eqs. (13) to (20) are applied iteratively until no further change is observed to the free energy at every point ($df_n(\rho) \approx 0$).

In the present work, we have observed that 5 iterations are sufficient to reach convergence in a grid of 500 density points. Such number of points is enough for all calculations done here. Other authors considered even fewer density grid points (400, or even 200) [47]. These numbers of steps and grid points were tested in preliminary studies (see Figs. 2 and 3).

The renormalized results of Helmholtz free energy density as a function of molar density were interpolated using cubic splines (or bicubic splines in the case of binary mixtures).
and their derivatives were used to calculate variables of interest in the vapor-liquid phase equilibrium, such as chemical potential and pressure. Details of equations and algorithms are given in Appendices A and B.

As mentioned in the previous section, the total molar density of a mixture is considered for calculating fluctuations (the isomorphism assumption) while mole fractions are used as independent variables.

After analyzing and determining the parameters related to the renormalization method for pure substances, phase equilibrium calculations for binary mixtures were carried out at a number of different conditions (both subcritical and critical) using the isofugacity method.

4. Parameter Estimation

Both parameters related to the renormalization, \( L \) and \( \phi \), were considered to be adjustable. Therefore, they were obtained by fitting saturated-fluid densities and vapor pressures to experimental data using a single objective function, given by

\[
O.F. = \sum_{i=1}^{n_{\text{exp}}} \left( \frac{\rho_{liq,\text{exp}} - \rho_{liq,\text{calc}}}{\rho_{liq,\text{exp}}} \right)^2 + \left( \frac{\rho_{vap,\text{exp}} - \rho_{vap,\text{calc}}}{\rho_{vap,\text{exp}}} \right)^2 + \left( \frac{P_{\text{sat,exp}} - P_{\text{sat,calc}}}{P_{\text{sat,exp}}} \right)^2.
\]

(25)

Properties were used in the temperature range from near-critical conditions up to the critical point \((T_r = 0.98 \text{ to } T_r = 1.0)\). Both liquid and vapor densities were included. Many different approaches have been used in the literature (a good review on this subject can be found in Bymaster et al. [33]) to estimate these parameters. Here, we decided to fit both parameters.
A Particle Swarm Optimization algorithm \cite{67} was used to find the minimum of the objective function. The obtained parameters are summarized in Table\[3\].

Table 3: Renormalization method parameters estimated using the procedure described in Section\[4\]

<table>
<thead>
<tr>
<th>Substance</th>
<th>$L$ (Å)</th>
<th>$\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-Butane</td>
<td>6.16</td>
<td>1.96</td>
</tr>
<tr>
<td>Methanol</td>
<td>5.50</td>
<td>0.60</td>
</tr>
<tr>
<td>Ethanol</td>
<td>5.48</td>
<td>0.75</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>4.44</td>
<td>2.62</td>
</tr>
<tr>
<td>H$_2$S</td>
<td>4.30</td>
<td>2.40</td>
</tr>
</tbody>
</table>

5. Results

5.1. Phase Equilibrium of Pure Substances

To define the number of iterations required for convergence, we analyzed the evolution of the vapor-liquid phase envelope for a pure substance, as well as the convergence of $df_n$ for the whole density range. From our results for methanol, shown in Figs.\[2\] and\[3\], we observed that after the fifth iteration, the calculated values of $df_n$ were in the order of $10^{-15}$, which is more than sufficient to consider the method as converged. Thus, by being conservative and by following the same criterion that other authors have adopted \cite{31,47,43}, our final Helmholtz free energy density here is always equal to $f_5$.

Results concerning phase equilibrium calculations are summarized in Figs.\[4\] to\[7\] as well as in Table\[4\].
Figure 2: Helmholtz-free energy density corrections at each iteration of the renormalization method using the CPA+RG equation of state for methanol at 512.6 K.

Figure 3: Vapor-liquid phase equilibrium envelope for methanol with CPA+RG at consecutive iterations of the renormalization method.
Figure 4: Vapor-liquid phase equilibrium envelope obtained for several substances. Lines are obtained from calculations with the CPA+RG (—) and CPA (···) methods. Experimental data (symbols) were extracted from the NIST database [65].

In Figs. 4 and 5, we compare liquid-vapor equilibrium results obtained for four substances (Methanol, H$_2$S, CO$_2$, and n-Butane) by using the CPA equation of state both in its original form (CPA) and as part of our renormalization-group approach (CPA+RG). It is clear from Figs. 4 and 5 that the correction in the behavior of the fluid when the conditions are near the critical region leads to a markedly distinct asymptotic approach to the critical point. As conditions go farther away from the critical point, the differences between the CPA-EoS and the CPA+RG approach become insignificant. This result is expected due the fact that
Figure 5: Saturation pressure curves. Lines are obtained from calculations with the CPA+RG (—) and CPA (—-—) methods. Experimental data (symbols) were extracted from the NIST database [65], with critical points being represented by filled symbols.

Table 4: Relative deviations (%) of calculated critical points with respect to experimental data.

<table>
<thead>
<tr>
<th>Substance</th>
<th>( \left( \frac{100 \left( T_c - T_{c}^{\text{exp}} \right)}{T_{c}^{\text{exp}}} \right) )</th>
<th>( \left( \frac{100 \left( P_c - P_{c}^{\text{exp}} \right)}{P_{c}^{\text{exp}}} \right) )</th>
<th>( \left( \frac{100 \left( \rho_c - \rho_{c}^{\text{exp}} \right)}{\rho_{c}^{\text{exp}}} \right) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-Butane</td>
<td>1.49</td>
<td>13.54</td>
<td>8.01</td>
</tr>
<tr>
<td>Methanol</td>
<td>4.49</td>
<td>32.68</td>
<td>5.17</td>
</tr>
<tr>
<td>Ethanol</td>
<td>4.77</td>
<td>29.79</td>
<td>7.52</td>
</tr>
<tr>
<td>CO(_2)</td>
<td>1.91</td>
<td>11.25</td>
<td>9.82</td>
</tr>
<tr>
<td>H(_2)S</td>
<td>3.21</td>
<td>19.79</td>
<td>2.96</td>
</tr>
</tbody>
</table>


Figure 6: Critical exponent calculation for methanol, resulting in $\beta = 0.330$ with CPA+RG and $\beta = 0.496$ with CPA. Symbols are obtained from calculations with the CPA+RG ($\circ$) and CPA ($\square$) methods. Lines (---) were obtained by linear regression. The value of $\beta$ obtained from CPA+RG is very close to the experimental value.

long-wavelength fluctuations are less important at this point, so that the renormalization method does not introduce any changes to the Helmholtz energy.

Fig. 6 shows that the CPA+RG method results in a critical exponent that is remarkably close to the universal value determined experimentally ($\beta = 0.330$), while the CPA equation of state presents a value close to the classical mean-field exponent ($\beta = 0.496$).

Fig. 7 shows the change in the shapes of critical and supercritical isotherms. The CPA+RG approach is able to provide a better prediction of the fluid phase behavior. Because the CPA equation of state overestimates the critical point, it yields a two-phase-like curvature at the experimental critical temperature, while the CPA+RG approach correctly
Figure 7: Isotherms for methanol at $T_r = 1.0$ (below) and $T_r = 1.1$ (above). Experimental data (symbols) were extracted from the NIST database [65]. Lines were obtained from calculations with the CPA+RG (-----) and CPA (- - -) methods.

yields a saddle point. The observed changes in the supercritical isotherm are smaller than those for the critical isotherm when comparing CPA+RG approach to the CPA equation of state. In Fig. 5 it is clear that the renormalization method has a tendency to slightly overestimate pressure.

In order to have a clear comparison between the abilities of the two methods in estimating the critical points of all considered substances, in Table 4 we present numerical values of the achieved relative errors. It shows that the errors committed by using the CPA+RG approach are systematically smaller than those with the CPA equation of state, which consistently overestimates the values of all critical properties.
5.2. Phase Equilibrium of Binary Mixtures

In our study of the phase behavior of binary systems, we evaluated mixtures comprising three categories at both subcritical and critical conditions: 1) two non-associating components (CO$_2$ + n-butane); 2) one associating and one non-associating component (H$_2$S + CO$_2$); and 3) two associating components (H$_2$S + methanol). As already mentioned, the CR-1 combining rule was used in all cases. No cross-association is considered for the H$_2$S + CO$_2$ case. In this section, results for the application of the renormalization method are predictive, since no extra parameters were considered, only those estimated for pure substances as mentioned in section 4.

Figure 8: Vapor-liquid phase envelope for the mixture CO$_2$ + n-butane in the temperatures of 260K (bottom) and 344.3K (above). Lines were calculated using the CPA+RG method (—) and the CPA equation of state (—-). Experimental data extracted from Clark et al. [68] (○) and Hsu et al. [69] (□)
Figure 9: Vapor-liquid phase envelope for the $\text{H}_2\text{S} + \text{methanol}$ mixture in temperatures 298.15K (bottom) and 448.15K (top). Lines were calculated using the CPA+RG method (—) and the CPA equation of state (---). Squares Experimental data extracted from Leu et al. [70] (□, ◦)

Figs. 8 to 10 show that the renormalization method has significant influence only on the behavior of the equations of state in critical and supercritical conditions. On correcting the fluid behavior at these conditions, the phase equilibrium representation improved for both dew-point and bubble-point curves. The results were similar for all evaluated mixtures. They make it clear that the CPA+RG approach improves the ability of the CPA equation of state in the phase equilibrium modeling of binary mixtures. Apparently, the fact of having associative or non-associative components in the mixture has no important impact in the overall performance of the renormalization method.
5.3. Derivative Properties of a Pure Substance

To assess the impact of the renormalization method on derivative properties, we calculated the residual isochoric and isobaric heat capacities of methanol, as well as its speed of sound, under diverse conditions: 1) at the compressed liquid region close to the critical state, 2) at the critical isotherm, and 3) at supercritical isotherms. All derivative properties results calculated with the renormalization method are predictive, since both renormalization parameters were estimated using phase equilibrium data. Details of the calculations are given in the Appendix C.

We chose methanol as a model component for the evaluation of derivative properties,
since it is a rather simple substance (comparing with the others in this work) which exhibits association phenomena, thus being desirable to use the CPA equation of state in this case. Concerning the compressed liquid region, Fig. 11 contains results for the residual heat capacities while Fig. 12 contains results for the speed of sound.

Figure 11: Isochoric and isobaric residual heat capacities of methanol at subcritical conditions in the compressed liquid region. Symbols are experimental data obtained from the NIST database [65] at $T=461.34$ K (○), $T=486.97$ K (□) and $T=507.47$ K (⋄). Lines were calculated using the CPA+RG method (—) and the CPA equation of state (−−−).

Fig. 11 shows that the renormalization method had only a minor effect on bringing the...
Figure 12: Speed of sound in methanol at subcritical conditions in the compressed liquid region. Symbols are experimental data obtained from NIST database [65] at T=461.34 K (○), T=486.97 K (□) and T=507.47 K (⋄). Lines were calculated using the CPA+RG method (—) and the CPA equation of state (---).

Results of speed of sound at the compressed liquid region, presented in Fig. 12, show that the speed of sound decreases very slightly after applying the renormalization method. At the experimental critical temperature, both isochoric and isobaric heat capacity predictions (Fig. 13) are improved with the renormalization method. Changes are noticeable in the behavior of the curves, since the CPA equation of state still predicts a two-phase

model-based curves closer to the experimental ones. There is a clear tendency of increasing both heat capacities, which is observed mainly at the lower pressures. No considerable changes were observed in the slope of the heat capacity curves. As expected, the change is very small in conditions far away from the critical point.
equilibrium state, while the CPA+RG approach already predicts that this condition is a near-critical/critical state. A remarkable feature is that the renormalization method is capable of capturing the experimental critical divergence of the isobaric heat capacity, as shown in the right-hand side of Fig. 13.

Figure 13: Isochoric and isobaric residual heat capacity for methanol at the critical isotherm (T=512.6 K). Experimental data were obtained from the NIST database [65] (□). Lines were calculated using the CPA+RG method (—) and the CPA equation of state (- - -).

Fig. 14 shows the speed of sound in methanol, at its critical temperature, as a function of pressure. One can observe that the renormalization method produces a shift in the
minimum of the curve, both in pressure and speed of sound, leading it to a location very close to the experimental minimum. Although the CPA+RG prediction is better at the vicinity of this minimum, at higher pressures the CPA equation of state approaches more closely the experimental values, while the CPA+RG method underestimates them. Such very peculiar results concerning the speed of sound opens up a discussion on whether using near-critical sound speed data to estimate the renormalization parameters would improve the modeling of phase equilibrium.

Results at supercritical conditions are shown in Figs. 15 and 16. In this case, contrary to what occurs in the compressed liquid region, there is a tendency of underestimating the isobaric heat capacity when the renormalization method is applied, while the isochoric
heat capacity is still overestimated. Regarding Fig. [16] it is clear that the renormalization method overestimates the speed of sound at pressures near the minimum of each curve and underestimates it at higher pressures.

Overall, it is shown that the renormalization method causes significant changes when the critical point is approached, bringing the outcome of the equation of state closer to the experimental data. These results can be expected because of two main reasons. First, applying the method improves the critical point calculation itself, thus improving the derivative-property curves accordingly. Second, the method corrects the classical behavior of the equations of state, introducing the characteristic non-classical behavior of the experimental data to the model. However, as seen here, there is still some disagreement between the renormalization model results and experimental data. Thus, further investigation on this topic is required in order to look for the roots of this disagreement. This can be done, for instance, by evaluating other substances and other equations of state.
Figure 15: Isochoric and isobaric residual heat capacity for methanol at supercritical isotherms. Symbols are experimental data obtained from the NIST database [65] at $T=517.72 \, \text{K}$ ($\circ$), $T=538.23 \, \text{K}$ ($\square$) and $T=563.86 \, \text{K}$ ($\diamond$). Lines were calculated using the CPA+RG method (——) and the CPA equation of state (-----).
Figure 16: Speed of sound in methanol at supercritical isotherms. Symbols are experimental data obtained from the NIST database [65] at T=517.72 K (○), T=538.23 K (□) and T=563.86 K (◇). Lines were calculated using the CPA+RG method (—) and the CPA equation of state (---).
6. Conclusion

The applied renormalization-group methodology is capable of improving the modeling of phase equilibrium at conditions near-to and at the critical point without affecting the description given by the equation of state far away from this condition. In all cases, the model behavior is improved when compared to experimental data, correcting critical exponents and introducing the expected asymptotic behavior to the fluid near the critical point.

A great advantage of the implemented method is that binary mixture calculations are computationally simple. Its only major drawback is the introduction of two extra parameters per substance.

Considering the derivative properties discussed, the renormalization approach alone does not guarantee improvements on the representation of isobaric heat capacities and speed of sound. In order to model both thermodynamic properties and phase equilibrium in near-critical conditions using equations of state, it might be necessary to do a parameter estimation using data from both types, or even re-estimate the equation of state parameters, which are usually obtained from data far away from the critical point only. As we observed a local minima problem in the parameter estimation, it is desirable to use a global search algorithm, such as the PSO method used in this work.

Our results suggest that the used renormalization-group methodology, together with the CPA equation of state, is a better tool than the CPA equation alone to describe phase equilibrium and derivative properties of pure substances, as well as binary mixtures, in a large range of conditions, from subcritical up to supercritical ones.
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Nomenclature

Abbreviations

CPA Cubic-Plus-Association
EoS Equation of State
NIST National Institute of Standards and Technology
PSO Particle Swarm Optimization
RG Renormalization Group
SAFT StatisticalAssociating Fluid Theory
SRK Soave-Redlich-Kwong
VLE Vapor-Liquid Equilibria

Greek Letters

\( \alpha \) interaction volume
\( \beta \) critical exponent
\( \beta^{A_i B_j} \) association volume
\[ \Delta^{A,B} \] association strength
\[ \epsilon^{A,B} \] association energy
\[ \eta \] packing fraction
\[ \mu \] chemical potential
\[ \Omega \] density of fluctuations
\[ \phi \] renormalization parameter related to the initial shortest wavelength
\[ \psi \] initial shortest wavelength
\[ \rho \] molar density

List of Symbols

Roman Letters

\[ \bar{a} \] molar Helmholtz free energy
\[ n \] mole number
\[ a \] mixture energy parameter of equation of state
\[ b \] mixture co-volume parameter of equation of state
\[ C_p \] isobaric heat capacity
\[ c_{\text{sound}} \] speed of sound
\[ C_v \] isochoric heat capacity
\[ f \] Helmholtz free energy density
\[ g \] radial distribution function
\[ K \] renormalization method coefficient
\( k_b \) boltzmann constant
\( k_{ij} \) binary interaction parameter
\( L \) cutoff length
\( M_w \) molecular weight
\( n \) mole number
\( n_{exp} \) number of exponents
\( n_c \) number of components
\( P \) pressure
\( R \) ideal gas constant
\( r \) distance between particles
\( T \) temperature
\( u \) pair potential
\( v \) molar volume
\( x \) mole fraction
\( X_{A_i} \) fraction of non-bonded A site of the \( i \)th component

**Super/subscripts**

\( 0 \) zero-order solution
\( assoc \) association contribution
\( c \) critical property
\( calc \) calculated
\( exp \) experimental
After the renormalization method is applied for a given grid of density, we are left with a piece-wise curve of Helmholtz energy density. In order to perform phase equilibrium calculations with this curve, we need to apply cubic splines interpolations. It is advisable to use non-dimensional variables, which can be computed from its dimensional versions using the following equations (variables marked with an asterisk are non-dimensional)

\[ \rho^* = \rho b \]  
\[ T^* = \frac{RTb}{a} \]  

**Appendix A  Equations and Algorithm for Phase Equilibrium Calculations for Pure Substances**
All derivatives can be approximated using the finite difference method, using five-point stencils for central difference. A simple algorithm to calculate the liquid and vapor saturation densities is devised as follows:

(1) Using the equation of state, calculate the maximum liquid density ($\rho_{l,\text{max}}$) at a given temperature, with

$$\rho_{l,\text{max}} = \frac{0.99999}{b}$$  \hspace{1cm} (A.4)

The 0.99999 instead of 1.00000 is used to avoid unwanted infinities.

(2) From 0 to $\rho_{l,\text{max}}$, set equally-spaced points of density (in this work we recommend using 500 points), and for each point, use the equation of state to calculate the Helmholtz free energy density.

(3) For each density point in the grid, apply equations Eqs. (13) to (20) for the desired number of iterations (in this work we recommend calculating 5 iterations).

(4) With the renormalization Helmholtz free energy density grid, calculate the chemical potential and pressure curves using Equations (A.5) and (A.6)

$$P = -f + \rho u$$  \hspace{1cm} (A.5)

$$u = \left( \frac{\partial f}{\partial \rho} \right)_{T,n}$$  \hspace{1cm} (A.6)

(5) Give liquid and vapor densities initial guesses and solve for the equilibrium conditions (equal pressure and chemical potential in both phases), calculating pressure and chemical
potential using the cubic-splines interpolation.

\[ P^{\text{vap}}(\rho^{\text{vap}}) - P^{\text{liq}}(\rho^{\text{liq}}) = 0 \] (A.7)

\[ \mu^{\text{vap}}(\rho^{\text{vap}}) - \mu^{\text{liq}}(\rho^{\text{liq}}) = 0 \] (A.8)

A simple newton-raphson algorithm should suffice, given that the initial guesses are consistent and far away from the trivial solution (the root at the mechanically unstable region at the pressure isotherm). A good initial guess for the vapor density should be below the pressure of the isotherm minimum inside the coexistence curve, in the vapor region, in cases where the minimum pressure is negative, a value near zero should suffice. The initial guess for the liquid density can be any density with a pressure higher than the isotherm maximum. However, to solve step (5), many different algorithms can be used.

Appendix B Equations and Algorithm for Phase Equilibria Calculations for Mixtures

In this work, a very usual application of the isofugacity method was used. However, we do believe that to calculate the phase equilibria for binary or even multicomponent mixtures, very common algorithms [72, 73] or more recent ones [74, 75] can be used, since the calculation of thermodynamic properties and variables is very straightforward using bicubic spline interpolations. It should be noted that the renormalization method, as it was applied, is specified in temperature, thus, applications in which the temperature is not constant may be computationally cumbersome.

As an example, an algorithm to calculate Pxy envelopes for binary mixtures is as follows:
(1) Upon specifying the temperature and molar fractions, use steps (1-3) from the procedure presented in Appendix A to obtain a renormalized Helmholtz free energy density curve.

(2) Iterate over the molar fractions from 0 to 1 to obtain a renormalized Helmholtz free energy density in function of adimensional density and molar fractions. The use of the adimensional density is what makes this step possible, since the density curve changes as the molar fractions changes.

(3) Enter the envelope calculation algorithm, interpolating the renormalized Helmholtz free energy density surface with bicubic splines to calculate the fugacity for each component from the following equations:

From the Helmholtz free energy density surface, a pressure surface can be calculated since

\[ P = -\left( \frac{\partial A}{\partial V} \right)_{T,n} \]  

(B.1)

Therefore,

\[ P = -f + \rho \left( \frac{\partial f}{\partial \rho} \right)_{T,n} \]  

(B.2)

From the pressure-surface, with specified mole fraction, there is an isotherm in terms of pressure in function of density, from which, the densities of both phases can be calculated solving the equation:

\[ P(\rho) - P_{\text{guess}} = 0 \]  

(B.3)

where \( P \) is calculated using the cubic spline interpolation for a given density guess. The highest root of equation (B.3) corresponds to the liquid phase density, while the lower is...
the vapor phase density, good initial guesses for density could follow the pure substance
algorithm. With the densities of both phases, the residual chemical potential for the $i$th
component in each phase can be calculated from

$$
\mu_{i}^{\text{res}} = \left( \frac{\partial f_{i}^{\text{res}}}{\partial \rho_{k}} \right)_{T, x_{k \neq n_{c}}} b_{i} + \sum_{j=1}^{n_{c}} \left( \frac{\partial f_{i}^{\text{res}}}{\partial x_{j}} \right)_{T, \rho_{b}, x_{k \neq n_{c}}} \left( \delta_{ij} \rho_{i} - \rho_{j} \right) \rho^{2}
$$

(B.4)

where the derivatives are calculated using the finite-difference method on the Helmholtz free
energy density surface, using bicubic splines for interpolation. Finally, to calculate fugacity,
the following equation applies:

$$
\ln \phi_{i} = \frac{\mu_{i}^{\text{res}}}{RT} - \ln \left( \frac{P}{RT \rho} \right)
$$

(B.5)

With these equations, using the pressure and Helmholtz surfaces after applying the
renormalization method, the fugacity coefficients can be readily calculated using bicubic
spline interpolations and finite-difference derivatives.

### Appendix C Equations for Derivative Properties calculations

The equations used to calculate the second derivative properties were as follows

$$
C_{v}^{\text{res}} = -T \left( \frac{\partial^{2} a}{\partial T^{2}} \right)_{V}
$$

(C.1)

$$
C_{v} = C_{v}^{\text{res}} + C_{v}^{\text{ig}}
$$

(C.2)

$$
C_{p}^{\text{res}} = C_{v}^{\text{res}} + T \left( \frac{\partial P}{\partial T} \right)_{V, n} \left( \frac{\partial v}{\partial T} \right)_{P}
$$

(C.3)

$$
C_{p} = C_{p}^{\text{res}} + C_{p}^{\text{ig}}
$$

(C.4)

$$
C_{v}^{\text{ig}} = C_{p}^{\text{ig}} - R
$$

(C.5)
\[ c_{\text{sound}} = \sqrt{\frac{C_p}{M_w C_v} \left( \frac{\partial P}{\partial \rho} \right)_{T,n}} \]  
(C.6)

where \( C^\text{ig}_p \) is the ideal gas heat capacity obtained from a database correlation \[76\]. All derivatives are calculated using the finite-difference method with five-point-stencils.
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