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Abstract: Fe(II) coordination complexes are promising alternatives to Ru(II) and Ir(III) chromophores for photoredox chemistry and solar energy conversion, but rapid deactivation of the initial metal-to-ligand charge transfer (MLCT) state to low-lying (d,d) states limits their performance. Relaxation to a long-lived quintet state is postulated to occur via a metal-centered triplet state, but this mechanism remains controversial. We use femtosecond extreme ultraviolet (XUV) transient absorption spectroscopy to measure the excited-state relaxation of Fe(phen)$_3^{2+}$ and conclusively identify a $^3T$ intermediate that forms in 170 fs and decays to a vibrationally hot $^5T_{2g}$ state in 40 fs. A coherent vibrational wavepacket with a period of 250 fs and damping time of 0.66 ps is observed on the $^5T_{2g}$ surface, and the spectrum of this oscillation serves as a fingerprint for the Fe-N symmetric stretch. The results show that the shape of the M$_{2,3}$-edge X-ray absorption near edge structure (XANES) spectrum is sensitive to the electronic structure of the metal center, and the high spin sensitivity, fast time resolution, and tabletop convenience of XUV transient absorption make it a powerful tool for studying the complex photophysics of transition metal complexes.

Introduction

In the past several years there has been a surge of interest in Fe$^{II}$ polypyridyl complexes as chromophores for photocatalytic and photovoltaic applications, with the aim of replacing expensive Ru$^{II}$ and Ir$^{III}$ photosensitizers.1–4 This goal is challenging because the weaker ligand field of first-row transition metals creates a cascade of low-lying metal-centered states that rapidly deactivate the initial excited state. For example, both Ru(bpy)$_3^{2+}$ (bpy = 2,2'-bipyridine) and Fe(bpy)$_3^{2+}$ have metal-to-ligand charge transfer (MLCT) states that lie 2 to 3 eV above the ground state. However, the MLCT state of Ru(bpy)$_3^{2+}$ has a lifetime of hundreds of nanoseconds whereas that of Fe(bpy)$_3^{2+}$ decays within 200 fs into a low-energy $^3T_{2g}$ state with 100% quantum yield. Consequently, the energy is wasted as molecular vibrations long before any useful photochemistry can occur. Chemists have tackled this challenge by engineering molecules that either raise the energy of the metal-centered excited states above the energy of the MLCT state (a thermodynamic solution) or displace/deform the excited-state potential energy surfaces of the metal-centered states to trap molecules in high-energy metastable MLCT or triplet metal-centered states (a kinetic solution).3 These strategies have had some success: Fe$^{II}$ complexes with excited-state lifetimes as long as 528 ps have been described.5

Despite these advances, there is still considerable uncertainty about the excited-state dynamics of Fe$^{II}$ polypyridyl molecules, due to the complex interplay between electronic, spin, and nuclear degrees of freedom. It has long been speculated that conversion of the MLCT state to the $^3T_{2g}$ state occurs via a triplet metal-centered excited state ($^3T_{2g}$ or $^3T_{1g}$), but the role of this triplet remains controversial. Because the spin transition occurs in a region of the potential energy surface with curve crossings between multiplet states, the formation of a triplet intermediate cannot be ruled out on theoretical grounds.6,7 In addition, the formation of $^3T$ states cannot easily be probed by conventional visible-light transient absorption methods, because the d-d transitions are weak compared to the intense MLCT transitions.
band. As a result, the spectra are relatively insensitive to the spin state of the metal center.

Other spectroscopic techniques have afforded conflicting information about whether triplet states are generated upon excitation of FeII polypyrrylid complexes. By using the spin-selective technique of femtosecond Fe Ks emission at a free-electron laser, Zhang et al. identified a spectroscopic signature consistent with formation of a triplet intermediate in Fe(bpy)32+. However, Auböck and Chergui used femtosecond ultraviolet transient absorption spectroscopy to show that Fe(bpy)3 converts into a vibrationally hot 5T2g state within 50 fs; these authors argued that this time scale was too short to admit a triplet intermediate. More recently, Lemke et al. carried out ultrafast Fe K-edge X-ray absorption studies of Fe(bpy)32+ and concluded that the time-dependent spectra are consistent with formation of a triplet intermediate. Slow progress in the detection of these short-lived excited states can be ascribed in part to the scarce beamtime available at X-ray free-electron laser facilities capable of performing femtosecond spin-selective spectroscopy.

In this work, we use tabletop femtosecond extreme ultraviolet (XUV) transient absorption spectroscopy to provide direct and unambiguous evidence that a metal-centered triplet intermediate is generated following MLCT excitation of the FeIII o-phenanthroline complex Fe(phen)32+. We also find that a coherent vibrational wavepacket on the 5T2g surface leads to an oscillation in the transient spectrum that corresponds to the Fe-N symmetric stretch. Ligand field multiplet simulations confirm these assignments. These results illustrate the utility and power of X-ray absorption near edge structure (XANES) spectroscopy at the Fe M2,3-edge, a technique that is sensitive to the oxidation state and spin-state of the metal center as well as the ligand field symmetry and strength.

### Experimental

**XUV Transient Absorption:** The XUV probe is produced by high harmonic generation using a tabletop instrument described previously. Briefly, a Ti:sapphire driving laser (800 nm, 4 mJ, 35 fs, 1 kHz) is focused into a semi-infinite gas cell filled with 120 Torr of neon, where the intense electric field at the focal point generates a ~15 fs XUV pulse with a broad spectrum spanning 50 to 90 eV. Residual driving laser photons are attenuated by a Si mirror and a 100 nm thick Al filter. XUV photons are collected in transmission mode and dispersed by a diffraction grating onto an array CCD detector. The spectrometer resolution is 0.6 eV FWHM as measured from the atomic absorption lines of Xe. A secondary output from the driving laser is sent through a non-collinear optical parametric amplifier (TOPAS-White) to generate the pump pulse (35 fs, 535 nm). The instrument response time is 40 fs FWHM, as determined by measuring the rise of α-Fe2O3 transient absorption features. Samples were deposited as ~100 nm thick films on Si3N4 substrates. Further experimental details can be found in Sections S1 and S3 of the Supporting Information.

**Ligand-field multiplet theory simulations:** The procedure for computing LFM theory simulations of M2,3-edge spectra of metal-centered excited states using a modified version of the program CTM4XAS has been described in a previous publication. The identities of the eigenstates of the Hamiltonian are assigned by expanding the spin-orbit coupled states in terms of pure-spin basis functions. M2,3-edge stick spectra are computed between eigenstates of 3p63dN and 3p63dN+1 configurations. Each transition is broadened by a Lorentzian whose width is determined by computing the Auger decay rate of the corresponding 3p63dN+1 state. A floor of 1.0 eV is imposed to account for other decay channels. The transitions are further broadened by a Gaussian with σ=0.2 eV to account for finite instrumental resolution.

The simulated spectrum of the 1A1g state of FeII has been rescaled to 60% of the computed intensity in accordance with the experimentally observed intensity difference in the spectra of the 1A1g and 2T2g states of Fe[H2B(pz)2]2(bpy). Simulated difference spectra of FeII metal-centered excited states are computed by subtracting the simulated absorption spectrum of the 1A1g state from those of the excited states. The difference spectrum of MLCT excited state is computed as the difference of the simulated spectrum of the 2T2g state of FeIII (rescaled to 60%) minus that of the 1A1g state of FeII. All spectra are shifted along the energy axis to place the degeneracy-weighted average transition energy at 56.4 eV for the 1A1g state, at 55.2 eV for all FeII metal-centered excited states and at 56.2 eV for the FeIII 2T2g state.
Results and Discussion

Ground-State Spectra: XUV spectroscopy is performed using a tabletop laser-based source that produces a broad XUV continuum spanning the range from 50 to 90 eV (see Experimental section). The ground-state spectrum of Fe(phen)₃⁺ is typical of low-spin FeII complexes, and features three peaks of approximately equal height at 58.7, 61.5, and 68.0 eV (Figure 1). To demonstrate the spin sensitivity of M-edge XANES and to estimate the transient spectrum upon spin crossover, we recorded the temperature-dependent ground-state spectra of the thermal spin crossover complex Fe[H₂B(pz)₃]·(bpy). This model complex switches from a low-spin singlet to a high-spin quintet at 150 K. As shown in Figure 1A, the low-spin spectrum recorded at 85 K is similar to that of Fe(phen)₃⁺, with only minimal shifts in the peak positions. The HS spectrum recorded at room temperature is redshifted and approximately three times as intense, with a major peak at 57.5 eV and a shoulder at 55.6 eV. As is commonly observed in L-edge spectroscopy (2p→3d excitation), HS spectra are generally redshifted from their LS analogues due to additional exchange stabilization of the HS core-hole state.

These spectra can be understood with the aid of the correlation diagram in Figure 1B, which is analogous to the Tanabe-Sugano diagrams used to interpret d-d excitations. The XUV probe measures transitions between the 3p⁶3d⁶ ground-state and 3p⁶3d⁷ core-hole excited states. On the high-spin, weak-field (left) side of this diagram, transitions are allowed from the 3D-derived ground state to a closely-spaced group of 3F- and 3D-derived states at ~55 eV and another group of 3D- and 3p-derived states at ~58 eV. On the low-spin, strong-field (right) side of the diagram, the electronic state is better described by Mulliken term symbols within octahedral symmetry. Transitions are allowed between the 1A₁g ground state and three 2T₁g core-hole states; the transitions appear at approximately 58, 62, and 65 eV. The position of each peak depends on the ligand field splitting 10Dq, making the spectrum a sensitive probe of the ligand field strength. Spin-orbit coupling is included in the actual spectral simulations, but is weak enough to be omitted in this qualitative description.

Transient M-edge XANES and Kinetic Modeling: The femtosecond dynamics of Fe(phen)₃⁺ were measured by photoexciting the sample at its MLCT band with a 35 fs, 535 nm pump and probing with a 15 fs broadband XUV probe (see Materials and Methods for a detailed description of the instrument). Figure 2A shows a contour plot of the transient absorption spectrum, where ΔA = −log₁₀(I_pump_on/I_pump_off). Spectroscopic slices at selected delay times are shown in Figure 2C. The IRF-limited initial state (as shown by the 30 fs slice) has a weak, broad positive feature between 53 and 62 eV. By 100 fs, a peak rises at 57.0 eV with a shoulder at 61.0 eV and a small isolated peak at 64.0 eV. Over the next ~400 fs the peak at 57.0 eV rises further and develops a clear shoulder at 54.5 eV, and the peak at 64.0 eV disappears. A broad bleach from 65 to 75 eV also appears on this timescale. Beyond 500 fs, the shape of the difference spectrum closely resembles the high-spin/low-spin thermal difference
The similarity confirms that photoexcited Fe(phen)$_3^{2+}$ converts into a long-lived high-spin state.

Kinetic slices at select energies are shown in Figure 2D, with the data shown as open symbols; fits with and without the $^3T$ intermediate (discussed below) are shown as solid and dashed lines, respectively. Both the 57.0 eV peak and 54.5 eV shoulder show clear oscillations with a period of ~250 fs. The relative amplitude of the oscillation is strongest at 54.5 eV, where it is 25% of the average signal. The peak at 64.0 eV rises to a maximum at 90 fs before decaying to near baseline by 400 fs. This rise is considerably delayed compared to the 40 fs FWHM instrumental response function, indicating that this signal is not due to the directly pumped $^1MLCT$ state or the rapidly-formed $^3MLCT$ state.

The M-edge XANES spectrum is not sensitive to ferro/antiferromagnetic coupling between the metal and ligand spins, so the singlet and triplet MLCT states are expected to have identical spectra in this energy range.

Two different kinetic models were used to perform global fits of the transient M-edge XANES spectra of Fe(phen)$_3^{2+}$ vs. time: (1) a three-state kinetic model that includes an intermediate (presumably $^3T$) state, i.e., $^{1,3}MLCT \rightarrow ^3T \rightarrow ^5T_{2g}$, and (2) a two-state kinetic model that excludes this intermediate state, i.e., $^{1,3}MLCT \rightarrow ^5T_{2g}$. In both models, the final $^5T_{2g}$ state has an additional damped oscillatory component. The process of spin crossover accompanied by vibrational coherence is modeled using a spin-boson
model in which the transitions between electronic states are treated phenomenologically as first-order processes.\textsuperscript{7,23} Time zero was determined from concurrently-measured transient absorption spectra of $\alpha$-Fe$_2$O$_3$, which exhibits a IRF-limited population of a ligand to metal charge transfer (LMCT) state.\textsuperscript{13} Additional details about the models used here, including explicit expressions of the modeled signal as a function of time, energy, and fit parameters, are included in Section S4 of the supporting information.

Fitting to the three-state model gave decay lifetimes of $\tau_1 = 169.8 \pm 0.5$ fs for the $^{13}$MLCT state and $\tau_2 = 40.0 \pm 0.5$ fs for the $^{3}$T intermediate. Errors are reported as $\pm 1\sigma$ uncertainties of the fit; note that the fit algorithm partitions the uncertainty between the time constants and the spectral components. The MLCT lifetime matches well with the range of reported lifetimes for MLCT states of related systems,$^{8,10,21,24,25}$ and $\tau_2$ is in reasonable agreement with the value determined for Fe(bpy)$_2^{2+}$ by Fe K$\beta$-edge emission ($70 \pm 30$ fs).\textsuperscript{8}

The period of oscillation of the final $^{5}$T$_{2g}$ state is $250 \pm 0.3$ fs, corresponding to a frequency of $133 \pm 0.2$ cm$^{-1}$. This frequency is ~15% higher than that of the $^{11}$6 cm$^{-1}$ fully symmetric breathing mode of HS Fe(phen)$_2^{2+}$ predicted by density functional theory (DFT) calculations (See supporting information Section S9 for computational details). A difference of a similar magnitude between the observed coherent oscillation frequency and DFT-predicted vibrational
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**Figure 3** A) Population of each species, and amplitude of the oscillatory component of the $^{5}$T$_{2g}$ spectrum, as a function of time. B) Spectral components of the global fit to the $^{13}$MLCT$\rightarrow^{3}$T$\rightarrow^{5}$T$_{2g}$ model. Error bars on the spectra represent $\pm 1\sigma$ uncertainty of the fit. C) Ligand field multiplet simulations of the $^{5}$T$_{2g}$ state as a function of the ligand field strength 10D$q$. The inset shows the coherent oscillation on the $^{5}$T$_{2g}$ potential energy surface and the inverse relationship between the Fe-N distance and 10D$q$. D) Ligand field multiplet simulations of the transient spectra using the program CTM4XAS. The simulations are excellent qualitative matches for the experimental components in (B), in particular the 64 eV peak indicative of the $^{3}$T intermediate.
frequency has been reported for crystalline Fe(phen)$_2$(NCS)$_2$ (expt. 116 cm$^{-1}$ vs DFT 96 cm$^{-1}$).$^{26,27}$ In both cases, the discrepancies between the computed and experimental frequencies are probably due to solid-state packing effects.

The vibrational coherence of the final $^3T_{2g}$ state has a damping time of 0.66 ± 0.01 ps. The damping rate of vibrational coherence in condensed phases is highly variable. Our value, measured from an amorphous/nanocrystalline sample, falls within the range previously measured from solution samples (e.g., 0.4 – 1 ps depending on wavelength),$^{3,24}$ liquid jet samples (320 fs),$^{10}$ and crystalline solid samples (0.166 ps)$^{27}$ of related compounds. The time-dependent state populations and spectroscopic components obtained from this three-state fit are shown in Figure 3A and B. Reconstructed kinetic traces (Figure 2D) closely match the experimental results.

The two-state model without the $^3T$ intermediate fits the spectroscopic features at 54.5, 57.0, and 67.0 eV equally well, but the $^3T$ state is required to reproduce the 64.0 eV feature. For this reason, we will confine the rest of the present discussion to the three-state model with the $^3T$ intermediate. A detailed discussion of the two-state model is given in Section S6 of the Supporting Information, along with a comparison of the residual from each fit.

Additional information about the species formed upon photoexcitation of Fe(phen)$_2$(NCS)$_2$ is provided by the shapes of the spectral components deduced from the fit to the three-state model. As shown in Figure 3B, the spectrum of the MLCT state is quite weak, featuring a slight positive feature between 51 and 55 eV and a slight negative feature between 55 and 60 eV. As discussed in Section S8 of the Supporting Information, the low intensity of this transient spectrum is explained by a coincidental similarity between the $^1A_{1g}$ ground state and Fe$^{III}$ $^3T_{2g}$ MLCT spectra. The fit also shows that the $^3T$ component has an intense positive feature at 57.0 eV, a shoulder at 60.0 eV, and a strong positive peak between 63 and 67 eV. Finally, the spectrum of the $^3T_{2g}$ component matches the 1 ps spectrum shown in Figure 2B, and the oscillatory component has two negative peaks at 54.7 and 56.8 eV.

These experimental components match ligand field multiplet (LFM) simulations carried out with the program CTM4XAS (Figure 3D). The extracted $^3T_{2g}$ spectrum agrees well with the corresponding simulation, which contains strong positive features at 54.8 and 57.4 eV and a broad bleach from 61-70 eV. The $^3T_{1g}$ simulation has peaks at 57.6 and 63.9 eV, which agree almost exactly with the spectrum of the intermediate deduced from the fit to the three-state model. As shown in Section S7 of the Supporting Information, a simulation of the $^3T_{2g}$ transient spectrum is also a good match to experiment, so this experiment cannot confidently distinguish between the two triplet states. In either case, the experimental spectrum is more intense than what LFM simulations suggest. In view of the rapid excited-state dynamics, which especially in the case of the $^3T$ intermediate permit only a single passage through the transition state to $^5T_{2g}$, the first-order kinetic model used here will underestimate the population of the intermediate and overestimate its spectral contribution.$^{28}$

As noted above, a vibrational coherence with a period of 250 fs is observed on the $^3T_{2g}$ surface. The spectrum of this oscillation serves as a fingerprint for the structural distortion activated by the spin crossover event. The most prominent structural difference between the Franck-Condon geometry and the relaxed $^3T_{2g}$ geometry is the fully-symmetric expansion of the Fe-N cage, which in the computational framework used here is modeled as a decrease in the ligand field strength 10Dq. As shown in Figure 3C, the intensities of the 54.5 eV shoulder and 57.0 eV peak are inversely correlated with the ligand field strength. Therefore, a vibrational wavepacket launched on the compressed side of the Fe-N potential surface (large 10Dq) will initially have low absorbance at these energies, and the signal at these energies will reach a maximum one half-period later at the outer turning point. This prediction is confirmed by the negative amplitude of the fitted oscillatory component in Figure 3C, which is an excellent match for the simulated component in Figure 3D. Note that the kinetic model used in the fit properly accounts for the phase of the vibrational wavepacket: for example the portion of the $^3T_{2g}$ population that is launched at time $t$ will be out of phase with the portion of the population launched at time ($t + 125$ fs), and their oscillatory components will cancel via destructive interference. Figure 4 summarizes the full excited-state relaxation dynamics.
Prospects for M-edge XANES studies of metal-centered photophysics: Much of the success in designing new Fe\textsuperscript{II} chromophores derives from increased understanding of the excited state potential energy surfaces and their crossing points. Intramolecular vibrational relaxation within each electronic state competes with intersystem crossing between states, so small changes in these surfaces, or in the initial photoexcitation conditions, may lead to large changes in the photophysics. A striking example of this fine-tuning was recently reported by Chábera et al. for the Fe\textsuperscript{II} carbene complex Fe(btz)\textsubscript{3}, in which the excited-state dynamics depend sensitively on the excitation wavelength.\textsuperscript{29} Although excitation of this molecule into high-energy MLCT bands at wavelengths shorter than 690 nm showed a competition between intramolecular vibrational relaxation (IVR) and intersystem crossing (ISC) to a \textsuperscript{3}MC state, molecules excited into the lowest MLCT band at 825 nm lack sufficient vibration energy to cross the barrier to the thermodynamically favorable \textsuperscript{3}MC state. A similar conceptual framework was employed to design an Fe\textsuperscript{III} carbene complex with a 2 ns LMCT lifetime; again the system is kinetically trapped and unable to access a lower-energy metal-centered state.\textsuperscript{30}

These conceptual and synthetic advances emerged in parallel with new spectroscopic techniques, from the use of femtosecond visible-light spectroscopy to measure the initial ISC and thermalization of the \textsuperscript{1,3}MLCT state,\textsuperscript{22,31} to the development of X-ray fluorescence as a spin-selective probe of metal-centered states.\textsuperscript{32,33} In the work presented here, we establish tabletop femtosecond M-edge XANES as a powerful tool for measuring the ultrafast dynamics of spin crossover. The spin sensitivity of the higher-energy technique of L-edge XANES (2p→3d transitions) has been demonstrated for this class of molecules,\textsuperscript{21,34} although a shortage of femtosecond soft X-ray beamlines has made that technique inaccessible to most researchers.

In both M- and L-edge spectroscopy, the strong angular momentum-dependent Coulomb and exchange interactions between the 3p/2p core-hole and the 3d valence electrons lead to qualitatively distinct spectra for different spin states. These clear spectroscopic signatures make identification of intermediate states relatively straightforward. M-edge spectra are especially intuitive and can be described using traditional ligand field theory, and their sensitivity to ligand field strength and symmetry provides a fingerprint for specific normal modes in excited-state vibrational wavepackets.

The 40-fs time resolution in this experiment is readily achievable using modern Ti:sapphire amplifiers, and the in-lab instrument allows state-specific spectroscopy to keep up with new molecular design strategies. One significant limitation of the XUV probe is the short penetration depth, which has so far limited transient absorption spectroscopy to thin-film or gas-phase samples, thus limiting opportunities to study important contributions of solvation.\textsuperscript{35} This restriction may soon be lifted by new developments in liquid sheet-jet delivery systems, which have been shown to provide stable, thickness-tunable platforms for spectroscopy in the hard and soft X-ray spectroscopic regions.\textsuperscript{36,37}

Conclusion

In this work, we use M-edge XANES spectroscopy to show that photoexcitation of the MLCT transition of Fe(phen)\textsubscript{3}\textsuperscript{2+} forms a metastable \textsuperscript{3}T\textsubscript{2g} state via a \textsuperscript{3}T intermediate. This intermediate state is conclusively identified on the basis of ligand field multiplet simulations of the extracted excited state spectrum. We also observed coherent oscillations consistent with vibrational relaxation on the \textsuperscript{3}T\textsubscript{2g} potential energy surface, and the spectrum of this oscillation fingerprints the Fe-N symmetric stretch activated by spin crossover. The rich information in M- and L-edge XANES, combined with the increasing accessibility of tabletop sources, makes transient studies in the XUV spectral region a powerful tool for resolving ultrafast photophysics of transition metal complexes.
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S1 Additional data collection and experimental details

The instrument layout is shown in Figure S1A. A typical spectrum of the probe beam is shown in Figure S1B. At the sample position, the probe beam size was measured using a knife-edge scan to be 80 μm FWHM and the pump beam set to be ~200 μm FWHM. The sample was pumped at 3.5 mJ/cm$^2$, corresponding to ~12% excitation per pulse. This excitation fraction is calculated using the known pump fluence and the sample absorbance at 535 nm. Nitrogen gas cooling was employed to avoid sample heating and damage. Neither pump-induced nor XUV-induced damage was observed under these conditions, confirmed by periodically comparing ground state absorption of a pumped area on the sample to a pristine area. During processing, ~10% of scans were discarded due to fluctuations in the XUV probe. The spectral region from 65-67 eV was averaged and any single scan which differed from the average by ± 4 mA was discarded. This data set was collected over three days for a total of ~30 hours of data collection including concurrent α-Fe$_2$O$_3$ transient absorption.
True time zero drifts by ~40 fs over the course of the experiment due to room temperature fluctuations. We accounted for this drift by measuring the IRF-limited rise of the LMCT signal in α-Fe₂O₃ every 3-4 hours. Transient absorption spectroscopy of Fe(phen)₃ is collected in 40-minute increments, and the time axis for each such run is corrected by interpolating between the α-Fe₂O₃ references. A kinetic trace of α-Fe₂O₃ used to determine t₀ and the width of the IRF is shown in Figure S2A, with a representative day of data collection shown in Figure S2B. The full Fe(phen)₃ data set is then binned in 10 fs intervals for the first 300 fs and in 25 fs intervals thereafter. To account for changes in pump fluence over multiple days of data collection, each data run was scaled by a factor to set the average of the main high-spin peak (56.5-57.5 eV) between 500-1000 fs to 13 mA.
S2 Thermal Spin-Crossover of Fe(H₂B(pz)₂)₂bpy

Fe(H₂B(pz)₂)₂bpy was synthesized according to published procedures.² The sample consisted of a ~150 nm thick film deposited on a 100 nm Si₃N₄ free-standing membrane by vacuum sublimation. To collect variable temperature M₂,3-edge spectra, a thin film of Fe(H₂B(pz)₂)₂bpy was loaded into a home-built bath cryostat, with a temperature range of 85 – 300 K. An aluminum sample cell is attached to a liquid nitrogen filled cold finger via a small copper rod, with an aluminum flange making up the base of the cold finger to increase heat transfer to the sample cell. The cold finger is attached to a 3-axis manipulator out of vacuum which moves the sample into the XUV beam path. Spectra were collected at 295 (HS) and 85 (LS) K using the same sample on the same day.

S3 Sample preparation of Fe(phen)₃(SCN)₂

Thin films of Fe(phen)₃(SCN)₂ were prepared by reactive sublimation of Fe(phen)₂(NCS)₂ as described by Ellingsworth et al.³ Fe(phen)₂(NCS)₂ powder was loaded into a boron nitride crucible and loaded into a homebuilt vacuum sublimation chamber. The chamber was pumped down to a pressure of ~1x10⁻⁵ Torr and the crucible heated to 300 °C. UV-Vis spectra of the films were then recorded to confirm the complex was deposited as Fe(phen)₃(SCN)₂ and to estimate sample thickness (Figure S3).

Figure S2: A) Fit (red) of the bleach seen in the transient data (black) of α-Fe₂O₃ pumping at 535 nm. This fit was used to extract t₀ for Fe(phen)₃²⁺ runs. B) Determination of t₀ for Fe(phen)₃²⁺ runs (red circles) by linearly interpolating between α-Fe₂O₃ runs throughout the day (black squares).
S4 Spin boson model of visible-pump XUV-probe response

The spin-boson model used here (and the nomenclature below) is adapted from Nitzan.\(^4\) Let us first consider the general case of the linear absorption spectrum from a coherent state that consists of a manifold of \(N\) closely spaced nondegenerate eigenfunctions (denoted \(|n\rangle\) with eigenvalues \(E_n\)) and energetically separated upper states (denoted \(|c\rangle\) with eigenvalues \(E_c\) such that \(E_c \gg E_n\) for any \(n\) or \(c\)). In this basis, the Hamiltonian is given by \(H = \sum_n E_n |n\rangle\langle n| + \sum_c E_c |c\rangle\langle c|\) and the density matrix describing this coherent state is \(\hat{\rho} = \sum_{m,n=1}^{N} \rho_{mn} |m\rangle\langle n|\). The density matrix is assumed to evolve slowly so that it is assumed to be constant on the time scale of \(n \rightarrow c\) transitions.

In the relevant spectral region the transition dipole moment operator is given by \(\hat{\mu} = \sum_{n,c} \mu_{nc} |n\rangle\langle c| + |n\rangle\langle c|\). Let \(\hat{\mu}(t) = e^{i\frac{Ht}{\hbar}} \hat{\mu} e^{-i\frac{Ht}{\hbar}}\).

The linear absorbance is then given by \(\alpha(\Omega) = \text{Im} \left[ \int_0^\infty \chi(t) e^{i\Omega t} dt \right]\) where \(\chi(t) = \frac{i}{\hbar} \text{Tr} \{ [\hat{\mu}(t), \hat{\mu}] \hat{\rho} \}\) is the dipole correlation function and \(\Omega\) is the angular frequency.

It can be shown that \(\chi(t) = \frac{i}{\hbar} \text{Tr} \{ [\hat{\mu}(t), \hat{\mu}] \hat{\rho} \} = \frac{1}{\hbar} \sum_{n,c} \sin \left( \frac{E_{cn}}{\hbar} t \right) \mu^2_{nc} \rho_{nn} - \frac{2}{\hbar} \sum_{m>n,c} \left( \text{Im} \left( \rho_{nm} e^{i\frac{E_{mc}}{\hbar}} \right) \right) \mu_{nc} \mu_{mc}\) where \(E_{ab} = E_a - E_b\).

Therefore, \(\alpha(\Omega) = \frac{1}{\hbar} \sum_{n,c} \mu^2_{nc} \rho_{nn} L \left( \Omega - \frac{E_{cn}}{\hbar} \right) + \frac{2}{\hbar} \sum_{m>n,c} \mu_{nc} \mu_{mc} \text{Re} \left( \rho_{nm} \right) \left[ L \left( \Omega - \frac{E_{cn}}{\hbar} \right) + L' \left( \Omega - \frac{E_{cn}}{\hbar} \right) \right] \), where \(L(\Omega) = \frac{\Gamma/2}{\Omega^2 + \Gamma^2}\) and \(L'(\omega) = \frac{\Omega/2}{\Omega^2 + \Gamma^2}\) and \(\Gamma\)
is the intrinsic linewidth of $n \rightarrow c$ transitions. Note here that emissive components such as $L \left( \omega + \frac{E_{en}}{h} \right)$ have been omitted. If the interlevel spacing between $|n\rangle$ is small compared to $\Gamma$, then $|L' \left( \Omega - \frac{E_{en}}{h} \right)| - L' \left( \Omega - \frac{E_{en}}{h} \right) \leq \frac{|E_m - E_n|}{\hbar \Gamma^2} \approx 0$. This approximation holds for the M-edge transitions in this work, where $|n\rangle$ are eigenfunctions of a ligand cage breathing mode of about 100-200 cm$^{-1}$ and $\Gamma = 10^3$-$10^4$ cm$^{-1}$ for the linewidth of each XUV absorption peak.

Therefore, the absorption spectrum is given by

$$
\alpha(\Omega) = \frac{2}{\hbar} \sum_n \mu_{nc}^2 \rho_{nn} \left( \Omega - \frac{E_{en}}{h} \right) + \frac{4}{\hbar} \sum_{m>n} \mu_{nc} \mu_{mc} \text{Re} \left( \rho_{nm} \right) L \left( \Omega - \frac{E_{en}}{h} \right) \text{or}
$$

$$
\alpha(E) = \frac{2}{\hbar} \sum_n \mu_{nc}^2 \rho_{nn} L \left( E - E_{en} \right) + \frac{4}{\hbar} \sum_{m>n} \mu_{nc} \mu_{mc} \text{Re} \left( \rho_{nm} \right) L \left( E - E_{en} \right) \text{in terms of energy.}
$$

Let us now consider the case of pump-probe response of vibronic spin-crossover system. We denote the MLCT state as State 0, the intermediate as State 1, and the $^5T_{2g}$ state as State 2. We only consider the vibronic levels of State 2, denoted as States 2n for $n=0,1,...$. We assume that the density matrix is of the following form

$$
\rho_{mn} = \begin{pmatrix}
\rho_{0,0} & 0 & 0 & 0 & \cdots \\
0 & \rho_{1,1} & 0 & 0 & \cdots \\
0 & 0 & \rho_{20,20} & \rho_{20,21} & \cdots \\
0 & 0 & \rho_{21,20} & \rho_{21,21} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
$$

More specifically, we assume that there is no coherence between States 0 and 1, between State 0 and any of States 2n or between State 1 and any of States 2n.

The time evolution of $\hat{\rho}$ is given by the phenomenological master equation as follows:

$$
\frac{d\rho_{0,0}}{dt} = -\frac{1}{\tau_1} \rho_{0,0} + \text{IRF}(t; \sigma)
$$

$$
\frac{d\rho_{1,1}}{dt} = -\frac{1}{\tau_2} \rho_{1,1} + \frac{1}{\tau_1} \rho_{0,0}
$$

$$
\frac{d\rho_{2m,2n}}{dt} = \left( i (m - n) \omega - \frac{1}{\tau_d} \right) \left( 1 - \delta_{mn} \right) \rho_{2m,2n} + \frac{A_{mn}}{\tau_2} \rho_{1,1}
$$

where $\text{IRF}(t; \sigma) = \frac{1}{\sqrt{2\pi} \sigma} e^{-t^2/2\sigma^2}$ is the instrument response function, $\omega = \frac{2\pi}{T}$ is the fundamental angular frequency of the vibrational levels, $T$ is the fundamental oscillation period, $\tau_d$ the damping time and $\hat{A} = \sum_m A_{mn} |2m\rangle\langle 2n| = \sum_m \langle 2m | 1 \rangle \langle 1 | 2n \rangle |2m\rangle\langle 2n|$ is the projection of the intermediate state onto the vibronic states $|2n\rangle$.

To simplify the explicit expressions of the density matrix elements and the overall difference spectrum, we define the following functions:

$$
u_g(t; \sigma) = u(t) * \text{IRF}(t; \sigma) = \frac{1}{2} \left( 1 + \text{erf} \left( \frac{t}{\sigma \sqrt{2}} \right) \right)
$$
\[
\exp_g(t; \tau, \sigma) = \left[ u(t) e^{-t/\tau} \right] \ast \text{IRF}(t; \sigma) = \frac{1}{2} e^{-\frac{\left(t - \sigma^2/\tau\right)^2}{\pi \tau^2}} \left[ 1 + \text{erf}\left(\frac{t - \sigma^2/\tau}{\sigma \sqrt{2}}\right) \right]
\]

\[
\cos_g(t; T, \tau, \phi, \sigma) = \left[ u(t) e^{-t/\tau} \cos\left(\frac{2\pi}{T} t + \phi\right) \right] \ast \text{IRF}(t; \sigma)
\]

\[
= \frac{e^{-2\pi^2 \sigma^2/T - t/\tau}}{2} \text{Re} \left[ e^{i(\frac{2\pi}{T} t + \phi)} \left( 1 + \text{erf}\left(\frac{tT - (2\pi i - T)\sigma^2}{T \sigma \sqrt{2}}\right) \right) \right]
\]

where \(u(t)\) is the step function and \(\text{erf}(t)\) is the error function.

Using these expressions, the solutions to the first two equations can be expressed as \(\rho_{0,0}(t) = \exp_g(t, \tau_1; \sigma)\) and \(\rho_{1,1}(t) = \frac{\tau_2}{\tau_2 - \tau_1} \left[ \exp_g(t, \tau_2; \sigma) - \exp_g(t, \tau_1; \sigma) \right]\). The corresponding contributions to the difference spectrum are \(\alpha_0(E, t) = S_0(E)\rho_{0,0}(t)\) and \(\alpha_1(E, t) = S_1(E)\rho_{1,1}(t)\), where \(S_0(E) = \frac{2}{\hbar} \sum c \mu_{0c}^2 L(E - E_{c0})\) and \(S_1(\Omega) = \frac{2}{\hbar} \sum c \mu_{1c}^2 L(E - E_{c1})\) are difference spectra of the MLCT state and State 1. \(S_0(\Omega)\) and \(S_1(\Omega)\) are treated as vectors of free parameters.

Solving the third equation gives that \(\rho_{2n,2n}(t) = A_{nn} u(t) \ast \rho_{1,1}(t)/\tau_2\) for the diagonal elements and \(\rho_{2m,2n}(t) = A_{mn} \left[ e^{i(m-n)\omega t} u(t) \right] \ast \rho_{1,1}(t)/\tau_2\) for the coherences where \(u(t)\) is the step function.

The contribution to absorption spectrum from the \(^5T_{2g}\) state is then

\[
\alpha_2(E, t) = \frac{2}{\hbar} \sum_{n,c} \mu_{nc}^2 A_{mn} u(t) \ast \rho_{1,1}(t) L(E - E_{c,2n})/\tau_2 + \frac{4}{\hbar} \sum_{m>n} \mu_{nc} \mu_{mc} \text{Re}(A_{mn} \left[ e^{i(m-n)\omega t - t/\tau_d} u(t) \right] \ast \rho_{1,1}(t)/\tau_2) L(E - E_{c,2n}).
\]

If only coherences between neighboring levels are included, then

\[
\alpha_2(E, t) = \frac{2}{\hbar} \sum_{n,c} \mu_{nc}^2 A_{mn} u(t) \ast \rho_{1,1}(t) L(E - E_{c,2n})/\tau_2 + \frac{4}{\hbar} \sum_{n,c} \mu_{nc} \mu_{n+1,c} \text{Re}(A_{n+1,n} \left[ e^{i\omega t - t/\tau_d} u(t) \right] \ast \rho_{1,1}(t)/\tau_2) L(E - E_{c,2n}).
\]

Separating the time-dependent and energy-dependent parts gives, \(\alpha_2(E, t) = S_2(E) \rho_{2,2}(t) + S_3'(E) \rho'(t)\). The time-dependent factors are

\[
\rho_{2,2}(t) = u_g(t; \sigma) - \frac{\tau_2}{\tau_2 - \tau_1} \exp_g(t, \tau_1; \sigma) + \frac{\tau_1}{\tau_2 - \tau_1} \exp_g(t, \tau_2; \sigma), \rho'(t) = \frac{1}{\tau_2 - \tau_1} \left[ \exp_g(t, \tau_2; \sigma) \cos\phi_x \right] - \exp_g(t, \tau_1; \sigma) \frac{\cos\phi_1}{R_1},
\]

where \(R_x = \sqrt{(1/\tau_d - 1/\tau_x)^2 + (2\pi F)^2}\) and \(\phi_x = \text{Arg}\left(\frac{2\pi F^2}{\tau_d} + \left(i(1/\tau_d - 1/\tau_x)\right)^2\right)\) for \(x = 1, 2\). The energy-dependent factors are

\[
S_2(E) = \frac{2}{\hbar} \sum_{n,c} \mu_{nc}^2 L(E - E_{c,2n})\] and \(S_3(E) = \frac{4}{\hbar} \sum_{n,c} \mu_{nc} \mu_{n+1,c} L(E - E_{c,2n})\), corresponding to the
difference spectrum of the $^5T_{2g}$ state and the energy-dependent oscillation amplitude which is equal to twice the difference between the Frank-Condon spectrum and the averaged spectrum of $^5T_{2g}$.

In summary, the model of visible-pump-XUV-probe responses is given by $S(E, t) = S_0(E)\rho_{0,0}(t) + S_1(E)\rho_{1,1}(t) + S_2(E)\rho_{2,2}(t) + S_3(E)\rho'(t)$, having four scalar parameters $\tau_1, \tau_2, T$ and $\tau_d$ and four vectorial parameters $S_0(E), S_1(E), S_2(E), S_3(E)$.

S5 Exploration of fitting parameter space by random sampling

In order to assess the extent to which our choice of starting parameters is biasing the result of the fit, we conducted a broad exploration of the parameter space by initiating least squares refinement from randomly generated starting conditions. Least squares refinement was carried out using a method based on the variable projection method of Golub and Pereya$^5$. Here, we will give a brief description of the method.

Let $Y$ be a matrix containing the pump-probe signals with each row being a difference spectrum at the corresponding delay time. Let $W$ be a matrix containing inverses of the standard errors of pump-probe observations. Let $A(\vec{a})$ be a matrix containing the time-dependent part of the model i.e. a row $j$ of $A(\vec{a})$ is $[\rho_{0,0}(t_j) \rho_{1,1}(t_j) \rho_{2,2}(t_j) \rho'(t_j)]$. The kinetic parameters of the model are absorbed into the vector argument i.e. $\vec{a} = [\tau_1 \tau_2 T \tau_d]$. The spectral parameters are absorbed into the matrix $S = [S_0(E) \ S_1(E) \ S_2(E) \ S_3(E)]$ where the rows range over the energy points.

The goal is then to find the optimal $\vec{a}$ and $S$ that minimize $\| (Y - A(\vec{a})S^T) * W \|_F^2$ where $\| \cdot \|_F^2$ denotes Frobenius 2-norm and $*$ denotes element-wise product. It can be shown that given a fixed $\vec{a}$, the corresponding optimal is given by $S^*(\vec{a}) = [\vec{s}_1^*(\vec{a}) \ \vec{s}_2^*(\vec{a}) \ \cdots \ \vec{s}_j^*(\vec{a}) \ \cdots]^T$ where $\vec{s}_j^*(\vec{a}) = A^{(j)+}(y_j * w_j)$, $A^{(j)} = \text{diag}(w_j)A(\vec{a})$, $y_j$ (and $w_j$) are the $j$'th column of $Y$ (and $W$), and $(\cdot)^+$ denotes the Moore-Penrose inverse. Therefore, the problem is reduced to finding the optimal $\vec{a}$ that minimizes $\| (Y - A(\vec{a})S^*(\vec{a})^T) * W \|_F^2$.

This algorithm was implemented using the SciPy (version 1.2.1) package running on Python 2.7.15. Randomized starting parameters were drawn from uniform distributions (Table S1).

Table S1 Ranges of the uniform distributions of the kinetic parameters

<table>
<thead>
<tr>
<th></th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$ (fs)</td>
<td>10 – 300</td>
</tr>
<tr>
<td>$\tau_2$ (fs)</td>
<td>10 – 300</td>
</tr>
<tr>
<td>$T$ (fs)</td>
<td>201 – 299</td>
</tr>
<tr>
<td>$\tau_d$ (fs)</td>
<td>300 – 2000</td>
</tr>
</tbody>
</table>

One hundred trials were carried out. The outcomes fall into five classes (Table S2). The vast majority of trials converged to either of two classes of outcomes (classes 3 and 4) corresponding to inverted kinetics ($\tau_1 > \tau_2$) and non-inverted kinetics, respectively. The fits from Class 3 are used in the main text, as the inverted kinetic description is standard in the literature of Fe$^{II}$ spin crossover.
Table S2 Summary of random trial outcomes

<table>
<thead>
<tr>
<th>Class</th>
<th>Average parameters</th>
<th>Average cost</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\tau_1 = 178 \text{ fs}, \tau_2 = 2 \text{ fs}, T' = 268 \text{ fs}, \tau_d = 411 \text{ fs}$</td>
<td>105863</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>$\tau_1 = 88 \text{ fs}, \tau_2 = 88 \text{ fs}, T' = 417 \text{ fs}, \tau_d = 114 \text{ fs}$</td>
<td>103325</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>$\tau_1 = 170 \text{ fs}, \tau_2 = 40 \text{ fs}, T' = 250 \text{ fs}, \tau_d = 657 \text{ fs}$</td>
<td>100847</td>
<td>50</td>
</tr>
<tr>
<td>4</td>
<td>$\tau_1 = 40 \text{ fs}, \tau_2 = 170 \text{ fs}, T' = 250 \text{ fs}, \tau_d = 657 \text{ fs}$</td>
<td>100847</td>
<td>47</td>
</tr>
<tr>
<td>5</td>
<td>Failed to converge</td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

The component spectra corresponding to the MLCT state, the $^5T_{2g}$ state and the oscillation amplitude attained in class 3 and class 4 outcomes are exactly superimposable. The component spectra corresponding to the $^3T$ state differ in magnitude but the shape is largely identical (Figure S4).

![Figure S4 Component spectra attained in class 3 and class 4 outcomes](image)
S6 Kinetic modeling results neglecting the triplet contribution

The component spectra extracted using a kinetic model analogous to that described in Section S4 but with triplet deleted are shown below (Figure S5 right). The component spectrum of the $^{5}T_{2g}$ state is nearly identical to that extracted from the full model, whereas those of the oscillation amplitude and the MLCT state differ slightly in the region around 65 eV.

![Component spectra extracted from kinetic models with or without triplet](image)

The residual maps (reconstruction minus experiment) of the models and energy slices at select times are shown in Figure S6. It is clear that the model without the triplet is unable to fully account for the pump-probe signals around 65 eV, especially at around 10 fs and at around 100 fs (Figure S6D), even with the modifications in the MLCT spectrum and the oscillation amplitude. Including the triplet not only better accounts for the experimental signal around 65 eV at early times, but also leads to an overall reduction in residual (Figure S6A&B).
S7 LFM simulation parameters and simulated spectra of $^3\text{T}_{1g}$ and $^3\text{T}_{2g}$ states

Table S3 LFM simulation parameters

<table>
<thead>
<tr>
<th>State</th>
<th>10Dq (eV)</th>
<th>Fdd scaling</th>
<th>Fpd &amp; Gpd scaling</th>
<th>Horizontal shift (eV)</th>
<th>Intensity scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLCT</td>
<td>2.0</td>
<td>0.625</td>
<td>0.625</td>
<td>56.2</td>
<td>0.6</td>
</tr>
<tr>
<td>$^3\text{T}_{1g}$</td>
<td>2.2</td>
<td>1.0</td>
<td>0.8</td>
<td>55.2</td>
<td>1.0</td>
</tr>
<tr>
<td>$^3\text{T}_{2g}$</td>
<td>2.2</td>
<td>1.0</td>
<td>0.8</td>
<td>55.2</td>
<td>1.0</td>
</tr>
<tr>
<td>$^5\text{T}_{2g}$</td>
<td>0.6</td>
<td>1.0</td>
<td>0.8</td>
<td>55.2</td>
<td>1.0</td>
</tr>
<tr>
<td>$^1\text{A}_{1g}$</td>
<td>2.6</td>
<td>1.0</td>
<td>0.625</td>
<td>56.4</td>
<td>0.6</td>
</tr>
</tbody>
</table>

The parameters used for LFM simulation of difference spectra are in (Table S3). The simulated absorption spectra and difference spectra relative to $^1\text{A}_{1g}$ of $^3\text{T}_{1g}$ and $^3\text{T}_{2g}$ states are shown in Figure S7 and Figure S8. The only major difference between the two is the height and width of the peak around 57 eV.
LFM theory analysis shows that the M_{2,3}-edge spectra of $^3T_{1g}$ and $^3T_{2g}$ states contain three features: two transitions at around 55 eV and at 57 eV that become merged in $^3T_{1g}$ and a transition at around 65 eV. In the weak field limit, the lower energy features are transitions from the $^3H$ term of a free Fe^{2+} ion to a manifold of triplet core-hole excited states whereas the higher energy feature is a transition to a higher $^3G$ term. As the ligand field is increased, the ground and excited configuration states are remixed and
shift slightly in energy, but the overall three-feature structure is preserved (Figure S9). We note that as opposed to the M-edge transitions from the singlet and quintet states (Figure 1B in the main text), the transitions from the triplet states are difficult to describe intuitively, as spin-orbit coupling mixes the closely-spaced core-hole states. For example, whereas in the singlet, the lowest-energy transition on the weak-field side is a combination of $^5F$ and $^5D$, the lowest-energy transition for the triplet is a combination of two $^3H$, three $^3G$, one $^3F$, and one $^3I$ states.

Figure S9 Transition diagram for $^3T$ states
S8 Weak amplitude of MLCT spectrum

The low intensity of the initial photoinduced 1,3MLCT state is caused by a coincidental similarity between the ground state and excited-state spectra. As shown in Figure S10, LFM simulations predict that the M2,3-edge spectrum of the MLCT state would have a three-peak structure similar to that of the 1A1g ground state. Furthermore, because of the increased spin and orbital angular momentum of the MLCT state (FeIII 2T2g) compared to the 1A1g state, the core-hole excited states of the MLCT state experience additional exchange stabilization compared to those of the 1A1g state. This effect tends to red-shift absorption features and counteracts the overall blue-shift that usually accompanies an increase in formal oxidation state. The consequent spectral overlap between the MLCT and 1A1g states leads to the MLCT state having a relatively subdued transient response. This spectrum is also consistent with an initial photoexcitation that is largely ligand-centered (with only partial MLCT character). As the initial MLCT state is widely accepted for Fe(II) polypyrindyl complexes, we consider the ligand-centered explanation unlikely.

![Figure S10: Simulated transient spectrum of the initial 1,3MLCT state. The 1A1g ground state and the 1,3MLCT state have similar spectra, so their difference is close to zero.](image)

S9 Density functional theory calculations

DFT calculations were performed using Gaussian 09. All structures were optimized under B3LYP functional in 6-31G* basis set with pure D basis functions (5D) and ultrafine integration grid.

The optimal atomic coordinates in Angstroms for the singlet and quintet states are listed below

<table>
<thead>
<tr>
<th></th>
<th>Singlet</th>
<th>Quintet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>-2.2E-05</td>
<td>0.00087</td>
</tr>
<tr>
<td>N</td>
<td>1.693302</td>
<td>-0.09575</td>
</tr>
<tr>
<td>N</td>
<td>0.911751</td>
<td>-1.43252</td>
</tr>
<tr>
<td>N</td>
<td>0.786035</td>
<td>1.503648</td>
</tr>
<tr>
<td>C</td>
<td>2.072654</td>
<td>0.610059</td>
</tr>
<tr>
<td>C</td>
<td>3.3195</td>
<td>0.438568</td>
</tr>
<tr>
<td>-----</td>
<td>--------</td>
<td>----------</td>
</tr>
<tr>
<td>C</td>
<td>4.209988</td>
<td>-0.49755</td>
</tr>
<tr>
<td>C</td>
<td>3.847297</td>
<td>-1.26287</td>
</tr>
<tr>
<td>C</td>
<td>2.575256</td>
<td>-1.01561</td>
</tr>
<tr>
<td>C</td>
<td>4.68545</td>
<td>-2.26673</td>
</tr>
<tr>
<td>C</td>
<td>4.271016</td>
<td>-2.97559</td>
</tr>
<tr>
<td>C</td>
<td>2.14592</td>
<td>-1.74996</td>
</tr>
<tr>
<td>C</td>
<td>2.985112</td>
<td>-2.73759</td>
</tr>
<tr>
<td>C</td>
<td>2.495752</td>
<td>-3.42965</td>
</tr>
<tr>
<td>C</td>
<td>1.243044</td>
<td>-3.11306</td>
</tr>
<tr>
<td>C</td>
<td>0.482351</td>
<td>-2.11007</td>
</tr>
<tr>
<td>C</td>
<td>1.588982</td>
<td>1.469681</td>
</tr>
<tr>
<td>C</td>
<td>2.079594</td>
<td>2.629384</td>
</tr>
<tr>
<td>C</td>
<td>1.728216</td>
<td>3.872941</td>
</tr>
<tr>
<td>C</td>
<td>0.882473</td>
<td>3.951674</td>
</tr>
<tr>
<td>C</td>
<td>0.444419</td>
<td>2.731595</td>
</tr>
<tr>
<td>C</td>
<td>0.445952</td>
<td>5.184818</td>
</tr>
<tr>
<td>N</td>
<td>-1.69445</td>
<td>-0.07339</td>
</tr>
<tr>
<td>N</td>
<td>-0.93062</td>
<td>-1.42033</td>
</tr>
<tr>
<td>N</td>
<td>-0.76612</td>
<td>1.513928</td>
</tr>
<tr>
<td>C</td>
<td>-2.06445</td>
<td>0.637347</td>
</tr>
<tr>
<td>C</td>
<td>-3.31345</td>
<td>0.482311</td>
</tr>
<tr>
<td>C</td>
<td>-4.21621</td>
<td>-0.44198</td>
</tr>
<tr>
<td>C</td>
<td>-3.86365</td>
<td>-1.21201</td>
</tr>
<tr>
<td>C</td>
<td>-2.58846</td>
<td>-0.98154</td>
</tr>
<tr>
<td>C</td>
<td>-4.71497</td>
<td>-2.20472</td>
</tr>
<tr>
<td>C</td>
<td>-4.30993</td>
<td>-2.91898</td>
</tr>
<tr>
<td>C</td>
<td>-2.16886</td>
<td>-1.72147</td>
</tr>
<tr>
<td>C</td>
<td>-3.02101</td>
<td>-2.69795</td>
</tr>
<tr>
<td>C</td>
<td>-2.54083</td>
<td>-3.39638</td>
</tr>
<tr>
<td>C</td>
<td>-1.28406</td>
<td>-3.09632</td>
</tr>
<tr>
<td>C</td>
<td>-0.5102</td>
<td>-2.10347</td>
</tr>
<tr>
<td>C</td>
<td>-1.56944</td>
<td>1.490596</td>
</tr>
<tr>
<td>C</td>
<td>-2.04467</td>
<td>2.656694</td>
</tr>
<tr>
<td>C</td>
<td>-1.67685</td>
<td>3.895489</td>
</tr>
<tr>
<td>C</td>
<td>-0.83014</td>
<td>3.963016</td>
</tr>
<tr>
<td>C</td>
<td>-0.40827</td>
<td>2.737243</td>
</tr>
<tr>
<td>C</td>
<td>-0.37733</td>
<td>5.190271</td>
</tr>
<tr>
<td>H</td>
<td>1.362771</td>
<td>1.33597</td>
</tr>
<tr>
<td>H</td>
<td>3.564279</td>
<td>1.044098</td>
</tr>
<tr>
<td>H</td>
<td>5.177068</td>
<td>-0.6488</td>
</tr>
<tr>
<td>H</td>
<td>5.661067</td>
<td>-2.45438</td>
</tr>
<tr>
<td>H</td>
<td>4.913015</td>
<td>-3.73387</td>
</tr>
</tbody>
</table>
$S_{10}$ Simulated difference spectra of the $^{5}T_{2g}$ state under various tetragonal
distortions

The ligand cage of the Frank-Condon $^{5}T_{2g}$ state may be subject to tetragonal geometric distortions in
addition to the fully symmetric compression described in the main paper. These tetragonal distortions
split the previously degenerate $e_g$ and $t_{2g}$ orbitals. Figure S11 shows the difference spectra (distorted
minus equilibrium where $10Dq = 0.6$ eV) simulated for several combinations of $e_g$ and/or $t_{2g}$ splittings
that may be achieved in a MLCT-$^{3}T$-$^{5}T_{2g}$ transition. When calculating the energy-dependent oscillation
amplitude, the Auger linewidth is restricted to be within ±0.3 eV from a linear fit to the transition energy
vs linewidth in order to suppress spurious variations in the computed linewidth.
Figure S11 Simulated difference spectra of $^5T_{2g}$ under various tetragonal distortions
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