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ABSTRACT: An on-the-fly fragment-based machine learning (ML) approach was developed to construct the machine learning force field for large complex systems. In this approach, the energy, forces, and molecular properties of the target system are obtained by combining machine learning force fields of various subsystems with the generalized energy-based fragmentation (GEBF) approach. Using nonparametric Gaussian process (GP) model, all the force fields of subsystems are automatically generated online without data selection and parameter optimization. With the GEBF-ML force field constructed for a normal alkane, C_{60}H_{122}, long-time molecular dynamics (MD) simulations are performed on different sizes of alkanes, and the predicted energy, forces, and molecular properties (dipole moment) are favorably comparable with full quantum mechanics (QM) calculations. The predicted IR spectra also show excellent agreement with the direct ab initio MD results. Our results demonstrate that the GEBF-ML method provides an automatic and efficient way to build force fields for a broad range of complex systems such as biomolecules and supramolecular systems.

1. Introduction

Molecular dynamics (MD) simulations have achieved great success at the classical force field level. However, more accurate ab initio MD (AIMD) simulations can be only applied to very small systems on a time scale of picosecond mainly because that the computational cost of full quantum mechanics (QM) calculations increases rapidly with the system size. In the last decade, energy-based fragmentation approaches have been developed to greatly accelerate the QM calculation.1–10 However, it is still very expensive to perform long-time AIMD simulations of large systems even using those approaches.

Recently, the applications of machine learning (ML) to chemical problems have attracted great interests because of their substantially reduced cost.11–14 The high-dimensional neural network potentials (HDNNPs) was proposed by Parrinello and Behler.15 An alternative ML model, Gaussian approximation potential (GAP), was introduced by Csányi and Bartók.16 Both the HDNNPs and GAP are several orders of magnitude faster than conventional density functional theory (DFT) calculations, and have been applied to small molecules,17 molecular clusters,18 metal,19,20 bulk materials,21–24 surfaces,25 liquid,26–28 aqueous electrolyte solutions,29 and solid-liquid interfaces.30 Although the HDNNPs and GAP have shown high accuracy and acceleration ratio, it is still expensive to build ML-based force fields for large systems, since full QM calculations of large molecules are required.

In the recent years, the HDNNPs were combined with energy-based fragmentation approaches.31–35 The force fields of methan‐ nol clusters31 and water clusters32 have been built by combining neural networks (NNs) with the many-body expansion method. The energies and forces of polypeptides have been predicted by combining the NNs with systematic molecular fragmentation (SMF)33 and generalized molecular fractionation with conjugate caps (GMFCC)34 methods. The excited states of large systems were calculated by combining the multilayer fragmentation method and NNs.35 Using the fragmentation approaches in the NNs, fast QM calculations for some large systems are feasible. However, the NN parameters need to be carefully optimized to avoid overfitting, and the reference dataset for each type of sub‐ systems is iteratively constructed with a large number of trial-and-error steps.36

![Figure 1. Schematic diagram of the GEBF-ML method. MLFF was automatically generated during the MD simulations at the cost of QM calculations of small subsystems. Force field on the target system are obtained from the subsystems using GEBF. In this work, as a proof-of concept, the electrostatic embedding is not considered.](image)

In this work we combined the generalized energy-based fractionation (GEBF) approach37 and machine learning (ML) method to construct the GEBF-ML force fields for large molecules. As schematically shown in Figure 1, our GEBF-ML scheme can substantially reduce the costs of QM calculations on reference dataset, and accelerate the GEBF-AIMD simula‐
tions by several orders of magnitude. It is achieved by combining subsystem force fields to build the ML force field for large systems, and thus full QM calculations of large molecules are avoided. Different from previous fragment-based NNPs, in this work, the nonparametric Gaussian process model is employed to construct the ML force fields for various types of subsystems without parameter optimization. Moreover, to generate reference dataset automatically, a robust on-the-fly algorithm,36,38 is employed and modified to fit our GEBF-ML scheme. The GEBF-ML approach is applied to normal alkanes to verify its accuracy, efficiency, and robustness. The approach is expected to be applicable to more complex systems, such as molecular aggregates, polypeptides, proteins, and supramolecular systems.

2. Methodology

2.1. Gaussian approximation potential.

In this work, the smooth overlap of atomic positions (SOAP),39 proposed by Bartók et al. and implemented in the QUP package,40 is used to describe the local atomic environment in molecular systems. SOAP tries to form a local density of atom \( i \) from its neighbors within a radius \( R_{\text{cut}} \) as,

\[
\rho_i(\mathbf{r}) = \sum_{j=1}^{N_r} \phi_{\text{cut}}(r_{ij}) f_{\text{cut}}(r_{ij})
\]

(1)

Here, \( f_{\text{cut}} \) is a cutoff function, in which the cutoff radius \( R_{\text{cut}} \) reflects the spatial scale of the interactions, \( \mathbf{r} \) is the position vector of atom \( i \), and \( r_{ij} \) is inter-atomic distance. To avoid discontinuity, the \( \phi \) function is replaced by a normalized Gaussian function, so that eq 1 is rewritten as follows,

\[
\rho_i(\mathbf{r}) = \sum_{j=1}^{N_r} \frac{1}{2\sigma_{\text{atom}}^2} \exp\left(-\frac{1}{2\sigma_{\text{atom}}^2} \left| \mathbf{r} - \mathbf{r}_{ij} \right|^2 \right) f_{\text{cut}}(r_{ij})
\]

(2)

The atomic neighbor density is then expanded in terms of radial basis functions and spherical harmonic functions as

\[
\rho_i(\mathbf{r}) = \sum_{l=1}^{l_{\text{max}}} \sum_{m=-l}^{l} \sum_{n=1}^{N_{n,l,m}} c_{nlm} Y_{nlm}(\hat{\mathbf{r}})
\]

(3)

To keep the rotational invariance and avoid the rotational decoupling,33 the element of the descriptor is expressed as:

\[
P_{nlm}^i = \sum_{m=-l}^{l} c_{nlm}^i c_{nlm}^i
\]

(4)

To interpolate the atomic energy in the SOAP space, the nonparametric Gaussian process regression11 is adopted, where a set of \( N_B \) local reference structures \( \{ \rho_{ib} | i_B = 1, \cdots, N_B \} \) are chosen and the local energy \( U_i \) of atom \( i \) is approximately obtained by fitting a set of coefficients \( \{ W_{ib} | i_B = 1, \cdots, N_B \} \) :

\[
U_i = \sum_{i_B=1}^{N_B} W_{ib} K(\mathbf{X}_i, \mathbf{X}_{ib})
\]

(5)

Each vector \( \mathbf{X} \) collects all coefficients \( P_{nlm}^i \) (see eq 4) for the atomic neighbor density \( \rho \), The kernel function \( K \) is used to measure the similarity between a local configuration of interest \( \rho(\mathbf{r}) \) and a reference configuration \( \rho_{lj}(\mathbf{r}) \). It approaches 1 or 0 if two configurations are almost identical or totally different, respectively. In addition, the dot-product kernel is defined as

\[
K(\mathbf{X}_i, \mathbf{X}_{ib}) = \left( \sum_j X_{i,j} X_{ib,j} \right)^2
\]

(6)

where \( \zeta \) is a parameter to control the sharpness of the function \( K \).

The energies and forces for a set of reference datasets labeled by a superscript \( \alpha = 1, \cdots, N_{\alpha} \) are fitted to determine the coefficients \( W_{ib} \) and the covariance \( \Sigma \). The total energy is written as a sum of atomic energies and fulfilled in a least square sense as,

\[
U^\alpha = \sum_{i=1}^{N^\alpha} U_i^\alpha = \sum_{i=1}^{N^\alpha} W_{ib} \sum_{i=1}^{N^\alpha} K(\mathbf{X}_i^\alpha, \mathbf{X}_{ib})
\]

(7)

In eq 7, \( U_i^\alpha \) is the actual QM energy. \( U_i^\alpha \) is the local energy of atom \( i \) in the structure \( \alpha \), and \( N^\alpha \) is the number of atoms in a structure \( \alpha \). The partial derivative of the total energy leads to the forces,

\[
f_{jk}^\alpha = -\frac{\partial U^\alpha}{\partial r_{jk}} = -\sum_{i=1}^{N^\alpha} W_{ib} \sum_{i=1}^{N^\alpha} \frac{\partial K(\mathbf{X}_i^\alpha, \mathbf{X}_{ib})}{\partial r_{jk}}
\]

(8)

Here, \( f_{jk}^\alpha \) and \( f_{jk}^\alpha \) are the \( k \)th \((k = 1, 2, 3)\) component of the Cartesian coordinates and forces of atom \( j \) in the structure \( \alpha \), respectively.

![Figure 2. Flowchart of on-the-fly GEBF-ML force field generation scheme. In our scheme, the energy and force of the target molecule (C_{14}H_{12}) is obtained from the combination of energies and forces predicted by the respective individual ML model of different types of subsystems (C_{14}H_{14}, C_{14}H_{13}+C_{3}H_{8}, C_{13}H_{13}, etc.). All different types of ML force fields are updated individually on-the-fly.](image)

In practice, the total energy and forces in eqs 7 and 8 are trained together via a compact matrix-vector form: \( y = \phi \beta \), where \( \{ y^\alpha | \alpha = 1, \cdots, N_{\alpha} \} \) denotes column vectors containing the dimensionless QM potential energy and the forces for \( \alpha \) in the
reference structure dataset, with \( m^e = (1 + 3N^a) \) components for \( N^a \) atoms. \( \Phi^a \) is a \( m^e \times N_B \) matrix, in which the first line is made up by \( \sum_i K(X^i, X^a) \) and the partial derivatives of the function \( K \) (with respect to the coordinates in the structure \( a \)) in the subsequent rows. After fitting, one can obtain both the coefficient \( w \) and the uncertainty from the GP regression model. In Gaussian process, the coefficient \( w \) is assumed as a Gaussian distribution, the posterior distribution is express as

\[
p(w \mid Y) = N\left(\bar{w}, \Sigma\right)
\]

(11)

\[
\bar{w} = \frac{1}{\sigma_w^2} \Sigma \Phi^T Y
\]

(12)

\[
\Sigma^{-1} = \frac{1}{\sigma_w^2} I + \frac{1}{\sigma_v^2} \Phi^T \Phi
\]

(13)

Here, \( w \) is not a constant vector after fitting, but considered as a multi-dimensional Gaussian distribution with mean vector \( \bar{w} \) and covariance matrix \( \Sigma \). \( Y \) is a supervector (with its dimension as \( M = \sum m^a \) ) to collect all QM energies and forces in the reference structure datasets \( \{Y^a \mid a = 1, \ldots, N_a\} \). The matrix \( \Phi \) with the size of \( M \times N_B \) is a collection of all matrices \( \Phi^a \) on the reference datasets, and \( I \) is a unit matrix. The symbols \( \sigma_w^2 \) and \( \sigma_v^2 \) are optimized iteratively by the evidence approximation\(^{36,42}\) to balance the accuracy and robustness of the machine learning force field.

For a new structure, the energy, forces, and uncertainty can be obtained by

\[
y = \phi \bar{w}
\]

(14)

\[
\delta = \phi \Sigma \phi^T
\]

(15)

Here, \( X_i \) is the descriptor of atom \( i \), and \( \phi \) comprises \( \sum_i K(X_i, X^a) \) in the first row and the partial derivatives of the function \( K \) (with respect to the coordinates) in the subsequent rows. The uncertainty is express as Bayes error \( \delta \), which is used to decide whether the QM calculations are needed or not during the on-the-fly force field generation.\(^{36,39}\)

2.2. GEBF-ML

In the GEBF approach\(^{37,43}\), the ground-state energy of a target system can be obtained from a series of small “electrostatically embedded” subsystems as,

\[
E_{tot} = \sum_m C_m \tilde{E}_m - \left( \sum_m C_m - 1 \right) \sum_{A \neq A} \sum \frac{Q_A Q_B}{|r_A - r_B|}
\]

(16)

Here, \( \tilde{E}_m \) and \( C_m \) are the energy (including self-energy of point charges) and coefficient of the \( m \)th subsystems, \( M \) is the number of subsystems, and \( r_A \) and \( Q_A \) are the coordinates of atom \( A \) and the net point charge located on atom \( A \), respectively. The details of the fragmentation scheme are described in the Supporting Information (SI). For alkanes under study, there are no polar groups so that the net point charge on each atom can be approximately taken as zero. Thus, the total energy in eq 16 can be simplified as

\[
E_{tot} = \sum_m C_m E_m
\]

(17)

To verify whether eq 17 is a good approximation for normal alkanes, 10 randomly chosen conformers of \( \text{C}_n\text{H}_{2n+2} \) are calculated with eq17 at the \( \text{B}97X-D/6-31G(d,p) \) level. Our calculations show that the mean absolute errors (MAEs) of energies and forces are only 0.0025 kcal/(mol·atom) and 0.01 kcal/(mol·Å), respectively, relative to their corresponding conventional results. Thus, eq 17 works well for alkanes under study.

In the GEBF-ML scheme, different types of subsystems are predicted by their own Gaussian processes. Then, the energy of the whole system can be expressed as:

\[
E_{tot} = \sum_m \sum_j C_j^m E_j^m
\]

(18)

where \( M_j \) is the number of different types of subsystems and \( S_m \) is the number of subsystems for the \( m \)th type. \( C_j^m \) and \( E_j^m \) are the coefficient and energy of the \( j \)th subsystem in the \( m \)th type. The forces of the target system can also be obtained from all subsystems as,

\[
\frac{\partial E_{tot}}{\partial r_A} = \sum_m \sum_j C_j^m \frac{\partial E_j^m}{\partial r_A}
\]

(19)

where \( r_A \) is the coordinates of atom \( A \). In addition, the molecular properties, such as dipole moments, can be evaluated as

\[
\Omega_{tot} = \sum_m \sum_j C_j^m \Omega_j^m
\]

(20)

where the symbol \( \Omega \) denotes the molecular properties.

2.3. Outline of the on-the-fly Force Field Generation.

To avoid a large amount of machine learning operations on subsystems generated by the GEBF approach, a nonparametric Gaussian process and a robust on-the-fly data generation scheme is chosen to efficiently generate the force field on the
fly. Take a normal alkane C_{60}H_{122} as an example. The flowchart of our GEBF-ML scheme is shown in Figure 2, in which data sets are automatically generated from subsystems rather than the entire molecule. Details of subsystems force field generation are displayed in Figure 3 by taking C_{12}H_{26} as an example. The key steps in the scheme are outlined as below:

1. The subsystems are reconstructed (or constructed at the very beginning) by the GEBF approach when 1000 MD steps passed after the last construction. The differences between the GEBF and full QM results are expected to be small if the subsystem types are fixed in such a short time, which makes the criterion for Bayesian on each subsystem being robust enough.

2. The GEBF subsystems of C_{60}H_{122} are classified into 7 types, C_{10}H_{16}, C_{12}H_{24}, C_{12}H_{28}, C_{12}H_{32}, C_{12}H_{36}, C_{12}H_{40}, and C_{12}H_{44}, according to their bonded connection. The (re)construction of the fragmentations is described in the Supporting Information (SI 4). Subsystems are constructed with different fragments, so we can easily classify the subsystem with the prior knowledge of fragments. In each type of subsystems, the energy, forces, and uncertainties are predicted by its own Gaussian process model.

3. For the Gaussian process model of each set, if a criterion based on the uncertainties, the history of previous sampling, and the history of previous subsystem construction is met, QM calculations at the B97X-D/6-31G(d,p) level will be performed on the subsystems individually, otherwise, skip to step 5.

4. For any type of Gaussian process model, if the number of the newly collected subsystems reaches a certain threshold, or if the uncertainties becomes too large, the set of reference structure datasets and local reference configurations belonging to this machine learning model are updated and the machine learning model is retrained.

5. Predict the energies and forces of subsystems by the machine learning model.

6. Combine the energies and forces predicted by subsystems Gaussian process model to obtain the total energy and forces of C_{60}H_{122} by the GEBF formulas in eqs 18 and 19.

7. Update the atomic positions and velocities by solving equation of motion, and then return to step 1 until the finalization of MD simulation (I = N_{MD} in Figure 2).

The details of the decision on whether to do QM calculation or not at the I-th MD step are shown in Figure 4. Taking the C_{12}H_{26} set as an example, the Gaussian process model gives the energies, forces, and uncertainties of all the C_{12}H_{26} subsystems. The criterion setting is shown in the first dotted box, where the threshold (\delta_{Bayes}) for the Bayes error (\delta_{Bayes}) is automatically determined on the fly. Here, the threshold is set to zero at the beginning. To measure the lowest currently attainable Bayesian error, at the MD step I just after the refinement of the force field, the maximum value of the Bayes errors of the forces predicted for all the C_{12}H_{26} is stored as \delta_{Bayes}^{max, I}. The threshold is updated to be the average of the last ten \delta_{Bayes}^{max, I} if their relative standard deviation is < 0.2. The decision of whether to do QM calculation or not is shown in the second dotted square. First, if the maximum Bayesian error in all subsystems is larger than twice of the threshold, the QM calculations will be performed. It avoids instabilities in the MD simulation caused by less accurate forces.

Next, our program examines the previous subsystem construction step. If the current step is within 20 MD steps from the previous subsystem construction step and new subsystems are generated, the maximum Bayes error is examined directly. If the maximum Bayes error is larger than the threshold, QM calculations is performed. This operation avoids the new structure, which are significantly different from the structures in the training set, to be predicted by the machine learning model. Next, the program checks the previous data sampling step. The QM calculations will always be skipped if the current step is within 10 MD steps from the previous sampling step. Otherwise, if the maximum Bayes error is larger than the threshold, the QM calculation is performed, this operator avoids too dense sampling during the MD simulation.

![Figure 4](image-url)
determined criteria. The local configuration choice and reference dataset sparsification are performed individually, which are the same as the previous operation on periodic systems. Here, the main purpose is to reduce the computational costs and the memory requirement.

2.4. Machine learning dipole moments and IR spectra.

Since the GEBF method is also applicable for calculating the molecular properties, we also try to predict the dipole moments with the GEBF and machine learning model in this work. Moreover, IR spectra depending on the molecular dipole moments are obtained to check the accuracy of the GEBF-ML model.

In AIMD, vibrational spectra are computed via the Fourier transformation of time autocorrelation functions. IR spectra depend on the molecular dipole moments as:

$$I_{IR} \propto \int_{-\infty}^{\infty} \langle \hat{\mu}(\tau) \hat{\mu}(\tau + t) \rangle_t e^{-i\omega t} dt$$

(21)

where $\hat{\mu}$ is the time derivative of the molecular dipole moment, $\omega$ is the vibrational frequency, $\tau$ is a time lag, and $t$ is the time.

Here we also use the Gaussian process to predict the dipole moments, similar to the approach used in neural network. The molecular dipole moments are expressed as:

$$\mu = \sum_{i_B} \sum_{i_B} \sum_{i_B} W_{i_B} K(X_i^{a}, X_{i_B})$$

(22)

Here, $\{W_{i_B} | i_B = 1, \ldots, N_B\}$ are the coefficients in dipole moment machine learning model after fitting, $r_i$ is the distance vector of the atom $i$ from the molecular center of mass, and $K$ is the kernel function used to measure the similarity between a local configuration of interest $p(r)$ and the reference configurations $\rho_{i_B}(r)$ . In the GEBF-ML scheme, we first construct dipole machine learning models for all types of subsystems, and obtain the dipole moment of the target system by eq 20.

<table>
<thead>
<tr>
<th>Subsystem Type</th>
<th>Energy</th>
<th>Force</th>
<th>Dipole Moment</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(<em>{6})H(</em>{10})</td>
<td>0.076</td>
<td>1.38</td>
<td>0.023</td>
</tr>
<tr>
<td>C(<em>{6})H(</em>{18})</td>
<td>0.039</td>
<td>1.76</td>
<td>0.027</td>
</tr>
<tr>
<td>(C(<em>{6})H(</em>{10})(_{2}))</td>
<td>0.045</td>
<td>1.70</td>
<td>0.038</td>
</tr>
<tr>
<td>C(<em>{6})H(</em>{26})</td>
<td>0.040</td>
<td>1.95</td>
<td>0.044</td>
</tr>
<tr>
<td>C(<em>{6})H(</em>{10})+C(<em>{6})H(</em>{10})</td>
<td>0.033</td>
<td>1.46</td>
<td>0.078</td>
</tr>
<tr>
<td>C(<em>{12})H(</em>{34})</td>
<td>0.043</td>
<td>1.69</td>
<td>0.070</td>
</tr>
<tr>
<td>C(<em>{12})H(</em>{26})+C(<em>{12})H(</em>{10})</td>
<td>0.036</td>
<td>1.84</td>
<td>0.076</td>
</tr>
</tbody>
</table>

To construct the force field for normal alkanes, on-the-fly machine learning MD simulations were performed on C\(_{6}\)H\(_{122}\) to generate different types of subsystems and their respective machine learning force fields are obtained automatically. The energies, forces and molecular properties of any other alkanes can also be obtained from the force fields of various subsystems using the GEBF method.

During the on-the-fly force field generation, more than 99% of the QM calculations are skipped, which reduces the computational time by a factor $> 1000$. The details of the skipping ratio and the acceleration on each subsystem are summarized in Table S1.

The on-the-fly force field generation has shown efficient sampling on the liquids, solids, and interfaces in previous studies. In the GEBF-ML method, the number of structures in the reference structure dataset of each type of subsystem is typically $< 1500$, and the number of local reference configurations is $< 1000$, and the number of local reference configurations is $< 1500$ as shown in Table S2. Both also show the high efficiency sampling, and our method can be easily extended to more advanced electronic structure methods due to the computational linear scaling of these fragmentation methods.

In addition to the significant acceleration of the computations, the accuracy of the generated force field should also be evaluated. A total of 300 C\(_{6}\)H\(_{122}\) structures were randomly chosen from the trajectory at 500 K, different types of GEBF subsystems were generated with the LSQPC scheme. The electronic structure calculations of those subsystems were carried out at the oB97X-D/6-31G(d,p) level with the Gaussian 16 package. Parameters of SOAP for different subsystems are listed in Table S3. In Table 1, the root mean squared errors (RMSEs) of energy, forces, and dipole moment obtained with the GEBF-ML method, relative to the conventional oB97X-D/6-31G(d,p) results, on each type of subsystem are shown. One can see that our force field can accurately predict the potential energy surface with the RMSEs of energies and forces $< 0.04$ kcal/(mol-atom) and 2.0 kcal/(mol-Å), respectively. Here for each type of subsystem, the dipole moment is also predicted based on the reference structure dataset and local configurations. The RMSEs of dipole moments are typically $< 0.07$ Debye (over a range of 1.436 Debye), which is small enough for predicting the IR spectra.

3. Results and Discussion

3.1. Molecular Dynamics Simulation and Infrared Spectra of C\(_{6}\)H\(_{122}\).

To evaluate the performance of our force field on the target molecule (C\(_{6}\)H\(_{122}\), we have randomly chosen 300 structures from the GEBF-ML MD trajectory at 500 K. Table S4 shows that the RMSEs of the energies and forces for C\(_{6}\)H\(_{122}\) are 0.033 kcal/(mol-atom) and 2.37 kcal/(mol-Å), respectively. The distributions of the energy and force errors between the ML force field and the conventional oB97X-D reference data are displayed in Figure S1. It can be seen that almost all the force errors are $< 10$ kcal/(mol-Å). Although the RMSE of forces on the target molecule is slightly larger than those of subsystems, it is still small enough to perform the MD simulations.

With the GEBF-ML force field, MD simulations using a Langevin thermostat\(^{32}\) have been performed directly at 500 K with a timestep of 0.5 fs. To quantitatively describe the conformational changes, the RMSDs with respect to the initial structure of the C\(_{6}\)H\(_{122}\) during the simulation are shown in Figure 5a. The RMSD increases rapidly in the first 5 ps and reaches the maximum value (10 Å) at 40 ps. It is consistent with the evolution of the structure in Figure 5b, which shows that the structure of the alkane is gradually changed from the straight chain to the folded one. Figure 5b depicts total energy fluctuations obtained from microcanonical (NVE) simulations whose initial
velocities are consistent with $T = 300$ K. In our GEBF-ML method, atomic energy of added Hydrogen for valence saturation of subsystem (subsystem construction is described in SI) is ignored as their net number in target system is zero. During the NVE simulation, the energy drift was found to be 0.03 meV/atom/ps, which may be caused by the discontinuities during the subsystem construction. In the AIMD simulations of sodium-ion batteries and molten salt, an energy drift of less than 1 meV/atom/ps is promised to ensure the NVT simulations. During the eReaxFF (a reactive force field) based MD simulations, the energy drift of about 0.4 meV/atom/ps is considered to be small. Because the forces are analytically predicted by the machine learning force field during the simulations, our energy drift is much lower than that of direct GEBF-AIMD simulations. Thus, our GEBF-ML method could be used to perform the NVT MD simulations of large alkanes to investigate their conformational changes.

![Figure 5](image5.png)

**Figure 5.** Time evolution of the total energy, potential energy (a) and RMSD with respect to the initial structure (b) in the machine learning molecular dynamics simulation of $C_{60}H_{122}$. (c) Conformational changes for $C_{60}H_{122}$ during the 50 ps machine learning molecular dynamic simulations.

After the force field has been trained, IR spectra of $C_{60}H_{122}$ were obtained with MD simulations in the gas phase employing a timestep 0.5 fs. After a short initial equilibration period (5 ps), constant temperature MD simulations were run for 50 ps. As shown in Figure 6a, the IR spectrum of $C_{60}H_{122}$ exhibits all of the spectroscopic features typical for simple hydrocarbons: the C-H scissoring (1505 cm$^{-1}$), methyl rock (1383 cm$^{-1}$), long-chain methyl rock (732 cm$^{-1}$), and the strong band in the 3100-3000 cm$^{-1}$ region due to the C-H symmetric and asymmetric stretching. In comparison with the experimental frequencies, some peak positions predicted by the machine learning force field deviate from the experimental values to some extent. There is a blue shift from the typical experimental value of 2950 cm$^{-1}$ to 3050 cm$^{-1}$ for the C-H stretching vibrations. For $C_{60}H_{122}$, direct AIMD simulation are not available for comparison, due to very expensive *ab initio* calculations.

Instead, we performed direct AIMD simulations for $C_{12}H_{26}$ and compared the corresponding IR spectra of this system with the GEBF-ML MD results in Figure 6b. Figure 6b shows that the two IR spectra are almost coincident and have similar blue shifts for the C-H stretching vibrations. It indicates that the GEBF-ML MD could reproduce the IR spectra of the direct AIMD, and the blue shift may be caused by the underlying electronic structure method or the classical description of the nuclear dynamics. Therefore, our machine learning force field can well reproduce the direct AIMD trajectory by skipping more than 99% of the QM calculations.

### 3.2. Force Field Application to Different Sizes of Alkanes

Although the ML force fields of various subsystems are only trained from $C_6H_{122}$, other alkanes with different sizes may also be well predicted by the current force field, because the energies, forces and properties of any long-chain normal alkanes can be obtained with the GEBF method. Here, $C_{26}H_{52}$ and $C_{26}H_{52}$ are employed as two examples to test the accuracy of our force field on those alkanes which are not used during the on-the-fly force field generation. The initial (0 ps), middle (25 ps), and final (50 ps) snapshots for $C_{26}H_{52}$ and $C_{26}H_{52}$ during the GEBF-ML MD simulations are displayed in Figure S3. Both the $C_{26}H_{52}$ and $C_{26}H_{52}$ have large conformational changes from the straight structure to the folded one.

The RMSDs of $C_{26}H_{52}$ and $C_{26}H_{52}$ with respect to their initial structures are plotted in Figure S4a and b to quantitatively describe their conformational changes. For $C_{26}H_{52}$, the RMSDs increase to the maximum value at 25 ps and then decrease, which is consistent with the conformational changes in Figure S3. While for $C_{26}H_{52}$, the RMSDs exhibit a continuous increase. For $C_{26}H_{52}$, energy drift is not observed in the NVE simulations, as shown in Figure S2a. Figure S2c shows that the energy drift for $C_{26}H_{52}$ is only about 0.03 meV/atom/ps, which is also small enough.

![Figure 6](image6.png)

**Figure 6.** Infrared spectra of (a) $C_{60}H_{122}$ predicted by the ML model, and (b) $C_{26}H_{52}$ predicted by direct AIMD simulations (red) and GEBF-ML MD simulations (blue).

To evaluate the accuracy of the GEBF-ML force field on $C_{26}H_{52}$ and $C_{26}H_{52}$, 300 configurations for each alkane were randomly sampled from the GEBF-ML MD trajectories at 500 K. Table S4 shows that the RMSEs in energies and forces are only < 0.04 kcal/(mol·atom) and 2.9 kcal/(mol·Å), respectively. The distributions of the energy and forces errors between the GEBF-ML force field and the $\omega$B97X-D reference data are shown in Figure S1, which suggests that almost all the force errors are < 10 kcal/(mol·Å). The force errors of $C_{26}H_{52}$ and $C_{26}H_{52}$ are slightly larger than that of $C_{60}H_{122}$, but are still small enough for describing their potential energy surfaces. The energy errors per atom for these two alkanes are similar to that in $C_{60}H_{122}$, indicating that the GEBF-ML force field is applicable even for larger systems. Based on the GEBF-ML MD trajectory at 300 K, the IR spectra of $C_{26}H_{52}$ and $C_{26}H_{52}$ are also shown in Figure S5. The IR spectra also exhibit all of the typical spectroscopic features for simple hydrocarbons: the C-H scissoring (1505 cm$^{-1}$), methyl rock (1383 cm$^{-1}$), long-chain methyl rock.
(732 cm\(^{-1}\)), and the strong band in the 3100-3000 cm\(^{-1}\) region due to the C-H symmetric and asymmetric stretching.

Finally, based on the existing machine learning force field trained by \(\text{C}_6\text{H}_{12}\), the acceleration factors \(x_2\) (the ratio between the number of machine learning predictions and the number of QM calculations) on \(\text{C}_6\text{H}_2\) and \(\text{C}_6\text{H}_{12}\) are much larger than that on \(\text{C}_6\text{H}_{12}\) during the on-the-fly force field generation. Although the initial \(\text{C}_6\text{H}_2\) and \(\text{C}_6\text{H}_{12}\) are very different from the \(\text{C}_6\text{H}_{12}\), the QM calculations are rarely performed during the MD simulations. The acceleration factor \(x_2\) for \(\text{C}_6\text{H}_2\) and \(\text{C}_6\text{H}_{12}\) are about 2700 and 1400, respectively, while that for \(\text{C}_6\text{H}_{12}\) is about 200 during the on-the-fly force field generation. With the scheme, the machine learning force field will be continuously improved during the MD simulations, so that no QM calculation is required in the final.

**4. Conclusion**

In summary, we have developed a GEBF-ML method via a Gaussian process to construct machine learning force fields for complex systems without data selection and parameter optimization. Only small subsystems of the target system generated from the GEBF method are used to automatically and efficiently construct the ML force fields of various types of subsystems and the ML force field of the target system. With this approach, long-time GEBF-ML MD simulations were performed on alkanes with different sizes. Our results show that the accuracies of energies, forces, and dipole moments of systems under study predicted with the GEBF-ML method are comparable with those from full QM calculations. Furthermore, infrared spectra of those alkanes could be accurately obtained from the GEBF-ML MD simulations, which are consistent with those from the corresponding direct AIMD or experimental results. Our GEBF-ML scheme provides an automatic and efficient way of building machine learning force fields for a broad range of complex systems such as biomolecules and supramolecular systems.
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S1 Computational efficiency

The data showing the computational efficiency of the on-the-fly force field generation is summarized in Table S1. The numbers of structures providing the reference structure datasets and the numbers of the local reference configurations are listed in Table S2.

**Table S1.** Fraction \( x_1 \) (%) of the MD steps, where QM calculations were bypassed, and acceleration factor \( x_2 \) of the 50-ps MD simulation by the on-the-fly scheme on each type of subsystem.

<table>
<thead>
<tr>
<th>subsystem</th>
<th>( x_1 )</th>
<th>( x_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(<em>4)H(</em>{10})</td>
<td>98.2</td>
<td>57</td>
</tr>
<tr>
<td>C(<em>8)H(</em>{18})</td>
<td>99.6</td>
<td>240</td>
</tr>
<tr>
<td>(C(<em>4)H(</em>{10}))(_2)</td>
<td>97.8</td>
<td>45</td>
</tr>
<tr>
<td>C(<em>{12})H(</em>{26})</td>
<td>99.6</td>
<td>250</td>
</tr>
<tr>
<td>C(<em>8)H(</em>{18})+C(<em>4)H(</em>{10})</td>
<td>98.9</td>
<td>92</td>
</tr>
<tr>
<td>C(<em>{16})H(</em>{34})</td>
<td>99.3</td>
<td>148</td>
</tr>
<tr>
<td>C(<em>{12})H(</em>{26})+C(<em>4)H(</em>{10})</td>
<td>99.3</td>
<td>138</td>
</tr>
</tbody>
</table>

**Table S2.** The numbers of structures providing the reference structure datasets \( (N_{st}) \) and the numbers of local reference configurations \( (N_B) \).

<table>
<thead>
<tr>
<th>subsystem</th>
<th>( N_{st} )</th>
<th>( N_B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(<em>4)H(</em>{10})</td>
<td>278</td>
<td>461</td>
</tr>
<tr>
<td>C(<em>8)H(</em>{18})</td>
<td>1351</td>
<td>1599</td>
</tr>
<tr>
<td>(C(<em>4)H(</em>{10}))(_2)</td>
<td>299</td>
<td>996</td>
</tr>
<tr>
<td>C(<em>{12})H(</em>{26})</td>
<td>1179</td>
<td>1578</td>
</tr>
<tr>
<td>C(<em>8)H(</em>{18})+C(<em>4)H(</em>{10})</td>
<td>406</td>
<td>2197</td>
</tr>
<tr>
<td>C(<em>{16})H(</em>{34})</td>
<td>412</td>
<td>1413</td>
</tr>
<tr>
<td>C(<em>{12})H(</em>{26})+C(<em>4)H(</em>{10})</td>
<td>429</td>
<td>1497</td>
</tr>
</tbody>
</table>
S2 Additional ML Results

The ML force fields are accurate for different size of alkanes. Parameters in descriptor are collected in Table S3. Table S4 collects root mean squared errors (RMSEs) of the energies and forces of C\textsubscript{40}H\textsubscript{82}, C\textsubscript{60}H\textsubscript{122}, and C\textsubscript{80}H\textsubscript{162} (relative to the ωB97X-D reference data). The distributions of errors between the ML force field and the ωB97X-D reference method are displayed in Figure S1.

**Table S3.** Parameters in descriptor

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>R\textsubscript{c}</th>
<th>(\sigma)\textsubscript{atom}</th>
<th>(\zeta)</th>
<th>(N\textsubscript{R})</th>
<th>(L\textsubscript{max})</th>
</tr>
</thead>
<tbody>
<tr>
<td>C\textsubscript{4}H\textsubscript{10}</td>
<td>2.5</td>
<td>0.4</td>
<td>2.0</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>C\textsubscript{8}H\textsubscript{18}</td>
<td>3.0</td>
<td>0.4</td>
<td>2.0</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>(C4H10)\textsubscript{2}</td>
<td>2.5</td>
<td>0.4</td>
<td>2.0</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>C12H26</td>
<td>3.0</td>
<td>0.4</td>
<td>3.0</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>C8H18+C4H10</td>
<td>3.0</td>
<td>0.35</td>
<td>2.5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>C16H34</td>
<td>2.7</td>
<td>0.4</td>
<td>2.5</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>C12H26+C4H10</td>
<td>3.0</td>
<td>0.4</td>
<td>3.0</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

**Table S4.** The RMSEs of the energies (E) [in kcal/(mol·atom)] and forces (F) [in kcal/(mol·Å)] (relative to the conventional DFT results) on the test set.

<table>
<thead>
<tr>
<th>System</th>
<th>RMSE E</th>
<th>RMSE F</th>
</tr>
</thead>
<tbody>
<tr>
<td>C\textsubscript{40}H\textsubscript{82}</td>
<td>0.040</td>
<td>2.84</td>
</tr>
<tr>
<td>C\textsubscript{60}H\textsubscript{122}</td>
<td>0.033</td>
<td>2.37</td>
</tr>
<tr>
<td>C\textsubscript{80}H\textsubscript{162}</td>
<td>0.031</td>
<td>2.61</td>
</tr>
</tbody>
</table>
Figure S1. Distributions of the energy and force errors between the ML force field and the ωB97X-D reference using three test data sets: C_{40}H_{82}, C_{60}H_{122}, and C_{80}H_{162} (from top to bottom). Left and right panels show the distributions of the errors of energies and forces, respectively.

S3 Additional MD Results

The time evolutions of the energies of C_{40}H_{82}, C_{60}H_{122}, and C_{80}H_{162} at the microcanonical (NVE) ensemble are shown in Figure S2. The conformational changes and RMSDs (with respect to their initial structures) of C_{40}H_{82} and C_{80}H_{162} at the NVT ensemble are shown in Figures S3 and S4, respectively. The IR spectra of C_{40}H_{82} and C_{80}H_{162} are displayed in Figure S5.
Figure S2. The total energy changes as functions of time in GEBF-ML MD simulations of (a) C₄₀H₈₂, (b) C₆₀H₁₂₂, and (c) C₈₀H₁₆₂ at the NVE ensemble with a time step of 0.5 fs. Black line denotes the average of total energy per 50 fs. The zero energy is chosen to be the average energy of total energy. The GEBF-ML MD simulations were performed using the force field without any retraining.

Figure S3. The conformational changes for C₄₀H₈₂ and C₈₀H₁₆₂ during the 50-ps GEBF-ML MD simulations.
**Figure S4.** The RMSDs with respect to the initial structures of (a) $C_{40}H_{82}$ and (b) $C_{80}H_{162}$ in the GEBF-ML MD simulations.

**Figure S5.** IR spectra of (a) $C_{40}H_{82}$ and (b) $C_{80}H_{162}$ predicted by the ML model.
S4 Fragmentation scheme and the construction of GEBF subsystems

The main procedures in a GEBF calculation in this work are summarized as follows. (1) Divide total system into various fragments. (2) For each fragment, construct a primitive subsystem by adding its neighboring environmental fragments within a distance threshold $\zeta$ and limit the maximum number of environmental fragments as $\eta$. Hydrogen atoms are added to subsystems for valence saturation to avoid dangling bonds. (3) Once all primitive subsystems are obtained, derivative subsystems with their coefficients are constructed with the inclusion-exclusion principle, to cancel the overlapping of primitive subsystems. The GEBF calculation is denoted as GEBF($\zeta$, $\eta$). Here, C$_{20}$H$_{42}$ was used as an example to illustrate our fragmentation scheme and the construction of GEBF subsystems.

(1) As shown in Figure S6(a), the C$_{20}$H$_{42}$ was first divided into five fragments, the box model of the fragmentation scheme is shown in Figure S6(b).

![Figure S6](image)

**Figure S6.** Fragmentation scheme of C$_{20}$H$_{42}$: (a) molecular structure of C$_{20}$H$_{42}$ and four C-C bonds (denoted in solid line) are cut to generate five fragments; (b) box model of five fragments. The solid lines represent covalent single bonds.

(2) For each fragment (denoted as central fragment), several neighboring (environmental) fragments were added to construct its primitive subsystem with $\xi$ and $\eta$ being 3.0 Å and 4, respectively. Hydrogen atoms are added for valence saturation. All the primitive subsystems are listed in Figure S7.
Figure S7. Primitive subsystems of the C$_{20}$H$_{42}$, each of which contains a central fragment (inside the circle) and its environmental fragments. The fragment indices in each subsystem are listed in parentheses.

(3) Delete the redundant small primitive subsystems, which are included in larger ones. For the C$_{20}$H$_{42}$, subsystem (123) is deleted as it is included in subsystem (1235). The retained primitive subsystems and their coefficients are shown in Figure S8.

Figure S8. The retained primitive subsystems. Fragment indices in each subsystem are listed in parentheses, and the coefficients are denoted after the parentheses.

(4) Build a series of derivative subsystems with the inclusion-exclusion principle to cancel the overlapping of primitive subsystems. All derivative subsystems and their coefficients are shown in Figure S9.
Figure S9. The derivative subsystems generated with the inclusion-exclusion principle. Fragment indices in each subsystem are listed in parentheses, and the coefficients are denoted after the parentheses.

In this work, ten $C_{60}H_{122}$ conformers are calculated with GEBF(3,4)-ωB97X-D, with their errors respective to the conventional ωB97X-D results collected in Table S5. The mean absolute error (MAE) is only 0.0025 kcal/(mol·atom) and 0.01 kcal/(mol·Å) for energy and forces, respectively. Thus, the parameters $\xi$ and $\eta$ in GEBF-ML method are chosen to be 3.0 Å and 4, respectively.
Table S5. Deviation of the energies (E) [in kcal/(mol·atom)] and mean absolute error (MAE) of the forces (F) [in kcal/(mol·Å)] from GEBF(3,4)-ωB97X-D computations for ten C_{60}H_{122} conformers at the 6-31G** basis set level, compared to those obtained from conventional QM methods.

<table>
<thead>
<tr>
<th>conformer</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.0013</td>
<td>0.0093</td>
</tr>
<tr>
<td>2</td>
<td>-0.0006</td>
<td>0.0148</td>
</tr>
<tr>
<td>3</td>
<td>-0.0011</td>
<td>0.0074</td>
</tr>
<tr>
<td>4</td>
<td>-0.0020</td>
<td>0.0101</td>
</tr>
<tr>
<td>5</td>
<td>-0.0026</td>
<td>0.0103</td>
</tr>
<tr>
<td>6</td>
<td>-0.0035</td>
<td>0.0105</td>
</tr>
<tr>
<td>7</td>
<td>-0.0034</td>
<td>0.0080</td>
</tr>
<tr>
<td>8</td>
<td>-0.0016</td>
<td>0.0070</td>
</tr>
<tr>
<td>9</td>
<td>-0.0040</td>
<td>0.0100</td>
</tr>
<tr>
<td>10</td>
<td>-0.0044</td>
<td>0.0117</td>
</tr>
<tr>
<td>MAE</td>
<td>0.0025</td>
<td>0.0100</td>
</tr>
</tbody>
</table>