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Abstract 

Each year, the Software Engineering Institute (SEI) undertakes several Independent Research 
and Development (IR&D) projects. These projects serve to (a) support feasibility studies in-
vestigating whether further work by the SEI would be of potential benefit and (b)support fur-
ther exploratory work to determine if there is sufficient value in eventually funding the 
feasibility study work as an SEI initiative. Projects are chosen based on their potential to 
mature and/or transition software engineering practices, develop information that will help in 
deciding whether further work is worth funding, and set new directions for SEI work. This 
report describes the IR&D projects that were conducted during fiscal year 2002 (October 
2001 through September 2002). 
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1 Introduction 

1.1 Purpose of the SEI Independent Research and 
Development Program  

Software Engineering Institute (SEI) Independent Research and Development (IR&D) funds 
are used in two ways: (1) to support feasibility studies investigating whether further work by 
the SEI would be of potential benefit and (2) to support further exploratory work to deter-
mine if there is sufficient value in eventually funding the feasibility study work as an SEI 
initiative. It is anticipated that each year there will be three or four feasibility studies and that 
one or two of these studies will be further funded to lay the basis for the work possibly be-
coming an initiative. 

Feasibility studies are evaluated against the following criteria: 

• Mission criticality: To what extent is there a potentially dramatic increase in maturing 
and/ or transitioning software engineering practices if work on the proposed topic yields 
positive results? What will the impact be on the DoD? 

• Sufficiency of study results: To what extent will information developed by the study help 
in deciding whether further work is worth funding? 

• New directions: To what extent does the work set new directions as contrasted with 
building on current work? (Ideally, we want a mix of studies that build on current work 
and studies that set new directions.) 

At a DoD meeting in November 2001, the SEI’s DoD sponsor approved a set of thrust areas 
and challenge problems to provide long-range guidance for the SEI R&D program, including 
its IR&D program. The thrust areas are survivability/security, interoperability, sustainability, 
software R&D, metrics for acquisition, acquisition management, and commercial off-the-
shelf products. Though IR&D projects for FY2002 were selected prior to this guidance, the 
new studies initiated in FY2002 are focused on three of the thrust areas. The call for IR&D 
proposals in FY2003 will be based on these thrust areas and challenge problems. 

1.2 Overview of IR&D Projects 

The following feasibility studies were initiated in late FY2001 under the IR&D program: 
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Agent-Based Architectures: Intelligent agents are critical to making global and local re-
source allocation decisions that optimize the utility provided by resource-consuming services. 
Such agents can support the cooperative control of multiple applications or services with a 
uniform approach to scheduling multiple types of resources, including memory, power, 
processing, communication, and I/O devices. This study examined the application of adaptive 
agent-based architectures for mobile devices. 

Analysis of Enterprise Integration Applications: Enterprise integration has the goal of 
providing timely and accurate exchange of consistent information between business functions 
to support strategic and tactical business goals in a seamless manner. As the DoD and all or-
ganizations take an increasingly global perspective, the need for integration between systems, 
many of which were originally developed as stove-pipe solutions for individual organiza-
tions, has become more urgent. This IR&D project has been investigating whether break-
throughs are possible in addressing the problem of the integration of information systems 
across an enterprise. 

Flow-Service-Quality Systems Engineering: Foundations for Network System Analysis 
and Design: The purpose of this IR&D study was to investigate a unifying approach to large-
scale network system analysis, specification, design, verification, implementation, and opera-
tion. The result of the research is an emerging technology called Flow-Service-Quality (FSQ) 
engineering. It focuses on complexity reduction and survivability improvement, and provides 
engineering and management foundations for network system development. 

Several feasibility studies were started late in FY2000 and continued into FY2002: 

Fusion: This project was designed to study the feasibility of multi-source data fusion for the 
predictive analysis of network intrusions. The goal was to identify and exploit data sources to 
gain insight into the likely targets and behaviors involved in network intrusions, particularly 
in non-traditional networks, which are networks that are temporary, ad-hoc, or special pur-
pose. By gaining this insight, a number of defensive and preventative strategies become pos-
sible, with a consequent lessening of the large amount of resources presently dedicated to 
network defense and recovery from intrusions. 

Open Source Software: Open source software (OSS) is emerging as the software commu-
nity’s next “silver bullet.” The goal of this study was to examine OSS development and man-
agement practices to determine their viability and applicability to DoD systems. 

Predictable Assembly from Certifiable Components: The purpose of this study was to ad-
dress the fundamental challenge of building systems from components: predicting the proper-
ties of systems from their parts, strengthening the correlation between component properties 
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and system predictions based on them, and establishing a framework for gradual and sus-
tained improvement in certification and prediction. 

Quality Software Development @ Internet Speed: The purpose of this study was to exam-
ine how Internet software is developed today, with particular emphasis on the development 
processes used by Internet companies and the extent to which these processes are different 
from traditional software development processes. 

Learning from Software Development and Acquisition Failures: This project was initi-
ated to investigate how the SEI could make a strategic difference in preventing or reducing 
software-intensive system failure. Participants evaluated how methods for identifying, col-
lecting, evaluating, analyzing, and synthesizing information about software failure can be 
used to detect patterns and trends related to software failures. 

Technology Change Management in High-Maturity Organizations: The goal of this pro-
ject was to determine which practices used by high maturity organizations to introduce soft-
ware engineering innovations are most effective and how they might be captured for wider 
dissemination to other organizations. Improving the ability of organizations to adopt new 
technology is potentially one way the SEI could accelerate the transition of technology into 
widespread use. 

These projects are described in detail below in the same order as they are listed here. 
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2 Agent-Based Architectures 

2.1 Purpose 

In our research, we are examining the application of adaptive agent-based architectures for 
mobile devices. The purpose of the adaptation is to make these devices more usable for the 
end user, despite the user’s changing needs and the changing state of the device and its envi-
ronment. To achieve adaptation, we are investigating the use of utility—subjective value to 
the end user—and a utility-based approach to resource allocation. By choosing “utility” as 
the central concept upon which adaptation rests (rather than, say, more traditional notions 
such as maximization of resource utilization or throughput), we can create systems that adapt 
in ways that more closely mirror the user’s constantly changing needs and the constantly 
changing environment in which mobile devices operate. For example, mobile devices must 
endure widely varying network connectivity and quality of service conditions, and they must 
be constantly frugal about the power that they consume from their batteries. 

Clearly the design space in creating such systems is enormous: the designer may want to ex-
periment with different architectural configurations of the hardware and software compo-
nents, and there are a large number of quality attributes that the user may want to have opti-
mized (communication speed, battery life, central processing unit [CPU] performance, etc.). 
To aid in our research, we have built a testbed simulator, which simulates the various archi-
tectural components of a mobile device (both hardware and software), the user, and the envi-
ronment in which the mobile system is operating.  

We created the testbed simulator for the following purposes:  

• to provide a tool through which one can explore methods for incorporating user prefer-
ences on mobile devices to maximize the utility of services provided 

• to explore different scheduling and resource allocation strategies 

• to do performance modeling 

• to systematically explore the impacts of architectural alternatives on resource utilization 
and the maximization of utility 

We are already seeing the commercial presence of cell phones and personal digital assistants 
that combine voice and data communication and other applications (such as video) on a sin-
gle device. This trend appears to be steadily increasing. But the methods of building these 
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systems have not evolved significantly and do not differ greatly from the methods for build-
ing non-mobile embedded systems. For example, in traditional scheduling and resource allo-
cation approaches, the relative priorities of computational elements (such as threads, proc-
esses, and programs) are the information that is used to make scheduling decisions. However, 
on a personal communication device, this approach needs to be extended towards a utility-
based resource allocation mechanism, where utility is purely user defined. In this view of the 
world, application services that have a high utility to the user receive a preferential allocation 
of resources. This utility can change according to the user’s needs, the external environment, 
or the state of the system itself (such as the system’s battery level).  

A personal communication device serves multiple purposes. Each of these multiple purposes 
implies a change in a user’s preferences. The user’s mobility implies inevitable changes in the 
environment, affecting communication bandwidth and perhaps even sources of energy and 
other devices with which one could collaborate. Mobility provides the opportunity for dy-
namic coalitions of computational resources as mobile devices come into contact with each 
other. Mobility also leads to changes in the dominant use of the device. A utility-based re-
source allocation must be able to dynamically adapt to these changes.  

2.2 Background 

Typically, the runtime resources for exiting mobile systems are highly constrained; examples 
of such resources include CPU memory, bandwidth, screen real estate, and battery. In the cur-
rent process for building mobile systems, resource allocation decisions are almost always 
fixed at the time of system creation as a means of managing their constrained resources with 
relatively low overhead. However, this situation is arguably changing, both for the better and 
for the worse. For the better, modern mobile systems are becoming more powerful, in terms 
of the computation and communication resources upon which they can call. Taking advantage 
of this power, we can begin to consider designing systems that adapt to their environments at 
runtime, rather than simply having their resource allocation decisions fixed forever. For the 
worse, at the same time as mobile systems’ resources are increasing, the demands being 
placed upon mobile devices are also increasing dramatically. It is our contention that this will 
always be the case: despite increases in their computational and communication abilities, 
mobile devices will always be underpowered with respect to changing and ever-increasing 
users’ needs. For this reason, such systems need effective methods to manage and control 
their resources at runtime, particularly in the face of changing environmental conditions and 
user needs. 

2.3 Approach 

Mobile applications are expected to be able to run at different fidelity levels providing a dif-
ferent level of utility to the user and having different resource requirements [Noble 97]. For 
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example, if a user is browsing the Web, different fidelity levels might take the form of text-
only display, text with minimal graphics, and text with full graphics. Voice communications 
might have different levels of fidelity corresponding to different CODECs (COmpression, 
DECompression) that run at different data rates. Video communications might have different 
resolutions, color depths, and numbers of frames per second. In each case, the resource re-
quirements for these applications are different, and the resulting utility that they provide to 
the user may be different. In addition, a user’s subjective view of the utility of these different 
levels of fidelity might change depending on the situation. For example, users might demand 
high voice quality for an important business call with a client, but they might be perfectly 
content with a low voice quality when checking sports scores or when receiving unsolicited 
calls. Even within a single run of a single application, the fidelity demanded by a user might 
change dynamically. 

Finally, the user’s environment is changing dynamically. The battery power on the system is 
always changing, and a user might add or remove a battery. The communication signal 
strength required for sending or receiving data might vary both over time and with changes in 
the user’s location. Available network bandwidth might also vary considerably over time, due 
to normal fluctuations in the load on the network. To be able to conduct research in determin-
ing appropriate software structures for dealing with all of these complexities, we are explor-
ing different architectural alternatives for such mobile devices; to do this easily and inexpen-
sively, we need a simulation testbed. 

The research questions that we propose to answer from this simulation testbed can be catego-
rized into two broad categories: 

• Usability: Is it possible to build a system that incorporates user preferences and dynami-
cally optimizes the assignment of resources to maximize user satisfaction? What are the 
constraints on building this type of system? What are the resource consumption charac-
teristics of various processes (including the optimization process) and how do they inter-
act? How can user preferences be accurately captured and transformed into information 
that is appropriate for making scheduling decisions? 

• Architecture: What are the various architectural structures that can be used to provide 
dynamic allocation of resources based on user preference? Is it possible to prescribe ar-
chitectural designs for different types of mobile devices, based on the desired characteris-
tics of those systems? How do centralized and decentralized architectures differ and how 
are they related? 

The problem of creating such architectures is challenging because many aspects of the archi-
tecture are stochastic. For example, the environment is stochastic, and the user is stochastic 
with respect to the changing environment. For this reason the mobile device must constantly 
adapt to the changing environment, to its own changing state (for example, a low battery 
condition), and to the needs of the user. Therefore, it is crucial for the testbed to be able to 
easily support the specification and simulation of different architectural choices so that these 
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choices can be compared in a disciplined and repeatable way; by using a simulator, these 
choices can be explored before building the system itself.  

2.4 Views of the System 

Typically, describing any software architecture requires multiple views of a system: for ex-
ample, the functional, runtime, and implementation views [Bass 98].  

2.4.1 Functional View of the System 

From a purely functional perspective, the testbed consists of three layers: the resource layer, 
the task layer, and the environment layer.  

• resource layer: This lowest layer simulates hardware resources. This layer consists of 
the basic resources that are needed to run an application on a mobile device. 

• task layer: This layer consists of various modules that drive the mobile device to per-
form useful services on behalf of the user. Tasks consume resources and provide utility to 
the user. An essential function within this layer is the scheduling module that prescribes 
the resource allocation across applications over a period of time, and how allocations will 
change according to changes in the environment or in user-indicated utility. 

• environment layer: This layer simulates the environment within which the mobile de-
vice operates. This layer simulates a stochastic environment from the perspective of the 
mobile device, including user events, changes in network bandwidth and availability, and 
external application events (such as the arrival of a phone call or a short message). 

2.4.2 Runtime View of the System 

In this section we describe in more detail how the various modules within the layers of the 
architecture are scheduled and interact to accomplish the goals of the simulation. The runtime 
view of the system is described in Figure 1. 

The simulation controller is the runtime heart of the system. Currently it reads a set of simu-
lation script files that determine the nature of the resources and tasks, their configuration, the 
user activities, and the environmental events that the system is to simulate. The script files 
determine the architecture of the system being simulated. By changing these files, we can 
easily simulate many different architectures with different task and resource characteristics 
and different scheduling disciplines. This configurability makes the testbed an ideal vehicle 
for experimenting with architectural alternatives at a very low cost. 

The simulation controller causes application modeling to execute the user, the environment, 
and the various simulated tasks. These tasks in turn make use of simulated resources, via the 
auspices of some scheduling mechanism. All communication among the simulated compo-
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nents takes place through the publish/subscribe service. This makes it simple to change the 
architecture of the simulated system, because no component directly depends on, or even 
knows of the existence of, any other component. 

Figure 1: Runtime View of the Simulation Testbed 

2.4.3 Implementation View of the System 

The simulator consists of three key component types—resource, task, and scheduler—each of 
which is represented by a distinct Java  class. The resource component type represents the 

usable system resources such as battery, CPU, memory, and network bandwidth, of which the 
battery is a special kind of resource (draining over a period of time.) The resources are targets 
for competition between task components. The task component type simulates each unit of 
meaningful work such as a voice call, file download, or playing of music. The scheduler 
component lies between these two groups and arbitrates the competition between tasks trying 
to get their required resources. 

                                                 
   Java is a trademark of Sun Microsystems, Inc. 
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2.5 Collaborations 

Rick Kazman is the member of the SEI technical staff who has worked on this project. 
Jayatirtha Asundi, an SEI visiting scientist, also contributed. The main external collaborator 
on the project has been Alexander Ran, Principal Research Scientist at Nokia Corporation. He 
is providing his own support for the project. A small amount of collaboration has also take 
place with the Aura project, headed by David Garlan in SCS, and with the QRAM project, 
headed by Peter Feiler at the SEI. 

2.6 Evaluation Criteria 

The evaluation criteria that we set out for this project in our original proposal were as fol-
lows: 

• At least two organizations (one commercial and one DoD) build directly upon this work 
in continued experimentation and research. Likely candidates are 

− Nokia: We have been working with them since September 2000. 
− Motorola: We have been in contact with Landis/Vesudaven since January 2001. 
− Defense Advanced Research Projects Agency (DARPA) Agent-Based Systems Pro-

gram 

This criterion has not yet been met, but the project is not yet completed. We are still working 
on publicizing the research and actively collaborating with our industry partners to find ap-
plications of the testbed. 

• At least one paper is accepted in a major conference or journal. 

As of this time, we have had one paper accepted at a major conference (the 2002 Interna-
tional Conference on Software Engineering Research and Practice [SERP ’02]) and one paper 
accepted in a journal (Computer Standards and Interfaces).  

• As least one conference session, track, or workshop is devoted to this issue and motivated 
by SEI work. 

We will be proposing a mini-track at the Hawaii International Conference on System Sci-
ences (HICSS) on this topic for next year. We have every reason to expect that this will be 
accepted. 

2.7 Results 

This IR&D project is still in progress, but we already have some successes to report: 

• Nokia is still involved with the work and is looking at ways of building on it. 

• We have made one conference publication: Kazman, R.; Asundi, J.; and Ran, A. “Adapt-
able Architectures for Mobile Systems.” Proceedings of the International Conference on 
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Software Engineering Research and Practice. Las Vegas, NV, June 2002. Las Vegas, NV: 
Computer Science, Research, Education and Applications, 2002. 

• We have made one journal publication (an extended version of the conference paper), 
accepted for publication in Elsevier’s Computer Standards and Interfaces journal. 

• We have submitted another paper to the Hawaii International Conference on System Sci-
ences (HICSS). 

Currently we are experimenting with the implications of centralized versus decentralized 
scheduling disciplines, and on the implications of different models of distributed resources 
requesting and consuming resources. To create truly distributed resource management, we 
must experiment with different negotiation schemes where the tasks themselves are intelli-
gent agents, capable of negotiating for resources on their own behalf. Being able to support 
this dramatically different architectural style is a significant test of the generality of the test-
bed. 

At the moment, the simulation testbed runs from script files. While this is adequate for testing 
the proper working of the testbed itself, it does not provide sufficient support for broad test 
coverage of the simulated components and architectures because a script file will always run 
deterministically, producing the same result. To address this shortcoming, we are adding in a 
“simulated user” that is non-deterministic. A major research area, therefore, is to determine 
appropriate parameterizable models to represent the user. We are also adding an environment 
simulation component, to simulate changing network conditions, equipment failures, and so 
forth. Since this testbed is meant to obviate the need to build hardware devices for testing, we 
must be able to adequately simulate the hardware, its behavior, and the environment in which 
it runs. 

To increase the usability and user satisfaction of mobile devices, we propose to use the utility 
judgments of the user. Clearly much of the success of a utility-based scheduling discipline 
will depend on how the utility levels are set; determining whether these truly reflect the de-
sires of the user and capturing the utility judgments of the user are of prime importance. In 
our simulation testbed, we have created the provision for a “training” mode. In this mode, we 
expect to capture and infer the utility values for various resource consumption levels by ob-
serving the user at work. This will, we expect, result in far superior utility settings than doing 
this manually, which would certainly be an ad hoc process. For mobile devices, we expect the 
user to run the device’s training mode when she buys the device—just like a user trains her 
voice recognition software to reduce errors in transcription. 
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2.8 Publications and Presentations 

Kazman, R.; Asundi, J.; and Ran, A. “Adaptable Architectures for Mobile Systems.” 
Proceedings of the International Conference on Software Engineering Research and 
Practice. Las Vegas, NV, June 2002. Las Vegas, NV: Computer Science, Research, Education 
and Applications, 2002. 

Kazman, R.; Asundi, J.; Kim, J.; and Sethananda, B., “A Simulation Testbed for Mobile 
Adaptive Architectures,” Computer Standards and Interfaces Journal, accepted for publica-
tion, 2003. 
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3 Analysis of Enterprise Integration 
Applications 

3.1 Purpose 

This IR&D project has been investigating whether breakthroughs are possible in addressing 
the problem of the integration of information systems across an enterprise. Enterprise integra-
tion has the goal of providing timely and accurate exchange of consistent information be-
tween business functions to support strategic and tactical business goals in a manner that ap-
pears to be seamless.  

The need for integrated battlefield management, the integration of intelligence from different 
sources, and the integration of business functions (such as materiel, human resources, and 
supply chain information) has been recognized by the Department of Defense (DoD) as im-
portant for some time. As the DoD and all organizations take an increasingly global perspec-
tive, the need for integration between systems, many of which were originally developed as 
stove-pipe solutions for individual organizations, has become more urgent.  

The criticality of enterprise integration has been cited by Joint Vision 2020 [JV 00, p.21]. In 
addition, every federal government organization has been mandated by the Clinger–Cohen 
Act of 1996 [Public Law 96] to appoint a Chief Information Officer (CIO) responsible for 
“developing, maintaining and facilitating the implementation of a sound and integrated in-
formation technology architecture.”  

The enterprise integration problem is equally significant within the corporate world. Business 
survival in today’s climate often depends on the ability to integrate applications effectively 
across the value chain of the business. As computer-intensive applications have become more 
pervasive, the ability of government organizations and corporations to achieve their strategic 
goals and objectives hinges on their ability to access, analyze, and process data quickly, accu-
rately, and effectively. 

3.2 Background 

The lack of enterprise integration costs billions of dollars per year. In many cases, legacy sys-
tems are hampered by inconsistencies and inefficiencies resulting in the fact that integration 
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is difficult because of incompatibilities across applications and because each application 
owns and controls its own data. Zachman reports data from a number of sources showing that 
between 20% and 40% of all labor costs in the United States are dedicated to the gathering, 
storage, and reconciliation of data, and that 70% of the lines of software code in corporate 
software systems are dedicated to moving data from system to system [Zachman 97]. 

To address the problem, a number of different approaches are in use, including developing 
enterprise architectures, using Web-based and middleware approaches, and inserting an En-
terprise Resource Planning (ERP) solution. While each type of approach offers a potential 
step forward, no single approach offers a systematic solution. Some outstanding problems 
with each type of approach are outlined below.  

Enterprise architectures are high-level definitions of the data, applications, and technology 
needed to support the business. The result of the process is a long-range plan to support the 
overall goal of enterprise integration. However, there are several problems with the current 
set of approaches. The linkage to the software architecture required to implement the plans is 
often left for future work, resulting in a disjunction between the planning stage and the im-
plementation stage. In general there is not clear guidance on this step. As a result, initial plans 
are often developed which later flounder for lack of a clear connection to actual system de-
velopment and for the lack of a detailed implementation plan. Few enterprise architecture 
plans have actually been implemented successfully.  

A number of promising technology approaches are maturing rapidly. Finkelstein and Aiken 
have recently proposed the use of Web-based technologies in conjunction with middleware to 
assist with the problem of enterprise integration [Finkelstein 99]. The potential of the Web as 
a portal to corporate data provides a mechanism to allow for searching and retrieving inquir-
ies and for accessing information about orders, order fulfillment, and customer data.  

Early uses of the Web using Hypertext Markup Language (HTML) permitted static informa-
tion to be displayed, but they did not provide benefit for enterprise integration. Later the in-
troduction of Java provided for portability across hardware platforms and operating systems. 
Technologies such as Enterprise JavaBeans (EJB) simplified the development of middleware 
components that support transactions, security, and database connectivity.  

While the use of Web and middleware technologies to support enterprise integration has 
strong potential, the application of these technologies is only beginning to be explored. There 
is not a good understanding of the appropriate role of middleware technologies that can en-
able pragmatic, loosely coupled integration. However, there are not clear guidelines on when 
specific types of technologies are appropriate, how to integrate a solution set within the tech-
nical and organizational structure most effectively, and how a set of choices will affect future 
technology options.  
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ERP solutions, such as SAP, PeopleSoft, and Oracle, are advertised as providing one-stop 
shopping that will integrate all of an organization’s information technology (IT) needs. The 
problem of enterprise integration is sometimes assumed to be primarily that of selecting and 
fine-tuning a specific ERP solution. However, decisions on selecting an ERP solution are of-
ten made without a detailed technical understanding of exactly what the ERP provides, how it 
will support an organization’s processes, and how it will integrate with an organization’s ex-
isting legacy systems.  

Addressing these issues is critical for progress in current efforts at enterprise integration. The 
dozens of current large-scale efforts at enterprise integration within the DoD and other or-
ganizations tend to struggle with some subset of these problems. 

3.3 Approach 

The study examined a number of the critical questions and issues that need to be addressed in 
order for enterprise integration to be a routine practice, and it identified potential ways to ad-
dress the critical questions and issues. Some of the questions and issues include the follow-
ing: 

• What are the basic issues of enterprise integration?  

• Which issues are currently being addressed adequately? 

• Where are the gaps in our current understanding of the state of the practice? 

• Where are the gaps between the state of the art and the state of the practice? 

• Are there specific areas where significant progress can be made?   

To address these issues, the study has analyzed the broad topic of enterprise integration. It has 
focused on getting an overall understanding of the field and determining whether potential 
new approaches might provide high leverage for practitioners to make progress. The final 
report of the group is the Technical Roadmap for Enterprise Integration, which will be avail-
able in October 2002. The Technical Roadmap will provide a summary of critical issues and 
will identify gaps in current research and practice, as well as potential areas where the SEI 
may be able to make a contribution. Some of the preliminary conclusions are summarized in 
Section 3.6.  

As input for the Technical Roadmap, the following sets of activities have been undertaken: 

3.3.1 Workshops 

Centre for Advanced Study Conference (CASCON) Workshop 
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A workshop for the research and corporate community was held in conjunction with 
CASCON 2001 in Toronto in October 2001.Forty five people participated from IBM, Sun, 
the Natural Sciences and Engineering Research Council of Canada (NSERC), Bell Canada, 
University of Waterloo, University of Victoria, University of Alberta, and Queens University. 
IBM Toronto and Bell Canada have particularly indicated interest in future involvement.  

The CASCON workshop focused on technology trends and identified outstanding issues that 
need to be addressed before substantial progress can be made. 

The positive trends include  

• net-centric computing 

• Web as a portal to corporate data 

• implications of electronic commerce  

• Java-enabled portability across hardware platforms and operating systems 

• maturity of Enterprise Application Integration (EAI) middleware (Websphere, Compo-
nent Broker, Vitria, .NET) and platforms (such as Eclipse) for the effective integration of 
tools [Britton 01] 

• potential of mark-up languages (such as XML) for linking structured and non-structured 
data [Finkelstein 99]. 

The outstanding problems include  

• a need for an effective methodology for enterprise integration 

• a lack of high-level awareness of issues 

• a lack of generic solutions to the integration problem (integration solutions tend to be 
local) 

• the extraction of interfaces from existing systems and identification of side effects  

• a need for clear guidance for management decision making 

• a need for an overall solution to distributed transaction processing on a Wide Area Net-
work (WAN) (latency, wide-scale transaction, scalability) 

DoD Workshop 

The DoD workshop was held in May 2002 at the SEI Washington office. The workshop in-
cluded 18 invited participants from the DoD and other government agencies. The workshop 
conclusions are folded into the discussion of results in Section 3.6.  
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3.3.2 White Papers 

The team produced a series of informal white papers to raise an understanding of issues and 
provoke discussion. These white papers focused on the following topics: 

• the role of net-centric computing in enterprise integration architectures 

• customizable service integration in Web-enabled environments 

• the role of enterprise portals in enterprise integration 

• quantitative information technology portfolio management 

• migrating and specifying services for Web integration 

• annotated bibliographies   

3.4 Collaborations 

Dennis Smith, Liam O’Brien, Robert Seacord, Mario Barbacci, and Ed Morris are the mem-
bers of the SEI technical staff who worked on this project. The feasibility study involved ex-
tensive contact with external collaborators. As mentioned earlier, the workshops involved 
participation with representatives from the research and corporate community, as well as the 
DoD community. Some of the collaborators who have expressed interest in further involve-
ment include 

Lt. Col Joe Besselman, Global Command and Control System (GCCS) 
Dr Loring Bernhardt, MITRE 
Dr. Anna Liu, Commonwealth Scientific and Industrial Research Organisation (CSIRO)  
Dr. Joe Jarzombek, Office of the Secretary of Defense (OSD) 
Mr. John Gay, Air Force – Chief Information Officer 
Mr. William Taylor, Office of Housing and Urban Development (HUD) 
Mr. Bradford Eyre, Coast Guard 
Mr. John Wunder, Lockheed-Martin 
Dr. Marin Litou, IBM-Toronto 
Dr. Raymond Paul, Command, Control, Communications and Intelligence (C3I) 

In addition the IR&D team was structured to include external team members. These team 
members included 

• Dr. Peter Aiken of Virginia Commonwealth University. Aiken is considered a leader in 
this area, and has written widely on the topics of enterprise integration, legacy system 
migration, data modeling and more recently on Extensible Markup Language (XML) por-
tals. Aiken has been involved with a number of organizations that have attempted enter-
prise integration, and he has an understanding of the major concepts in the field, current 
strengths and weaknesses, and the key players.  
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• Dr. Kostas Kontogiannis of Waterloo University. Kontogiannis is recognized for his work 
in reengineering, migration of legacy systems, and the application of Web technologies, 
such as XML. He has directed large-scale commercial projects in applications of Web-
based technologies to legacy systems.  

• Dr. Atul Bhatt. Bhatt has done extensive work in IT strategic planning, technology inte-
gration planning, and enterprise architecture management of large-scale information sys-
tems for such companies as Nortel, Caterpillar, General Electric (GE), International 
Business Machines (IBM), Ford, Sprint, Becton Dickinson, and National Capital Region 
(NCR). 

3.5 Evaluation Criteria 

Success criteria include the following: 

• development of a preliminary roadmap for progress in enterprise integration that inte-
grates insights from a broad set of perspectives, including insights from SEI work 

• successfully conducting two workshops eliciting input on needs and issues from DoD 
stakeholders, researchers and the corporate community 

• establishment of interest among a community of researchers and practitioners that has 
promise to go beyond the period of the study, regardless of further SEI involvement 

• development of at least four position papers that will elucidate basic concepts on topics 
that are sometimes confusing to practitioners 

• an analysis of the potential longer term SEI role (If the SEI has a longer term role to play, 
this criterion will include development of an integrated SEI strategy for addressing enter-
prise integration, including a consensus among the SEI initiatives on the decisions that 
are made.) 

3.6 Results 

At a very high level, the study has identified the following basic problems: 

• Many organizations are unable to determine an appropriate scope, strategy, and plan for 
an effort. This has often led to scope escalation, an inability to define an effective project, 
and an inability to get measurable results. 

• There is not a common understanding of the role of an enterprise architecture. It is often 
seen as a task to perform in order to check off a box. The focus on the low-level details of 
an enterprise architecture obscures the purpose of the task. The task is often viewed as 
being a part of implementation, while its primary purpose is actually planning. 

• Top-level managers often confuse an enterprise architecture with a software architecture 
and conclude that a software architecture is not necessary. This problem has led to sig-
nificant churning, particularly within the DoD. It has also led to a failure to account for 
the critical role of quality attributes. 
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• While CIOs have been appointed to comply with the Clinger-Cohen Act, they tend not to 
be integrated within the services and are viewed as simply an additional level of bureauc-
racy whose approval is necessary in order to proceed. 

• While middleware and technology solutions can offer significant advantages, decisions 
are often made at the level of slogans and specific vendor solutions. 

• The problem of enterprise integration is often assumed to be primarily that of selecting 
and fine-tuning a specific ERP solution. There is a gross underestimation of the task of 
integration with existing organizational processes and integration with legacy systems, 
migration of users, and deployment. 

To address these issues, the problem of enterprise integration needs to be addressed at multi-
ple levels. The unmet needs include 

• a proven method for developing an effective scope for integration efforts. Currently, 
many efforts flounder because they fail to define an effective scope. The issue of scope is 
at the intersection of the unresolved problems described earlier, and addressing it offers 
one way to establish a closer connection between enterprise architectures and software 
architectures. As discussed earlier, while enterprise architectures are meant primarily as a 
tool for planning rather than implementation [CIO 01], in practice such efforts go to low 
levels of detail, take significant amounts of effort, and have little linkage to follow-on 
projects.  

• decision rules for making choices on the types of technology that are most appropriate for 
specific types of efforts, including choices on ERP solutions, Web technologies, and mid-
dleware. The types of decisions where support is needed include choices on the type of 
technology that is appropriate, its relationship to existing systems, its impact on the proc-
esses of the organization, and the amount of effort that is required to adapt the technol-
ogy. Although many technology solutions are available, there are not easily accessible 
guidelines for when to use different types of solutions. 

• a clear understanding of how to migrate legacy systems successfully. Most enterprise in-
tegration efforts require migration from legacy systems. Currently, there is not a system-
atic understanding of how to migrate successfully from legacy systems. As a result, many 
organizations seriously underestimate the magnitude of the effort required. 

• a comprehensive handbook on critical issues and choices  

• a visible community that can offer role models, guidance, and transition support 

These outstanding issues and unmet needs are addressed in more detail in the Technical 
Roadmap. The roadmap also identifies potential areas where future SEI effort in the area can 
result in the greatest impact. 

3.7 Publications and Presentations 

Smith, Dennis. Technical Roadmap for Enterprise Integration (CMU/SEI-2002-TN-028). To 
be published in 2002. 
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4 Flow-Service-Quality Systems 
Engineering: Foundations for Network 
System Analysis and Design 

4.1 Purpose 

Government, defense, and business enterprises are irreversibly dependent on large-scale net-
work systems whose complexity frequently exceeds current engineering capabilities for intel-
lectual control. The result has been persistent difficulties in system development, manage-
ment, and evolution, as well as failures, intrusions, and compromises in operation. (The term 
“system” is used in the broadest sense to encompass hardware, software, and people.) These 
systems are characterized by very large-scale heterogeneous networks with often-unknown 
boundaries and components. Dynamic interconnectivity of systems-of-systems limits visibil-
ity and control of security and survivability. User task flows can traverse systems and 
boundaries with varying security and survivability characteristics. In addition, these systems 
must deal with uncertain commercial off-the-shelf (COTS) component function and quality, 
unforeseen behaviors and vulnerabilities, and unanticipated inter-system cascade failures. 
Complexity is compounded by the extensive asynchronous behavior of the virtually unknow-
able interleaving of communications among system components. It is often the case that the 
components of network-centric systems are complex systems in their own right, and must be 
dynamically integrated to provide coherent mission capabilities. 

The purpose of the Flow-Service-Quality Systems Engineering IR&D study was to investi-
gate a unifying approach to large-scale network system analysis, specification, design, verifi-
cation, implementation, and operation. The result of this research is an emerging technology 
called Flow-Service-Quality (FSQ) engineering. It focuses on complexity reduction and sur-
vivability improvement, and provides engineering and management foundations for network 
system development. FSQ engineering comprises three related technologies: Flow Structures, 
Computational Quality Attributes, and Flow Management Architectures. 
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4.2 Background 

The burden of unmastered complexity creates difficulties in understanding systems we have 
and in defining systems we need. It leads to loss of intellectual control when human capabili-
ties for reasoning and analysis are exceeded. Intellectual control means understanding system 
behavior in all circumstances of use. It means orderly development and evolution, and no 
surprises in operation. Intellectual control does not mean the absence of uncertainty, failures, 
or compromises—they are inevitable—but the capability to deal with them through engineer-
ing technology. And it does not require slow and burdensome methods for development. On 
the contrary, intellectual control enables rapid development with confidence. Today, we face 
complexity and survivability issues on a whole new level. How systems fail has become as 
important as how they succeed. Complexity and survivability are closely related. Complexity 
diminishes survivability by masking potential failures and vulnerabilities and by hiding un-
foreseen access paths for intrusion. Survivability requires knowing system component de-
pendencies, and defining system actions for component compromises and failures in all cir-
cumstances of use [Mead 00]. In short, survivability requires intellectual control.   

More effective systems engineering methods are required across the life cycle for fast, pre-
cise, and predictable system development and evolution. A promising path lies in the defini-
tion of unifying mathematical foundations upon which to base engineering practices and 
automation support. These foundations must accommodate network system realities: highly 
distributed heterogeneous components; shifting boundaries and users; uncertain COTS com-
ponent function and performance; unpredictable failures, disruptions, and compromises; and 
lack of information and control of component and network behavior. They must also accom-
modate enterprise needs for rapid development and evolution, predictable composition of all-
scale components, and interoperability of systems to achieve mission objectives. 

4.3 Approach 

The primary focus of the FSQ IR&D study was the definition of mathematical semantics for 
engineering methods and representations that explicitly address the realities of network-
centric systems that have challenged the best engineering efforts: 
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Network System Reality Requirements for FSQ Semantic Foundations  

Enterprise- and user-centric view of 
system services and operations 

Engineering methods that begin with enterprise 
requirements and refine into designs and imple-
mentations 

Multiple levels of abstraction in 
specification and design  

Engineering methods for precise, scalable refine-
ment, abstraction, and verification at all levels  

Incomplete knowledge of behavior of 
network services 

Engineering methods that are based solely on ser-
vice responses, not complete service behavior  

Uncertainties of COTS component 
function and quality attributes 

Engineering methods to explicitly design for Un-
certainty (Survivability) Factors of failure and 
compromise 

Complexities of pervasive asynchro-
nous behavior 

Engineering methods and representations that are 
deterministic for human understanding and analysis 

Constantly changing values of quality 
attributes in operation 

Computational approach to quality attributes to 
accommodate dynamic attribute behavior in execu-
tion 

These foundations can have a major impact on network system acquisition, development, 
operation, and evolution, all of which are key areas of the DoD challenge problems. 

4.4 Collaborations 

The FSQ IR&D study brought highly capable researchers with proven track records into col-
laboration with the SEI. The Survivable Systems Working Group (SSWG) was established to 
conduct the study, with participation by the University of Central Florida and the University 
of South Florida. In addition, a related project has been initiated with a DoD organization. A 
focus area of this project is application of FSQ concepts to survivability analysis of mission-
critical essential services in existing systems. The methods defined involve extraction of 
flows from system architectures to reveal dependencies and potential points of failure and 
compromise. These findings focus and prescribe survivability improvements to system archi-
tectures.1 

4.5 Evaluation Criteria 

The objective of the FSQ IR&D study was to develop semantic foundations for engineering 
methods and representations that address the network system realities described above. That 
objective has been achieved, as discussed briefly below and in more detail in the publications 
listed in Section 4.7. The next step in FSQ development is to create engineering examples, 

                                                 
1  Linger, R. Essential Service and Sense-and-Respond Control Models (CMU/SEI-2002-SR-007). 

Pittsburgh, PA: Software Engineering Institute, Carnegie Mellon University, 2002 (restricted 
distribution). 
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language structures, and engineering practices as artifacts for technology transfer and 
application. 

4.6 Results 

The study focused on developing three engineering concepts that address the challenging re-
alities of network-centric systems. Taken together, these concepts comprise an engineering 
discipline for large-scale systems: 

• Flow Structures: User task flows and their refinements into system service uses can pro-
vide unifying engineering foundations for analysis, specification, design, verification, 
and implementation of functionality and quality attributes. 

• Computational Quality Attributes: Quality attributes, such as reliability, availability, and 
survivability, can be associated with both flows and the system services they invoke, and 
can be specified as dynamic functional properties to be computed, rather than as static, a 
priori predictions of uncertain utility in the fast-changing environment of system execu-
tion.   

• Flow Management Architectures: Flow Structures and Computational Quality Attributes 
support canonical architecture frameworks that manage flows, network services, and their 
quality attributes in execution. 

Details of Computational Quality Attributes and Flow Management Architectures can be 
found in the published papers cited in section 4.7. The following discussion focuses on Flow 
Structures. 

Flow Structures are compositions of system services that carry out user tasks to accomplish 
enterprise missions. They employ mathematical semantics that were defined in this study to 
preserve important deterministic properties for precise human understanding and analysis, 
despite the underlying uncertainty and asynchronism of network behavior. Flow Structure 
engineering requires designing for unpredictable events that can impact mission survivability. 
And Flow Structures provide a vehicle for specification and management of quality attrib-
utes. Thus, the first-class concepts of flow, service, and quality are the essential and primary 
artifacts of the emerging discipline of Flow-Service-Quality (FSQ) engineering [Hevner 02a, 
Hevner 02b, Linger 02a]. 

4.6.1 Flow Structures 

Distributed information systems are usefully viewed as networks of asynchronously commu-
nicating components that provide services whose functions can be combined in various pat-
terns to satisfy enterprise mission requirements. System services include all the functional 
capabilities of a network system, from protocols, operating systems, and middleware to data-
bases and applications. The sequencing of system services in user task flows can be mapped 
into compositions of network hardware, software, and human components that provide the 
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services. These compositions are end-to-end traces that define slices of network architectures 
whose net effect is to carry out operations that satisfy user requirements [Hevner 01]. The top 
of Figure 2 depicts refinement of user task flows into uses of system architecture compo-
nents. Flows are essentially procedures that define compositions of service uses at levels of 
abstraction ranging from an enterprise mission to system implementation. Flows can specify 
integration and traversal of multiple systems and components, as shown in the bottom of 
Figure 2. Flows can be expressed in a simple set of control structures, including sequence, 
alternation, iteration, and concurrent structures, and can be refined, abstracted, and verified 
with precision [Prowell 99]. Flows invoke services, which can be refined into flows, etc., in a 
recursive process that employs identical methods at all levels of specification and design. 

Flow Structures are based on a function-theoretic semantic model. Flows and their constitu-
ent control structures are regarded as rules for mathematical functions (or relations), that is, 
as mappings from domains (inputs, stimuli) to ranges (outputs, responses). This model has 
been extended to address behavioral realities of network systems, where incomplete informa-
tion and unpredictable behavior are the order of the day. The mathematical semantics of Flow 
Structures are defined in a set of theorems. For example, the Flow Structure Theorem guaran-
tees sufficiency of the basis set of control structures for representing any flow. The Flow Ab-
straction/Refinement Theorem guarantees the correctness of the semantic foundations. The 
Flow Verification Theorem defines conditions for correctness of flows with respect to their 
specifications. And the System Testing Theorem defines the relationship between flows and 
usage models for statistical certification of system fitness for use [Linger 02a].  
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Figure 2: Flow Structure Refinement and Network Traversal 

Figure 3 depicts use of Flow Structures for designing new systems and analyzing existing 
systems. In design, a set of flows specifies the operations a network and its services must 
provide. The required connectivity of services in such a FlowSet defines a sufficient logical 
architecture as a starting point for network design. In analysis, flows of critical tasks can be 
extracted from an existing architecture to reveal dependencies and potential points of failure 
for survivability evaluation and improvement [Moore 01].2    

In large-scale network systems, flows can engage in extensive traversals of network nodes 
and communication links, where the behavior of invoked services cannot always be known 
and predicted. In this environment a variety of Uncertainty (Survivability) Factors must be 
addressed in system specification and design, including the following [Linger 02b]: 

• unpredictable function: A service may be provided by COTS components of unpredict-
able or unknown function and reliability, and may not perform expected operations. 

• compromised function: A service may have been compromised or disrupted by an intru-
sion or physical attack and may not be able to perform its function correctly or at all. 

• modified function: A service may be modified or replaced as part of routine maintenance, 
error correction, or upgrade, with intentional or inadvertent modification of its function. 

                                                 
2  Ibid. 
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• asynchronous function. A service may be used simultaneously and asynchronously by 
other flows, and thus produce results dependent on unpredictable history of use, both le-
gitimate and illegitimate. 
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Figure 3: Flow Structure Analysis and Design 

These factors are pervasive behavioral realities of large-scale, network-centric systems. Deal-
ing with them is an enterprise risk management problem with potentially serious conse-
quences. It is important to detect when they have occurred and take appropriate actions to 
continue operation. For mission-critical flows, these actions must ensure survivability no 
matter what adverse environments are encountered. In today’s world, it is imprudent from a 
risk management perspective to fail to address the Uncertainty Factors in system develop-
ment. 

The mathematical semantics of Flow Structures are defined to support development and veri-
fication of flows for such uncertain environments as a standard engineering practice. To allow 
for unpredictable or unknown behavior of services, flow semantics require specification of 
only the processing that a flow itself performs, and not the processing of the services it in-
vokes. That is, it is not necessary to specify details of what services do (which may be un-
knowable), only what a flow does with their responses. This response-based semantics en-
sures that flows exhibit deterministic behavior for human understanding; that is, they define 
unambiguous behavior, despite the underlying uncertainties and unknowns of service opera-
tions.   

Flow Structure engineering requires designers to define appropriate actions by a flow for all 
possible responses, both desired and undesired, from critical services. This approach requires 
for mission survivability that the Uncertainty (Survivability) Factors be dealt with explicitly 
in design, thereby addressing important aspects of enterprise risk management. This is ac-
complished in flow design by partitioning the responses of critical service invocations into 
equivalence classes and providing system actions for each partition.  
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A high-level application of Flow Structures is depicted in Figure 4, a notional illustration of a 
network-centric command-and-control system whose nodes are complex systems in their own 
right, each with its own specified FlowSets to support. Of particular interest is use of over-
arching command-and-control Flow Structures shown in the center of the figure to integrate 
services of individual nodes into coherent mission capabilities. These integrating flows spec-
ify requirements for the entire system and serve as stable foundations for acquisition, man-
agement, design, implementation, and operation. 

UAV

Other Layered 
Sensors

Network
Centric 
Force

Robotic 
Direct Fire

Robotic 
NLOS Fire

Robotic 
Sensors

Other 
Manned 

Elements

FlowSet:
Preparation
Deployment
C3
Retrieval
Safing
Maintenance
…  

FlowSet:
Preparation
Deployment
C3
Retrieval
Safing
Maintenance
…  

FlowSet:
Preparation
Launch
C3
Retrieval
Maintenance
…   

FlowSet:
Preparation
Deployment
C3
Retrieval
Safing
Maintenance
…  

FlowSet:
Preparation
Launch
C3
Maintenance
..

FlowSet:
Preparation
Deployment
C3
Communicaiton
…  

FlowSet:
Mission Def’n
Sensor Integration
C4I
Fire Integration
Damage Assmt
…

Integrating 
FlowSet

UAV

Other Layered 
Sensors

Network
Centric 
Force

Robotic 
Direct Fire

Robotic 
NLOS Fire

Robotic 
Sensors

Other 
Manned 

Elements

FlowSet:
Preparation
Deployment
C3
Retrieval
Safing
Maintenance
…  

FlowSet:
Preparation
Deployment
C3
Retrieval
Safing
Maintenance
…  

FlowSet:
Preparation
Launch
C3
Retrieval
Maintenance
…   

FlowSet:
Preparation
Deployment
C3
Retrieval
Safing
Maintenance
…  

FlowSet:
Preparation
Launch
C3
Maintenance
..

FlowSet:
Preparation
Deployment
C3
Communicaiton
…  

FlowSet:
Mission Def’n
Sensor Integration
C4I
Fire Integration
Damage Assmt
…

Integrating 
FlowSet

 

Figure 4: FlowSets for Integrating Command and Control in a Network-Centric 
System 

4.7 Publications and Presentations 

The FSQ IR&D project has produced seven publications, including an invited book chapter 
and three conference papers. Two additional papers dealing with the foundations of Flow 
Structures and Computational Quality Attributes are in preparation. FSQ technology has been 
presented to the Federal Aviation Administration (FAA) and a number of DoD organizations, 
as well as at several major conferences. 

Hevner, A.; Linger, R.; Sobel, A.; & Walton, G. “Specifying Large-Scale, Adaptive Systems 
with Flow-Service-Quality (FSQ) Objects,” 110–120. Proceedings of the 10th OOPSLA 
Workshop on Behavioral Semantics. Tampa, Florida, Oct. 14–18, 2001. Boston: Northeastern 
University, 2001. 

Hevner, A.; Linger, R.; Sobel, A.; & Walton, G. “The Flow-Service-Quality Framework: Uni-
fied Engineering for Large-Scale, Adaptive Systems.” Proceedings of the 35th Annual Ha-
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waii International Conference on System Science (HICSS35). Hawaii, Jan. 7–10, 2001. Los 
Alamitos, CA: IEEE Computer Society Press, 2002. 

Hevner, A.; Linger, R.; Pleszkoch, M. A.; & Walton, G. “Flow-Service-Quality (FSQ) Engi-
neering for Specification of Complex Systems.” Practical Foundations of Business and Sys-
tem Specifications, Edited by H. Kilov and K. Baclawski. New York: Kluwer, Inc., 2002. 

Linger, R. Essential Service and Sense-and-Respond Control Models (CMU/SEI-2002-SR-
007). Pittsburgh, PA: Software Engineering Institute, Carnegie Mellon University, 2002 (re-
stricted distribution). 

Linger, R.; Pleszkoch, M.; Walton, G.; & Hevner, A. Flow-Service-Quality (FSQ) Engineer-
ing: Foundations for Network System Development (CMU/SEI-2002-TN-019). Pittsburgh, 
PA: Software Engineering Institute, Carnegie Mellon University, 2002. 
<http://www.sei.cmu.edu/publications/documents/02.reports/02tn019.html>. 

Linger, R.; Pleszkoch, M.; Walton, G.; & Hevner, A. “Flow-Service-Quality Requirements 
Engineering For High Assurance Systems Development.” Proceedings of the International 
Workshop on Requirements for High Assurance Systems, Essen, Germany, Sept. 9, 2002. 
Pittsburgh, PA: Software Engineering Institute, Carnegie Mellon University, 2002. 

Moore, A.; Ellison, R.; & Linger R. Attack Modeling for Information Security and Survivabil-
ity (CMU/SEI-2001-TN-001). Pittsburgh, PA: Software Engineering Institute, Carnegie Mel-
lon University, 2001. 
<http://www.sei.cmu.edu/publications/documents/01.reports/01tn001.html>. 



30  CMU/SEI-2002-TR-023 

 



CMU/SEI-2002-TR-023 31 

5 Fusion 

5.1 Purpose 

The Fusion IR&D is designed to study the feasibility of multi-source data fusion for the pre-
dictive analysis of network intrusions. Multi-source data fusion has been successfully applied 
to the prediction of a number of other complex human-originated activities, including crimi-
nal activities and nation-state capabilities and intentions. The desire in this study is to identify 
and exploit data sources to gain insight into the likely targets and behaviors involved in net-
work intrusions, particularly in non-traditional networks, which are networks that are tempo-
rary, ad hoc, or special purpose. By gaining this insight, a number of defensive and preventa-
tive strategies become possible, with a consequent lessening of the large amount of resources 
presently dedicated to network defense and recovery from intrusions. 

5.2 Background 

The current state of analysis of network intrusions is primarily focused on the technical de-
tails. Multiple organizations (including the CERT  Coordination Center at the SEI) produce 

technical advisories informing system administrators of significant new vulnerabilities and of 
the exploitation of these vulnerabilities in network and host intrusions. One limitation of the 
purely technical approach is that it contains little information with respect to the motivations 
and triggering events for intrusions, and, as a result, may provide little basis for prioritization 
of the vulnerability or linking to current operational plans of the receiving organizations. 
Many of the analyses that focus on motivations and triggering events (including much of 
those produced by the National Intelligence Community) focus on the socio-political aspects 
of network threats, but provide little in the way of technical insight, and may overstate the 
ease of compromise. 

Disturbingly, there have been several attempts at fusion analyses in the past year or so that 
have provided only alarmist or surface detail, and have jumped to disturbing and poorly justi-
fied conclusions. The Institute for Security Technology Studies at Dartmouth University re-
cently published a report titled “Cyber Attacks During the War on Terrorism: A Predictive 
Analysis.”3 This report documented a number of nuisance-level network intrusions (focusing 

                                                 
   CERT and CERT Coordination Center are registered in the U.S. Patent and Trademark Office by 

Carnegie Mellon University. 
3 Available at http://www.ists.dartmouth.edu/ISTS/counterterrorism/cyber_attacks.htm 
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mainly on Web site defacements), then leaped to the poorly justified conclusion that cyber 
attacks on U.S. infrastructures were imminent. The Gartner Group conducted a multifaceted 
study of cyberterrorism titled “Digital Pearl Harbor,”4 but this study was flawed by appar-
ently limited investigation into the defenses employed in the infrastructures studied. 

Based on this survey of previous efforts, admittedly limited to the open literature, full under-
standing of networked threats require a comprehensive and mission-oriented predictive 
analysis method using fusion of data from multiple disciplines. This IR&D project developed 
such a method and applied it to non-traditional networks. The nontraditional network focus 
was selected to both reinforce the mission orientation and to limit the scope of the analysis to 
a tractable level. 

5.3 Approach 

One starting point for the development was the recognition that the goal is not necessarily to 
protect a particular host or network, but to support the mission associated with that network. 
Partially, this recognition stems from the definition of survivability. Further, in working with 
non-traditional networks, the concern is far more on the usage of the network (the mission) 
than on the structure and implementation of the network. This recognition forces orientation 
of the analysis to the mission, rather than to the technical aspects of protocols, services, and 
implementation. The mission orientation in turn motivates analysis to view the entire threat 
environment, rather than focusing primarily on organizational or technical vulnerabilities. 
Missions are activities of an organization, and are hosted by or facilitated through network 
services, but are not themselves network services. Considering the threat environment re-
quires positing motivation and identifying potential trigger events. These trigger events may 
be technical (e.g., the release of a new exploit method), but are also possibly social (the tan-
gling of two skaters in an Olympic race), political (an international incident), or economic 
(the release of a new product or service). These motivations or triggering events are as impor-
tant in considering the threat as the available tools and methods of compromise. Once these 
are identified, then the architecture and operation of the network with respect to the mission 
may be analyzed to understand and define the potential impacts of various courses of attack. 
In performing this analysis, consideration must be given to the impact of the analytic meth-
odology itself, in varying the degree of attention paid to potential attacks. Particularly in a 
temporary network, there are not sufficient time and resources to respond to all potentially 
threatening network traffic, so prioritization must be given to mission-threatening traffic. 
Since the analysis will more fully define “mission threatening traffic,” it will change this pri-
oritization. 

While this methodology builds in concept from a variety of sources, the innovative aspect is 
the focus on nontraditional networks. The identified consideration of cascade effects between 

                                                 
4 Discussed at http://www3.gartner.com/2_events/audioconferences/dph/dph.html 
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the physical and cyber realms and the work with temporary or ad hoc networks is specifically 
a new aspect of this work. As the study progressed, it became clear that this analysis has im-
plications both in the protection of missions and in the investigation of crimes against organi-
zations. This dual application is also an innovative aspect of this work. 

While this study has laid out the basic structure of the analysis and employed it with specific 
pilot applications, there remain several issues to be resolved. One is identification of the de-
gree to which a non-traditional network may be affected by insider and non-insider attacks. 
Information on insider attacks is fairly difficult to obtain, and the distinguishing characteris-
tics of insider vs. non-insider attacks remain obscure. Another unresolved issue is the method 
of validating the degree of connectivity at the mission level between non-traditional net-
works. Work has been done at a number of organizations on validating connectivity at the 
protocol levels, but the connections between missions have been relatively unexplored. An-
other unresolved issue is identifying the type of efficacy of existing protective measures in 
the infrastructure. Matching applicability of a protective measure in dealing with a specific 
attack is difficult enough; considering the operational efficacy in terms of how the impacts of 
the attack are mitigated by a control is more difficult still. 

There are several direct impacts from the success of this analysis methodology: 

• greater protection of critical infrastructure, by supporting understanding of impacts and 
prioritization of response 

• greater protection of network-enabled events, in dealing with the network in a mission-
oriented manner 

• closer focus by investigative agencies on realistic risks 

• improved training of protective and investigative personnel 

5.4 Collaborations 

The U.S. Secret Service and Phil Williams, a visiting scientist from the University of Pitts-
burgh, collaborated with Tom Longstaff, Casey Dunlevy, and Tim Shimeall of the SEI’s 
CERT Analysis Center on this project. 

5.5 Evaluation Criteria 

The following criteria were used to evaluate this project: 

• publication in reviewed conferences and journals 

• identification of and interest by potential sponsors 

• facilitation of application to a variety of areas of work 
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5.6 Results 

The results of the project are as follows: 

• We have developed the capability to provide realistic threat evaluations for temporary or 
ad hoc networks, based on fusion of technical, social, political, and (to a lesser degree) 
economic data.  

• The methodology for providing this threat evaluation has been piloted at multiple events.  

• These threat predictions have been used to develop guidelines for the protection of these 
networks, increasing the security of the events associated with these networks. 

• These threat predictions have been used to provide content for training courses for pro-
tection agencies. 

• We have developed the capability to provide realistic threat predictions obtained in cyber 
contexts to physical world environments, both by studying the threats arising from net-
worked control systems and from infrastructures that rely heavily on networked informa-
tion systems. 

• The methodology for providing this threat evaluation has been published in both journal 
and conference form (multiple conferences). 

• This threat analysis has been applied to both protective and investigative guidelines asso-
ciated with temporary and permanent networked infrastructures. 

• This threat analysis has been piloted in coursework at Carnegie Mellon University and 
beyond. 

5.7 Publications and Presentations 

Shimeall, T. J.; Dunlevy, C. J.; & Williams, P. “Models of Information Security Trend Analy-
sis.” SPIE Aerosense Law Enforcement Technologies Conference, Orlando, FL, April 2002. 

Dunlevy, C. J.; Shimeall, T. J.; & Williams, P. “Cyber Intelligence Analysis.” Contemporary 
Security Policy 23, 2 (August 2002). 

Shimeall, T. J. & Williams, P. “Cyber Security Threats to the Financial Industry.” Presenta-
tion to Federal Financial Institution Examination Council Information Systems and Technol-
ogy Conference, Pittsburgh, PA, August 2002. 
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6 Open Source Software (OSS) 

6.1 Purpose 

The purpose of the Open Source Software (OSS) IR&D effort is to determine whether OSS is 
indeed the “silver bullet” that some have called it. OSS may be the next innovation or great 
leap forward in the way the software community develops software; however, it may also be 
a dud—and without a crystal ball it is hard to tell at this time. So until it becomes possible to 
see into the future, we (i.e., the software community) can only analyze the current situation to 
gain an understanding of what OSS is, how it is developed, and how it is contributing to the 
way we develop software, and to learn where we can apply OSS in the overall science of 
software engineering. 

6.2 Background 

6.2.1 What Is Open Source Software? 

The term open source software at the most basic level simply means software for which the 
source code is open and available as defined below: 

• open—The source code for the software can be read (seen) and written (modified). Fur-
ther, this term is meant to promote the creation and distribution of derivative works of the 
software. 

• available—The source code can be acquired either free of charge or for a nominal fee 
(e.g., media and shipping charges or online connection charges).  

Today, making source code available can be as simple as posting the code on the World Wide 
Web (WWW) or posting it in an online newsgroup. Making the software open is also sim-
ple—place no restrictions on how the software is actually used or by whom. 

Others have gone to great lengths to define OSS. In fact an entire group, the Open Source 
Initiative (OSI), formed and established the Open Source Definition (OSD) [OSI 01a]. 
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6.2.2 History of OSS 

Software source code that is open and available has been around since the earliest days of 
modern computing [Arief et al. 01]. Feller and Fitzgerald provide a good historical account of 
open and available source code from the 1940s to the contemporary advocacy campaign of 
the OSI [Feller et al. 02]. In their book, Feller and Fitzgerald acknowledge some of the earli-
est code-sharing activities between scientists working on some of the earliest computers, such 
as the Electronic Numerical Integrator and Calculator (ENIAC); formalized groups that share 
software, such as the Project for Advancement of Coding Techniques (PACT); and published 
articles including source code, such as “Algorithms” in the Communications of the ACM 
[Feller et al. 02, Leonard 00]. 

Many trace the beginnings of the modern open source movement back to more recent pro-
jects including (but not limited to) the University of California at Berkeley’s software distri-
bution of Unix (BSD Unix) and later to the formation of the GNU (“GNU’s Not Unix”) Pro-
ject and the establishment of the Free Software Foundation (FSF) by Richard Stallman. The 
purpose of the GNU Project was to create a free version of Unix and Unix tools not impaired 
by the restrictions of licensing and distribution.  

6.2.3 OSS as a Silver Bullet 

How OSS came to be labeled as a silver bullet is a matter of opinion and speculation. Much 
of any opinion (including ours) would be based on the attention that OSS has received in the 
mainstream press. Growth in the software industry, fueled by the explosion of e-commerce 
and dot-com companies through the 1990s —all in response to the overwhelming acceptance 
of and interest in the World Wide Web—warranted such coverage. The list of companies that 
grew from literally nothing to companies whose stock was worth millions of dollars on Wall 
Street gave credence to what then appeared as a phenomenon whose potential was limited 
only by those investors who were willing to dump money into dot-com companies.  

Such tremendous starts, which garnered national and worldwide attention, brought OSS and 
the companies that intended on making a business from OSS (such as RedHat and VA Linux) 
into the mainstream. 

6.2.4 Current State of OSS 

There is the assumption that OSS, being under constant peer review by developers around the 
world and around the clock, must therefore be of high quality, specifically 

• (more) reliable 

• (more) robust 

• (more) secure (or no security through obscurity) 
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Raymond makes two basic arguments that support this notion [Raymond 99]. The first is that 
hackers (OSS developers), knowing in advance that others will see their code, will be more 
likely to write the best code that they can possibly write—out of fear of being embarrassed 
before the community for writing anything less. 

The second argument is asserted as Linus’s Law: “Given enough eyeballs, all bugs are shal-
low” [Raymond 99]. Again the notion is that because there are thousands of developers re-
viewing OSS code, 24x7x365, a flaw in the code will be obvious (hence shallow) to someone 
(who will either report or fix it). Based on those two premises, the common community belief 
is that OSS is of higher quality, in the sense that it applies to all of the ‘ilities.5 

In fact there is open and available software, which is good software and, by many measures, 
high-quality software. The question posed in this OSS IR&D study is whether all OSS should 
share the same status as high-quality software. 

Beyond the qualities (perhaps perceived qualities) of OSS, other notions predominate the 
commonly accepted perceptions of OSS, which are addressed in this IR&D study and listed 
below: 

• Having the source code yields greater control of that open source code as well as the sys-
tem in which that code is included. 

• OSS is notoriously lacking in quality documentation (if it has any at all). 

• There is a world’s worth of programmers sitting around eagerly awaiting the next piece 
of source code to write. 

• Programmers in the OSS community are a group of mavericks working in an unorgan-
ized, haphazard, ad hoc fashion. 

6.3 Approach 

We attempted to understand the OSS phenomenon by actually getting involved in or re-
searching several efforts/events. There were five such studies: 

• AllCommerce—an e-commerce storefront solution 

• Apache—an open source Web server 

• Enhydra —a Java-based application server 

• NAIS—a NASA-operated Web site that switched from Oracle to MySQL 

• Teardrop—a successful Internet attack affecting OSS and CSS 

                                                 
5  The term ‘ilities is often used to refer to various properties of systems and components in general, 

such as scalability, reliability, security, and adaptability. 
  Enhydra is a trademark of Lutris Technologies, Inc. 
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The purpose in selecting these specific OSS projects was to take varying perspectives of 
OSS, in terms of software development, the products themselves, and users. 

The AllCommerce case study focused on software development in the OSS paradigm. A 
member of the SEI technical staff got involved in the process of hacking the product to dis-
cover bugs and add new features to the product. The express purpose of this case study was 
to obtain firsthand experience in working on an OSS product from the inside, that is, to learn 
the process by which changes are actually proposed, tracked, selected/voted on, and accepted. 

The Apache case study takes an academic, research perspective (actually the result of a doc-
toral thesis) of the OSS-development process. This case study looked at the individual contri-
butions made to the Apache Web server over the past five years and whether that contributor 
was from core or non-core Apache developers. 

From a purely product-centric perspective, the Enhydra case study focused on the qualitative 
aspects of an OSS product and looked at coding problems found in the product by conducting 
a critical code review. 

The NAIS case study, which focused on the end user, looked at a real application developer 
who switched from a commercially acquired software product to an OSS product. Specifi-
cally, this case study examined how and why that particular OSS product was selected, the 
degree to which the application developer was engaged with the OSS development commu-
nity, and the level of satisfaction that the NAIS had with the selected OSS product. 

Finally, the Teardrop case study looked into one of the predominant axioms of OSS: that OSS 
is more secure than software developed under more traditional means. This case study takes 
apart one of the most successful distributed denial-of-service (DDoS) attacks, and looks at 
the role that OSS played in the propagation of that attack on CSS and the response by the 
OSS community. 

6.4 Collaborations 

Scott Hissam, Charles B. Weinstock, and Daniel Plakosh, members of the SEI technical staff, 
have collaborated with the following organizations on this project: 

• Collab.NET, leaders in collaborative software development technologies and methodolo-
gies 

• AllCommerce; other unnamed OSS developers working on AllCommerce 

• Apache; Jayatirtha Asundi from Carnegie Mellon’s Software Industry Center 

• NAIS & NASA; they kindly provided responses to our questionnaire. 
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6.5 Evaluation Criteria 

The evaluation criteria for this work, all of which were met successfully, were as follows: 

• development of a technical report. This technical report is the culmination of the research 
conducted and its findings. It was published in November 2001 after being externally re-
viewed by Tim O’Reilly (O’Reilly & Associates), Peter G. Neumann (SRI International 
Computer Science Laboratory), and Joseph Feller (University College Cork, Ireland). 

• publication of an OSS paper in at least one major journal. The paper titled “Trust and 
Vulnerability in Open Source Software” was published in the February 2002 issue of 
IEEE Proceedings—Software. 

• leadership in the community. As part of this study, members of the team held a Birds-of-
a-Feather (BoF) session at the O’Reilly Open Source Convention, participated in the 1st 
International Workshop on Open Source Software Development at the 23rd International 
Conference on Software Engineering, and organized and conducted the Second Work-
shop on Open Source Software Development at the 24th International Conference on 
Software Engineering. Also as a measure of leadership success, members of this team 
provided press interviews to Federal Computer Week, Government Computer News, New 
York Times Online, and Business Week Online. Finally, the team gave a presentation to 
the President’s Information Technology Advisory Committee (PITAC) subpanel on OSS.  

6.6 Results 

Instances of successful OSS products such as Linux, Apache, Perl, sendmail, and much of the 
software that makes up the backbone of today’s Web are clear indications that successful OSS 
activities can occur often. Certain conditions appear to be key for such success; specifically, 
OSS must 

• be a working product. Looking back at many of the products, especially Apache and 
Linux, none started in the community as a blank slate. Apache’s genesis began with the 
end of the National Center for Supercomputing Applications (NCSA) Web server. Linus 
Torvalds released Linux version 0.01 to the community in September 1991. Just a prod-
uct concept and design in the open source community has a far less likely chance of suc-
cess. A prototype, early conceptual product, or even a toy is needed to bootstrap the 
community’s imagination and fervor. 

• have committed leaders. Equally as important is a visionary or champion of the product 
to chart the direction of the development in a (relatively) forward direction. Although in-
novation and product evolution are apt to come from any one of the hackers in the devel-
opment community, at least one person is needed to be the arbiter of good taste with re-
spect to the product’s progress. This is seen easily in the Apache project (regarding the 
Apache Foundation). 

• provide a general community service. This is perhaps the closest condition to the busi-
ness model for commercial software. It is unlikely that a commercial firm will bring a 
product to market if there is no one in the marketplace who will want to purchase that 
product. In the open source community, the same is also true. Raymond points out a few 
valuable lessons: 
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− “Every good work of software starts by scratching a developer’s personal itch.” 
− “Release early, release often. And listen to your customers.” 
− “To solve an interesting problem, start by finding a problem that is interesting to 

you” [Raymond 99]. 

• be technically cool. You are more likely to find an OSS device driver for a graphics card 
than an accounting package. Feller and Fitzgerald categorized many of the open source 
projects in operation, noting that a high percentage of those were Internet applications 
(browsers, clients, servers, etc.), system and system-development applications (device 
drivers, code generators, compilers, and operating systems/kernels), and game and enter-
tainment applications [Feller et al. 02]. 

• have developers who are also its users. The characteristic that is perhaps most indica-
tive of a successful OSS project is that the developers are also the users. Typically this is 
a large difference between OSS and commercial software. In commercial software, users 
tend to convey their needs (i.e., requirements) to engineers who address those needs in 
the code and then send the software back to the users. A cycle ensues with users convey-
ing problems and the engineers fixing and returning the code. However in OSS, it is more 
typical that a skilled engineer would rather repair the problem in the software and report 
the problem along with the repair back to the community. The fact that OSS products are 
technically cool explains why many of the most popular ones are used typically by the 
developer community on a day-to-day basis. (Not many software developers we know 
use accounting packages!) 

The SEI views OSS as a viable source of components from which to build systems. However, 
we are not saying that OSS should be chosen over other sources simply because the software 
is open source. Rather, like commercial off-the-shelf (COTS) software and closed source 
software (CSS), OSS should be selected and evaluated on its merits. To that end, the SEI 
supports the recommendations of the President’s Information Technology Advisory Commit-
tee (PITAC) subpanel on OSS to remove barriers and educate program managers and acquisi-
tion executives and allow OSS to compete on a level playing field with proprietary solutions 
(such as COTS or CSS) in government systems [PITAC 00]. 

Adopters of OSS should not enter into the open source realm blindfolded but should know 
the real benefits and pitfalls that come with OSS. The fact that OSS is open means that eve-
ryone can know the business logic encoded in the software that runs those systems. That, in 
turn, means that anyone is free to point out and potentially exploit the vulnerabilities with 
that logic—and anyone could be the altruistic OSS developer or the cyber terrorist. Further-
more, having the source code is not necessarily the solution to all problems: without the 
wherewithal to analyze or perhaps even to modify the software, having it makes no differ-
ence. 

6.7 Publications and Presentations 

Hissam, S.; Weinstock, C.; Plakosh, D.; & Asundi, J. Perspectives on Open Source Software 
(CMU/SEI-2001-TR-019, ADA401728). Pittsburgh, PA: Software Engineering Institute, 
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Carnegie Mellon University, 2001. 
<http://www.sei.cmu.edu/publications/documents/01.reports/01tr019/01tr019title.html>. 

Weinstock, C. “PITAC Cyberterrorist” Presentation. The 2000 SEI Symposium. Washington, 
D.C., September 18-21, 2000. 

Hissam, S. & Weinstock, C. “Open Source Software: The Other Commercial Software.” 
Making Sense of the Bazaar: 1st Workshop on Open Source Software Engineering. Proceed-
ings of the 2001 International Conference on Software Engineering. Toronto, Ontario, Can-
ada, May 12-19, 2001. 

Hissam, S. & Weinstock, C. “Trust & Vulnerability in Open Source Software” Presentation to 
the President’s Information Technology Advisory Committee (PITAC) Panel on High Per-
formance Computing, subpanel Open Source Software. San Diego, California, March 24, 
2000. 

Hissam, S. & Weinstock, C. “Perspectives on Open Source Software” Presentation. Birds-of-
a-Feather Session at the O’Reilly Open Source Software Convention. Monterey, California, 
July 18, 2001. 

Hissam, S.; Plakosh, D.; & Weinstock, C. “Trust and Vulnerability in Open Source Soft-
ware.” IEE Proceedings—Software 149, 1 (February, 2002): 47-51. 
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7 Predictable Assembly from Certifiable 
Components (PACC) 

7.1 Purpose of the PACC IR&D 

Significant economic and technical benefits accrue from the use of pre-existing and commer-
cially available software components to develop new systems. However, variable component 
quality, combined with hidden “black box” component behavior, has forced system develop-
ers to rely upon extensive prototyping just to establish the feasibility of using a component in 
a particular assembly; predictability is a distant possibility. Many of the benefits of software 
component technology evaporate in the presence of high design uncertainty and low con-
sumer trust in components.  

The predictable assembly from certifiable components (PACC) project was initiated to de-
termine whether, and how, the twin challenges of design predictability and component trust 
could be addressed. A software development activity is predictable if the runtime behavior of 
an assembly of components can be predicted from the known properties of components and if 
these predictions can be objectively validated. A component is certifiable if these known 
properties can be ascertained and validated by independent third parties. 

As shown in Figure 5, PACC addresses the twin challenges of predictable assembly and 
trusted components by relating the two problems. In PACC, we say that the only component 
properties that are worth trusting are those that support reasoning about design-level (assem-
bly-level) properties. The processes of identifying the properties of components whose values 
must be certified, and defining practical means of certifying these properties, can be mutually 
informing. 



44  CMU/SEI-2002-TR-023 

 

Figure 5: Twin Challenges Addressed by PACC 

7.2 Background: Software Component Technology 

Software components have been available in the commercial marketplace since the late 
1970s, but it has only been in the 1990s that the market potential of and the corresponding 
demand for software components have been manifested. The result has been a dramatic tran-
sition from nearly exclusive emphasis on top-down, custom development to bottom-up, com-
ponent-based development. The SEI’s COTS-Based Systems Initiative was established to 
address the challenges that have attended this industry-wide transition. 

Many of the technical challenges of component-based development arise from the same mar-
ket pressures that gave rise to software components in the first place. Component vendors are 
forced to compete for a limited consumer base, and early profits from innovation shrink as 
competitors introduce components with similar capabilities. This competition results in a 
component market that is dominated by innovative and fast-changing features. While this has 
produced many benefits for consumers, it has also vastly complicated the task of the system 
integrator—components often do not fit together, and maintaining fit over new component 
versions is problematic. The SEI has developed methods to meet these new challenges [Wall-
nau 01], but there is no denying that these methods are reactive; the fundamental technical 
challenges of component integration and maintenance remain. 

Ironically, the component market is also responding to these market-induced challenges. A 
new spate of commercial offerings, under the broad rubric of software component technol-
ogy, has emerged—in no small part spurred by the Java and Internet revolutions. Component 
technology promises, and to a large extent succeeds, in reducing the complexity of compo-
nent integration. However, as it exists today, component technology is more marketing than 
innovation. The major technical elements of component technology—for example, interface 
types, encapsulation, and specialized runtime environments—have existed for many years. 
What is significant about component technology is that information technology (IT) produc-
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ers and consumers have been rapidly adopting it in the form of Sun Microsystems’ EJB™ 
(Enterprise Java Bean) and Microsoft’s COM™ and .NET, to name a few [Bass 01]. 

However, while current-generation component technologies address various syntactic and 
mechanistic aspects of component assembly, more complex forms of behavioral assembly 
have not been addressed. It is precisely these aspects of assembly that pose the most pressing 
challenges to the Department of Defense (DoD) and other producers of complex, mission-
critical systems. As software systems have become more complex, these limitations of exist-
ing component technologies have become apparent.  

Significant research has been undertaken in the area of software architecture to support com-
positional reasoning about critical system-level behavioral properties, such as liveness, safety, 
and performance (e.g., [Magee 97]). However, the results of this research have not been 
translated for use where components are implementations rather than just design abstractions; 
the properties of an assembly of component implementations remain mysterious until testing 
time. Efforts to develop a basis for trusted components have yielded indifferent results. Cur-
rent best practice is to specify interface contracts (e.g., [Meyer 00]), but this is inadequate for 
the critical system-level properties mentioned earlier. Measures of component quality are ei-
ther directed at development processes (e.g., [UL 98]), or are objective but are non-
composable (e.g., [Voas 00]); i.e., measures of component properties can not be combined 
(composed) to produce assembly properties (see [Stafford 02]). 

7.3 Approach: Prediction-Enabled Component 
Technology 

Our approach to predictable assembly is to augment component technologies with sound 
analysis and prediction technologies. We refer to the resultant augmentation as a prediction-
enabled component technology (PECT). This marriage of component and analysis technology 
makes sense: 

• Every analysis model is valid only with respect to assumptions about the execution envi-
ronment of an end application. For example, a performance model will likely depend 
upon assumptions pertaining to scheduling policy, process or thread priority, concurrency, 
resource management policies, and many other factors. These assumptions can be treated 
as design and implementation constraints, and made explicit, supported, and enforced by 
component technology. That is, assemblies of components can be rendered analyzable by 
design and construction. 

• Analysis models refer to (are parameterized by) the properties of components being mod-
eled. We refer to these properties as analytic properties and refer to the set of these as the 
component’s analytic interface. An explicit, well-defined analytic interface provides an 
opportunity for certifying just those component properties that support engineering 
analysis. This, in turn, provides a value proposition for certified, or trusted, component 
properties. 
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• Component technology is par excellence a means of packaging and deploying software 
technology. In addition, it is being adopted by industry. On a very practical level, we 
view component technology as a readily available distribution channel for packaging and 
deploying predictable assembly from certifiable components. 

The last and defining element of our approach is that the packaging of a PECT is not com-
plete until its predictive powers have been validated. Our objective is that each PECT be de-
scribed by an objective, bounded confidence interval that is backed by mathematical and em-
pirical evidence. We exclude from our purview any analysis technology that can not, in 
principle or practice, support such validation. 

The user-level workflow for PECT is shown in Figure 6. Note that the Validate prediction 
step is distinct from the validation of the PECT itself. In this workflow, validation refers to a 
spot check of the assembly against a prediction. We have taken liberties with Unified Model-
ing Language (UML) by permitting multiple ‘no’ paths on conditional branches. The terms 
virtual assembly, concrete assembly, and analytic assembly are found in the conceptual 
schema, which identifies the key terms and their relationships. This conceptual schema is 
shown in Figure 7.  

Import component description
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Application Assembler Analysis Environment Validation Runtime Component Runtime

Apply analytic
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Figure 6: The User-Level Workflow for PECT 
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Figure 7: The PECT Conceptual Schema 

7.4 Collaborations on Predictable Assembly 

Scott Hissam, John Hudak, James Ivers, Mark Klein, Gabriel Moreno, Linda Northrop, 
Daniel Plakosh, Judy Stafford, Kurt Wallnau, and Bill Wood are the members of the SEI 
technical staff who have contributed to this project. 

A major objective of our research was to establish a forum for researchers working in areas 
closely related to PACC to share results. In collaboration with the International Conference 
on Software Engineering (ICSE) series, the SEI has hosted two workshops on component-
based software engineering that focused directly on the topics of predictable assembly and 
component certification [Crynkovic 01, Crynkovic 02a], and one invitation-only workshop to 
develop model problems for PACC research [Crynkovic 02b]. These results have netted, in-
tangibly, increased collaboration in the research community; more tangibly, the SEI has co-
edited one special issue of the Journal of Systems and Software devoted to predictable as-
sembly6 and is in the process of producing a follow-on special issue based on the results of 
the 2002 ICSE Workshop. 

The SEI has also benefited from industrial funding. In 2001-2002, Asea Brown Boveri, Ltd. 
(ABB) provided $250,000 to demonstrate the use of PECT for critical infrastructure sys-
tems—substation automation systems within the domain of power transmission and control. 
For this work, ABB and Mälardalen University, Sweden, co-sponsored a PhD candidate, 
Magnus Larsson, as a resident affiliate of the SEI. ABB has doubled the funding to $500,000 

                                                 
6  “Component-Based Software Engineering: Component Certification and System Prediction.” Spe-

cial Issue of the Journal of Systems and Software, Elsevier Science (to appear). 
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for 2002-2003 to encompass industrial robotics and to introduce more stringent feasibility 
requirements (see Section 7.6, Results). 

7.5 Evaluation Criteria 

The evaluation criteria for PACC reflected its practical but rigorous agenda by posing the 
following questions: 

• Can component properties be reliably obtained, and used compositionally, to predict the 
properties of assemblies of components? 

• Can we assign objective measures of confidence to component properties and make de-
sign (assembly-level) predictions based on them? 

• Can the technology that enables PACC (that is, PECT) be packaged to hide the complex-
ity of the embedded theories of system behavior? 

• Can a systematic method be defined for designing, validating, and deploying PECT for 
complex, real-world application domains? 

• Can all of the above be done in a way that is economically and practically achievable? 

The PACC IR&D effort officially ends in September 2002, when it becomes an Emerging 
Initiative. This transition reflects the affirmative answer to all of the above criteria except, 
perhaps, criterion 5. Establishing this last criterion is the work of the newly formed PACC 
Initiative. We are confident that the new initiative can expand on the technical foundations 
reflected in the other criteria, and, ultimately, apply and amplify PACC ideas in broad indus-
try practice. 

7.6 Results 

The major results of the PACC IR&D are discussed in terms of the above evaluation criteria. 
The following terse summaries are developed in depth in published papers and technical re-
ports. A high-level overview of the technical concepts of PACC and PECT can be found in an 
SEI technical report being developed by Kurt Wallnau,7 while details of the industrial feasi-
bility demonstrations are described in an SEI technical report being developed by Scott His-
sam et al.8 

                                                 
7  Wallnau, K. Volume III: Technical Concepts of Predictable Assembly from Certifiable Components 

(CMU/SEI-2002-TR-030). Pittsburgh, PA: Software Engineering Institute, Carnegie Mellon Uni-
versity (in development). 

8  Hissam, S.; Hudak, J.; Klein, M.; Larsson, M.; Moreno, G.; Northrop, L.; Plakosh, D.; Stafford, J.; 
Wallnau, K.; & Wood, W. Feasibility Demonstrations in Predictable Assembly (CMU/SEI-2002-
TR-031). Pittsburgh, PA: Software Engineering Institute, Carnegie Mellon University (in devel-
opment). 
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Can component properties be reliably obtained, and used compositionally, to predict the 
properties of assemblies of components? The project demonstrated that timing properties of 
software components can be reliably obtained in several different environments: the compo-
nent development environment, third-party certification environment, or application assem-
bly environment [Hissam 02, Moreno 02, Stafford 01]. Techniques for obtaining measures of 
empirical component properties, such as time, complement research on the subject of trans-
mitting component formal properties that have been established by proof-theoretic means 
[Necula 96].9 

Can we assign objective measures of confidence to component properties and make design 
(assembly-level) predictions based on them? The project developed a rigorous process for 
demonstrating the empirical validity of component properties and predictions, and proposed 
conventions for standard statistical labeling of properties and predictive models [Moreno 02]. 
We explored, with Carnegie Mellon University (CMU) Sloan Software Center and the CMU 
Institute for Software Research, how these standard labels might enable insurance underwrit-
ing of software components [Li 02]. 

Can the technology that enables PACC (that is, PECT) be packaged to hide the complexity of 
the embedded theories of system behavior? A substantial emphasis of the PACC work has 
been to reduce the complexity of PECT experienced by consumers through zero-
programming assembly, where the major abstractions for application development are com-
ponents and connectors. We developed the Pin Component Model to demonstrate and help 
explore the potential of zero-programming assembly. A report on a specification language and 
composition semantics for Pin can be found in an SEI report being developed by J. Ivers and 
others.10 

Can a systematic method be defined for designing, validating, and deploying PECT for com-
plex, real-world application domains? A substantial collection of processes have been de-
fined to design and validate a PECT, and they have been applied in our case studies. These 
processes specify deliverables, artifacts, workers, their activities, and workflow. The project 
also developed technology infrastructure to support some of these workflows (for example, 
those concerning measurement and validation of component measures and assembly predic-
tion). 

Can all of the above be done in a way that is economically and practically achievable? Al-
though we can not claim to have demonstrated that PECT is practical and economical when 
scaled, preliminary results are encouraging. Besides speculations about component insurance 

                                                 
9  <http://www.cs.princeton.edu/sip/projects/pcc/> is a good source of links on this topic. 
 
10  Ivers, J.; Sinha, N.; & Wallnau, K. Syntax and Semantics for a Simple Composition Language: 

Interim Report (CMU/SEI-2002-TN-026). Pittsburgh, PA: Software Engineering Institute, Carne-
gie Mellon University (in development). 
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underwriting [Li 02, UL 98], there is also apparent interest in applying a product line ap-
proach to PECT [Larsson 02]. We believe the economic need for trusted components and 
predictable assembly will only increase over time, and PECT will be correspondingly attrac-
tive as an approach to PACC. 
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8 Quality Software Development @ 
Internet Speed 

8.1 Purpose 

The explosion of electronic commerce on the Internet and the rapid rate at which corpora-
tions are reinventing themselves into e-businesses have created a radically new environment 
for software development. To be competitive in the new digital economy requires the ability 
to productively develop high-quality software systems at “Internet speed.” However, even 
without the high-speed development demands of digital markets, the widespread diffusion of 
quality software development practices has met with serious obstacles. These are even more 
exacerbated in the Internet environment, with its emphasis on reduced cycle times and agility 
(the ability to deliver products quickly and to adapt to changing requirements quickly) [Ao-
yama 98]. 

The purpose of this research was to discover how quality and agility can be achieved in Inter-
net software development. Specifically, the goals of this study were to (a) understand how 
and why the development of Internet software is different from traditional software de-
velopment, (b) capture innovative practices used to achieve quality and agility in Internet 
software development and codify them at a high level, and (c) explore the situational factors 
that motivate the choice of these practices and the situations under which these practices are 
effective. 

8.2 Background 

Beyond the high-visibility Internet software leaders such as Microsoft and Netscape, very 
little is known about how Internet software product development is carried out in practice. 
How do software developers in this exploding market actually build their fast-cycle-time 
software? What is the impact of these software development practices on the quality of the 
software? Anecdotal evidence suggests that quality assurance practices are candidates for 
compression in cycle-time reduction [Wetherbe 00]. However, there is a need to understand 
how firms are developing fast-cycle-time software, what quality processes are used, and how 
software quality is retained in this rapid development environment.  
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Software development organizations are struggling to find the appropriate methods, tools, 
and practices that help to meet the challenges imposed by Internet-speed software develop-
ment. Internet software development is characterized by rapid changes in requirements and 
unpredictable product complexity. Increased product development agility [Thomke 98; Iansiti 
97] and methods that achieve a balance between flexibility and disciplined methodology 
[Cusumano 99a; Cusumano 99b] are necessary for survival in such an environment. How-
ever, most current software development methods and tools address the needs of large sys-
tems developed by multiple large teams and are not easily downward scalable to Internet-
speed software development [Laitinen 00; Fayad 00; Toy 01]. 

Recognizing the need to address the concerns of high-speed software development, attempts 
have been made to tailor complex methodologies such as Rational Unified Process to Internet 
software development [Conallen 99]. There is growing interest in “light methodologies,” 
such as spiral models of development, Agile Software Process (ASP), Scrum, and eXtreme 
Programming (XP). Evaluating XP from a CMM perspective, Paulk [Paulk 01] suggests that 
several ideas in XP contribute to achieving CMM level 2 and 3 practices.  

While the current literature recognizes that many challenges and some new ideas are emerg-
ing, the need for solutions and frameworks that an Internet software development organiza-
tion can readily adopt remains unfulfilled. 

8.3 Approach 

The research was conducted in three phases in a mixed-methods research design [Tashakkori 
98] involving the collection of both qualitative and quantitative data. During phase 1, detailed 
case studies of Internet software development were conducted with nine companies in the 
Pittsburgh and Atlanta areas. The firms ranged in size from 20 to more than 100,000 employ-
ees and were in different industries in the private and public sectors. Some were Internet ap-
plication start-ups, while others were established “brick and mortar” firms. The research team 
developed and tested a standard interview script and conducted semi-structured interviews in 
the fall of 2000 with senior managers, project managers, quality assurance personnel, and 
software developers in the firms. The interviews focused on eliciting the firms’ development 
methods and tools, quality issues, product issues, development team and people-related is-
sues. Interview data were supplemented with secondary data on the firms’ competitive strate-
gies and demographics. The team coded the resulting data and evaluated it using a concurrent 
mixed data analysis strategy involving grounded theory analysis and cross-case comparisons 
of qualitative data, including causal network analysis, cluster analysis, and cross-tabular 
analysis of quantitized data. 

The objectives of phase 2 were to synthesize knowledge on promising practices for quality 
and agility in Internet software development and to develop an initial contingency matrix that 



CMU/SEI-2002-TR-023 55 

characterizes the situational factors motivating the choice of these practices and the situations 
under which they are effective. To facilitate achievement of those objectives, in October, 
2001, the research team held a one-day Discovery Colloquium called “Quality Software De-
velopment @ Internet Speed.” The activities in the colloquium were designed to (a) expand 
understanding of the interface between business issues and Internet software development 
through open dialogue, (b) discover and explore promising practices for Internet software 
development, and (c) engage participants in a vision-based approach to identify emerging and 
promising models, strategies, and directions to address current and downstream challenges in 
Internet software development. Other purposes of the Colloquium were to (a) share findings 
of the phase 1 research with the interviewed companies and (b) to check observations from 
phase 1 and determine whether other questions or issues should be addressed in further inter-
views in phase 3. 

During phase 3, the validation of the contingency matrix and generation of ideas for further 
study continued through a second round of interviews with some of the original nine compa-
nies (those still in business) and with selected additional companies. Grounded theory analy-
sis was conducted on the resulting data, building on the results from the previous phases. A 
cross-case comparison will be performed to characterize key differences in fast-paced devel-
opment before and after the dot.com bust. 

8.4 Collaborations 

The principal collaborators in this study were 

• Richard Baskerville, professor and chair, Department of Computer Information Systems, 
Georgia State University 

• Jan Pries-Heje, associate professor, IT University of Copenhagen 

• Linda Levine, senior member of the technical staff at the Software Engineering Institute 

• Balasubramaniam Ramesh, associate professor, Department of Computer Information 
Systems, Georgia State University 

• Sandra Slaughter, associate professor, Graduate School of Industrial Administration, Car-
negie Mellon University 

Will Hayes, another member of the technical staff at the SEI, contributed to the study during 
July through October, 2000. In addition, JoLee Loveland Link, of Volvox, Inc. (previously a 
visiting scientist at the SEI) and John Link, also of Volvox, Inc., contributed to the develop-
ment of the Discovery Colloquium. 
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8.5 Evaluation Criteria 

The research was expected to (a) produce findings that contribute to the practical outcomes 
of electronic commerce applications that are of better quality, have shorter time to market, 
and are cheaper, and (b) update understanding and set direction for next-generation im-
provement, including models for rapid technology development and deployment. 

Work products included a report describing the Discovery Colloquium, interim and final 
briefings, and journal articles and conference presentations based on the results of the re-
search. The Discovery Colloquium also served an informal test function, providing a loose 
validation of findings from phase 1. 

8.6 Results 

The findings from the study suggest that the practices used to develop software for the Inter-
net differ sharply from traditional models of software engineering. For example, in the firms 
studied, development cycles are driven by features and are brief in duration, ranging from 15 
days to 3 months. In the preliminary results from phase 1, the primary driver was always 
time. In order to be useful, competitive, or interesting, software products had to be rapidly 
brought to market. In that time-driven environment, quality was negotiable (it became a func-
tion of negotiations in the market between software competitors and customers), the devel-
opment culture evolved (into less structure, smaller team sizes, diverse team compositions, 
and more emphasis on individuality), and processes adjusted. 

A causal network aligning strategies, products, and processes developed by the team indi-
cated that software processes are contingent on a firm’s overall strategic context. A job shop 
(people-centric) approach can be used where the customer base is small and there are highly 
differentiated needs; however, if the customer base grows, the job shop approach may be-
come too labor-intensive, costly, and inefficient. A more standard “batch” or process-centric 
approach appears to be appropriate when the product is less differentiated and the firm is 
serving a focused market segment; however, if customers demand more differentiation, this 
approach may not be the best suited, since the process is rather inflexible. Finally, the “as-
sembly” or component-based approach appears well suited to a mass market strategy where 
there are sufficient common needs that standard components can be built and reused across 
products. (The assembly approach used by the firms in the study was more flexible than the 
traditional assembly-line production processes and seems closer to the current concept of 
“mass customization” in manufacturing.) 

The researchers identified patterns of software process solutions that are appropriate for cer-
tain types of strategic contexts of Internet software development:  
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• parallel development—parallel releases; design, development, and quality assurance 
(QA) performed in parallel stages; coding ambiguous requirements 

• frequent releases—smaller scope; feature slip; fluid requirements 

• dependence on tools—integrated design and coding; tools doing most of the work 

• customer implantation—the customer is a member of the team; requirements chunking 
and prioritization 

• architecture focus—the architecture is standardized across applications, enabling parallel 
development 

• component-based development—reuse; component interoperability 

• minimal maintenance—phase 1 results showed only sketchy design or requirements 
documentation and short-lived products and versions; however, maintenance has become 
necessary as Internet firms have matured 

• frequent tailoring of the methodology—the nature of the product is changeable; the com-
position of the development team is changeable; detailed method evolves day-to-day; just 
enough process to be effective; skip phases or tasks where necessary 

The study thus provides evidence to support a contingency paradigm for software develop-
ment by linking strategic context to software process choices. Many of the frameworks for 
software development implicitly assume that firms should adopt similar models and prac-
tices; in some cases tailoring guidelines are provided with the expectation that the model or 
practice can be translated to a particular context. The viewpoint resulting from this study dif-
fers from both the “one size fits all” approach and the “everything is unique and context-
dependent” approach. From a pragmatic perspective, “one size fits all” may not be effective 
in software development, because not all development projects and environments are alike. 
Similarly, a completely context-dependent approach may be excessively costly to implement. 
The study results provide value by offering patterns of software process solutions that are 
appropriate for certain types of strategic contexts. 

As the study progressed, factors affecting strategic context changed. Results from phase 3 
analyses show the dot.com bust and tighter economy pressuring Internet software firms into 
placing less emphasis on speed and more on making business cases for product choices. Cus-
tomers have come to expect speed and to require higher quality. Software firms are thus mo-
tivated both to “get the right product” and to “get the product right.” Firms that survived the 
dot.com bust have gained experience, in conjunction with sets of technical solutions, and now 
have access to an ample supply of capable developers. These new factors are enabling firms 
to balance more of the requirements of quality software development at Internet speed and 
adjust to the challenges of a maturing technology in a contracting economy. 
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8.7 Publications and Presentations 

8.7.1 Works in Progress 

Ramesh, B.; Pries-Heje, J.; & Baskerville, R. “Internet Software Engineering: A Different 
Class of Processes.” To appear in Annals of Software Engineering.  

Baskerville, R.; Pries-Heje, J.; Ramesh, B.; & Slaughter, S. “Six Silver Bullets: Costs and 
Benefits of High Speed Software Development Practices.” Submitted to Communications of 
the ACM in August 2002 and accepted for review. 

Baskerville, R.; Levine, L; Pries-Heje, J.; Ramesh, B.; & Slaughter, S. “A Framework for 
Software Development in Parallel Economies: Industrial and Knowledge-Based Software 
Organizations.” Submitted to Information Technology and Management special issue on 
business application of advanced software engineering, September 2002. 

Slaughter, S.; Levine, L.; Baskerville, R.; Pries-Heje, J.; & Ramesh, B. “Linking Software 
Processes to Competitive Strategies: A Product-Process Matrix for Internet Application De-
velopment.” Submitted in August 2002 to Management Information Systems (MIS) Quarterly 
and in review. 

Comparative analysis of findings from phases one and three is currently being worked. Once 
this analysis is complete and the results documented, a final article will be written and sub-
mitted for publication. 

Short papers may also be written on Internet speed with respect to agility and continuous in-
novation. 

8.7.2 Published/Presented Works 

Baskerville, R.; Levine, L.; Pries-Heje, J.; Ramesh, B.; & Slaughter, S. Discovery Collo-
quium: Quality Software Development @ Internet Speed (CMU/SEI-2002-TR-020). Pitts-
burgh, PA: Software Engineering Institute, Carnegie Mellon University, 2002. 
<http://www.sei.cmu.edu/publications/documents/02.reports/02tr020.html>. 

Baskerville, R.; Levine, L.; Pries-Heje, J.; Ramesh, B.; & Slaughter, S. “Balancing Quality 
and Agility in Internet Speed Software Development.” International Conference on Informa-
tion Systems, Dec 15–18, 2002, Barcelona, Spain. <http://dsi.esade.es/icis2002/>. 

Baskerville, R.; Levine, L.; Pries-Heje, J.; Ramesh, B.; & Slaughter, S. “How Internet Soft-
ware Companies Negotiate Quality.” Computer 34, 5 (May 2001): 51–57.  

Baskerville, R.; Levine, L.; Pries-Heje, J.; Ramesh, B.; & Slaughter, S. “Divergent Practices 
for Speed and Agility in Internet Software Development” (panel). 22nd Anniversary Interna-
tional Conference on Information Systems, New Orleans, Louisiana, Dec. 17–20, 2001. As-
sociation for Information Systems, 2001. 



CMU/SEI-2002-TR-023 59 

Pries-Heje, J.; Levine L.; & Slaughter, S. “Engineering Software @ Internet Speed.” Pro-
ceedings of the 11th International Conference on Software Quality. Pittsburgh, Pennsylvania, 
Oct. 22–24, 2001. Milwaukee, WI: American Society for Quality, 2001. 

Baskerville, R. & Pries-Heje, J. “Racing the E-Bomb: How the Internet is Redefining Infor-
mation Systems Development Methodology.” Realigning Research and Practice in IS Devel-
opment: The Social and Organisational Perspective. Edited by B. Fitzgerald, N. Russo, & J. 
DeGross. New York: Kluwer, 2001, 49–68. 

Baskerville, R. & Pries-Heje, J. “Emethodology: Towards a Systems Development Method-
ology for E-Business and E-Commerce Applications.” Developing a Dynamic, Integrative, 
Multi-Disciplinary Research Agenda in E-Commerce/E-Business. Edited by S. Elliot, K. V. 
Andersen, P. Swatman, & S. Reich. Ourimbah, New South Wales: BICE Press, 2001, 164–
178. 

Baskerville, R. & Pries-Heje, J. “Information Systems Development @ Internet Speed: A 
New Paradigm in the Making!” 10th European Conference on Information Systems, Gdansk, 
Poland, June 6–8, 2002. 

Baskerville, R.; Levine, L.; Pries-Heje, J.; Ramesh, B.; & Slaughter, S. “Divergent Practices 
for Speed and Agility in Internet Software Development” (panel). 22nd Anniversary Interna-
tional Conference on Information Systems, New Orleans, Louisiana, December 18, 2001. 

Baskerville, R. & Ramesh, B. Presentation on Internet Speed research approach and findings. 
Seminar, Department of Computer Information Systems, Georgia State University, Atlanta, 
Georgia, November 2, 2001. 

Baskerville, R. “Emethodology: Towards a Systems Development Methodology for E-
Business and E-Commerce Applications.” Kilpisjarvi Information Systems Seminar, Finland, 
November 10, 2001. 

Pries-Heje, J. Buzztalk at the IT University of Copenhagen. Copenhagen, Denmark, Novem-
ber, 2001. 

Pries-Heje, J. Presentation of research results at two Danish companies, PKA and VALTECH. 
Copenhagen, Denmark, November, 2001. 

Baskerville, R.; Ramesh, B.; Levine, L.; Pries-Heje, J.; & Slaughter, S. “Quality Software 
Development @ Internet Speed: Findings and Discussion.” Discovery Colloquium, Software 
Engineering Institute, Pittsburgh, Pennsylvania, October 18, 2001. 

Baskerville, R. “Emethodology: Towards a Systems Development Methodology for E-
Business and E-Commerce Applications.” Colloquium, Temple University, Philadelphia, 
Pennsylvania, October 16, 2001. 

Baskerville, R., & Pries-Heje, J. “Racing the E-Bomb: How the Internet Is Redefining Infor-
mation Systems Development Methodology.” WG 8.2 Working Conference, Boise, Idaho, 
July 28, 2001. 
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Baskerville, R. & Pries-Heje, J. “Emethodology: Towards a Systems Development Method-
ology for E-Business and E-Commerce Applications.” TC8 Working Conference, Salzburg, 
June 23, 2001. 

Slaughter, S. “Internet Software Development Practices.” Presented at a meeting for visiting 
Japanese software executives, Graduate School of Industrial Administration, Carnegie Mel-
lon University, May 17, 2001. 

Levine, L. “The Role of Process/Process Improvement in Internet Speed Development” 
(panel). Presented at a meeting for visiting Japanese software executives, Graduate School of 
Industrial Administration, Carnegie Mellon University, May 17, 2001. 

Levine, L. & Slaughter, S. “Quality Software Development @ Internet Speed: Interim Find-
ings, Future Directions.” Software Engineering Institute, Pittsburgh, Pennsylvania, May 14, 
2001. 

Slaughter, S. “Developing Software at Internet Speed.” Presentation to Software Industry 
Center (SWIC) members (presentation secured financial support from SWIC for 2001–2002), 
Heinz School, Carnegie Mellon University, March 22, 2001. 

Levine, L. & Pries-Heje, J. “Process Improvement @ Internet Speed.” Software Engineering 
Process Group National Meeting, New Orleans, Louisiana, March 13, 2001. 
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9 Learning from Software Development 
and Acquisition Failures 

9.1 Purpose 

The Learning from Software Development and Acquisition Failure IR&D project was initi-
ated to investigate how the SEI could make a strategic difference in preventing or reducing 
software-intensive system failure. The project was particularly focused on the question of 
why software projects and programs fail and what to do about these failures. The goal was to 
formulate a recommendation outlining how the SEI could develop a strategic response to this 
serious and ongoing problem. 

Currently available software engineering technologies are only a partial solution to the prob-
lem. While failure continues to be proclaimed at the global level of public discourse in the 
media, software project difficulties and failings are not sufficiently acknowledged or under-
stood at the local or organizational level. Software engineering methods and techniques will 
only become solutions in organizations that are honestly engaged in investigating their 
strengths and weaknesses and that are committed to act on their findings. Organizations need 
to become inquiring systems that learn from past failures to appreciate what can be gained 
from the discipline of software engineering. Even more important, organizations need to 
learn how to apply this discipline in particular contexts.  

The goal of this IR&D project has been to determine how the SEI, with its leading edge 
knowledge of software engineering techniques and its regular exposure to troubled and fail-
ing projects through ITAs and other engagements, can build on its current position and as-
sume a leadership role in moving from assessment to transition of software engineering dis-
cipline into practice. While the SEI has, in the past, sensitized organizations to their software 
engineering problems, it can also play an important role in providing a problem-solving and 
knowledge-management scaffolding that will facilitate this transition. The infrastructure that 
the SEI could provide would enable organizations to continually apply viable technical solu-
tions to their software engineering problems in particular contexts. 
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9.2 Background 

Published literature over the last 20 years has been reviewed. The most important findings are 
discussed in this section. 

9.2.1 The Dimensions of Failure 

Surveys on software project outcomes provide information on the frequency of software fail-
ure. The Standish Group has published several influential surveys of software project failure 
[Standish 95, Johnson 99]. 

Table 1: Standish Project Failure Surveys 
Project Resolution Rate 

 Successful11 Challenged Failed 

1994 16% 53% 31% 

1996 27% 33% 40% 

1998 26% 46% 28% 

2000 28% 49% 28% 

KPMG reports a similar failure rate from a survey in 1994, where 62% of respondents re-
ported at least one project had exceeded budget by at least 30% during the last five years 
[KPMG 95]. While Table 1 shows a slight improvement in project success rates over time, 
which the Standish Group attributes to smaller project size, better project management, and 
more use of standard infrastructures [Johnson 99], the failure rates are unacceptably high. On 
the other hand, Barry Boehm has pointed out that equating project termination with project 
failure (as is done in Table 1) can put the wrong slant on what it means to be mismanaged and 
ill conceived.  

Reviewing the Standish reports, Boehm examines project termination causes and points out 
that in many cases well-conceived and well-managed projects nevertheless should be termi-
nated for the same reasons that poorly managed projects are [Boehm 00]. He makes the point 
that relative to a failure rate of 40% for new product introductions and the 50% average fail-
ure rate for sales leads, a 31% termination rate might be regarded as less than a crisis level. In 
Boehm’s view, stigmatizing project termination as “failure,” with negative consequences to 
careers and reputations, is less desirable than acknowledging project termination as an ex-
pected and legitimate management option for a proportion of software projects. Some very 
well managed projects need to be terminated because they are found not to fit new corporate 

                                                 
11   The Standish Group classifies projects into three resolution types: 

• Successful: The project is completed on time and on budget, with all features and functions as 
originally specified. 

• Challenged: The project is completed and operational, but over budget, over the time estimated, 
and with fewer features and functions than initially specified. 

• Failed: The project is cancelled before completion [Johnson 99]. 
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strategies or meet changes in customer needs. Boehm’s insights are reinforced by work on the 
de-escalation of commitment. 

De-escalation of Commitment 

Once commitment to a project is established, even a failing project can prove resistant to 
change (and therefore a difficult target for failure mitigation): “[T]hese projects seem to take 
on a life of their own, continuing to absorb valuable resources, while failing to deliver any 
real business value. While prior research has shown that managers can easily become locked 
into a cycle of escalating commitment to a failing course of action, there has been compara-
tively little research on de-escalation, or the process of breaking such a cycle” [Montealegre 
00, p. 417]. Montealegre and Keil define a model of de-escalation in four steps: (1) problem 
recognition, (2) reexamination of prior course of action, (3) search for alternative courses of 
action, and (4) implementing an exit strategy. Kiel and Robey developed a model for project 
de-escalation: “Central to our model is the notion that ‘bad news’ on a project must be com-
municated from the actor(s) who are in a position to observe it to the actor(s) who are in a 
position to do something about it. This means overcoming the ‘mum effect,’ a reluctance to 
transmit bad news. But transmittal alone is not always enough, for in many cases the bad 
news is communicated to those who are unwilling to listen, a phenomenon we call the ‘deaf 
effect.’ De-escalation requires overcoming both the deaf effect and the mum effect” [Kiel & 
Robey 99, p. 83]. 

9.3 Approach 

The traditional literature review was supplemented by a computational analysis of online in-
formation sources relevant to software failure, including an analysis of online articles col-
lected from key software engineering journals and information from specialized repositories 
on risk and DoD-specific problems. The computational analysis also demonstrated how re-
cords of ongoing practice can be used to create knowledge that typically remains hidden from 
either reflective practitioners or researchers. 

9.3.1 Analysis of Online Sources 

The analysis of online information sources confirms the published literature review in show-
ing that software project failure is still far too prevalent. However, just as important, the 
analysis showed that, by and large, the research community has somewhat less interest in the 
failure problem than practitioners, especially military practitioners. The online analysis pro-
vided a glimpse of how different communities, academic, practitioner, and military, treated 
the topic of software-intensive system failure. Interesting differences were found in the range 
and types of topics in published journals as against online sources. Published literature in 
software engineering journals focuses on failures in system performance, whereas online 
sources such as Peter Neumann’s Risk Digest and military databases (Defense Technical In-
formation Center and Center for Army Lessons Learned (CALL)) expanded the scope of dis-
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cussion considerably. In fact, the latter contained discussions of causes of software failure as 
traceable to inadequate communication between developers and acquirers, whereas little 
mention of this was made in the academic research journals culled. 

Although much more work needs to be done in the area of capturing and analyzing software 
engineering practice, analysis of online repositories suggests that important practical informa-
tion can be extracted from the experiences of projects and programs and used as a basis for 
solving practical problems. Capturing what transpires in software engineering practice can 
become an important basis for establishing software engineering discipline, and the SEI is in 
a position to lead the transition. However, the SEI’s current intervention approaches, such as 
Independent Technical Assessments (ITAs), Team Risk Evaluations (TREs), and CMM as-
sessments, need to be supplemented in various ways to realize their discipline-establishing 
potential. The SEI needs to create an infrastructure that supports longer-term engagements 
that maintain longer-term links to practitioners. For example, revisiting organizations that 
have been sensitized to their software-intensive system development or acquisition problems 
will increase the probability that software engineering discipline will emerge (see Section 3 
and Appendix C of Learning from Software Project Failure for a fuller account of analysis 
methods).  

9.3.2 Field Work 

Three fieldwork engagements were done. Two involved recording retrospective experiences 
from practitioners and one consisted in participation on an Independent Technical Assessment 
(ITA). The retrospectives consisted of intense interviews of key players or stakeholders in 
relatively large, troubled projects. The first retrospective was a case study of a university fi-
nancial management system. The second was a shorter-term study of the development of a 
complex software engineering model, especially with reference to the deployment of infor-
mation technology to support its development. Both retrospectives were undertaken to gain 
experience with the techniques and tools available to conduct field engagements that incorpo-
rated practical goals of improving software engineering practice. The aim of participation in 
the ITA was to evaluate the knowledge management support of the SEI’s ITA process. It was 
found that ITAs have great potential in not only bringing back very useful information on the 
nature of software-intensive system project or program failure in organizations that are an 
important part of the SEI’s target audience but in making a strategic impact on the transition 
of software engineering discipline. Currently this potential is not being fully realized. An im-
portant goal of this IR&D project has been to formulate how ITAs and other SEI field en-
gagements might be extended to better realize this potential. 

The Emphasis on Stories and Action Research 

One of our research participants provided an excellent example of how collecting stories in 
the context of process improvement for systems and software environments would be useful: 
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There is one in every group… they ask, “What’s the ROI for all this process 
engineering stuff?” In my office, I have a filing cabinet with four drawers full of 
ROI data pointing to the effectiveness of process improvement for engineering… 
“How do you want it?” I then ask, offering several categories of breakdown by 
project, and to which the typical reply is, “Well, besides that what?” 

Our interviewee went on to say that the most effective data—data that influences people’s 
actions and real change—is the first-hand story, primarily derived from the first brave indi-
viduals who have come back to other engineers like themselves to report that their lives have 
been improved, that projects are more easily managed and are more predictable in the playing 
out of the life cycle, more calculable in scope, and so on. Action research is a methodology 
for producing such actionable stories that can be derived from field engagements. 

Action research involves practitioners in the act of information gathering for understanding 
the real contexts of work for the purposes of learning and improvement. This may or may not 
always involve a clear relationship to more exacting numerical analysis methods. The whole 
purpose of this approach is to capture anecdotes, analyze them, understand them, and inter-
vene in a disciplined, measured manner. Action research can be integrated into the fabric of 
everyday work in a way that can provide meaningful information without the overhead of 
more intrusive and potentially quite artificial strictures of statistical research design.  

9.4 Collaborations 

Ira Monarch, senior member of the SEI technical staff, was the project lead. Peter Capell, SEI 
visiting scientist, and Neal Altman, member of the SEI technical staff, were primary investi-
gators. Their collaborations took the following forms:  

• collaborated with 10-person team from the SEI on the preparation of and outputs from a 
three day on-site ITA supported by the assessed organization 

• interviewed 25 people from the Carnegie Mellon University community who were both 
developers and users of a system being developed at Carnegie Mellon. The interviews 
lasted an hour or more. Each of the participants donated their time. 

• interviewed 20 people who had participated in the creation of a software engineering 
model. The group consisted of both members of the SEI and members of external organi-
zations. The interviews lasted an hour or more. All interviewees donated their time. 

There were also shorter interactions with the following people, who all donated their time: 
Dolores Wallace, NASA; Michael Koo, NIST; Charles Bush, Defense Contract Management 
West, Defense Logistics Agency; Larry Fry, Siemans Medical Systems; Darren Dalcher, Fo-
rensic Systems Research Group, School of Computing, South Bank University, London; Bill 
Everett, SPRE (consulting group); Wade Shaw, Avionics failure; Larry Bernstein, Senior In-
dustry Professor, Computer Science, Stevens Institute of Technology; Mary Glaser, CALL 
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Repository, Army; Ted Marz, SEI data from ITAs; Dave Zubrow, OSD Tri-Service Assess-
ment Initiative; Chinnarao Mokkapate, Company Problem Reports and Reviews (NDA with 
USS); Jeff Drezner, Rand Corporation; Randy Weinberg & Larry Heimann, Information Sys-
tems Program, Carnegie Mellon.  

9.5 Results and Criteria of Evaluation 

The problems of IT deployments, currently very widespread, very much in the news, and of-
ten apparently very painful to those involved, have not yielded to the current suite of process 
improvement or technology transition templates and methodologies available in the software 
engineering marketplace. These problems are emerging from a common source of missing 
discipline in adopting software engineering and project management best practices. The tem-
plates come in many forms, some of which assist in implementing team processes, or TQM, 
or software process improvement. Models are a form of template that are created in order to 
“show the way,” in theory, to isolate the critical variables from the vast list of variables that 
are possible in the programmatic and organizational milieu.  

A cottage industry has grown up around templates that are dedicated to tracking changes to 
the templates and interpreting and translating them for host organizations. While this symbio-
sis is successful on one level, the now-growing membership of experiences in and stories of 
very large-scale information technology failures suggests the need for additional approaches. 
These problems require locally generated solutions. Specific solutions can be adapted from 
more general solutions but only with significant local commitment and problem solving. 
These solutions will not come through further statistical analyses of data or through more and 
more top ten lists of best and worst practices, but through collaborative networks of problem 
solvers who are learning from one another in and across projects and programs. The results of 
this IR&D project not only point in this collaborative networking direction but also provide a 
proposal for how the SEI can leverage its current respected position to become a hub in this 
network and lead the transition of software engineering discipline into practice. 

9.5.1 Learning from Failures  

Independent Technical Assessments (ITAs) and other forms of SEI assessment and evaluation 
create a space and a time inside the organizations assessed where honest accounts of prob-
lems have a chance to be aired and addressed. Unfortunately the SEI has not, up to now, ade-
quately supported this problem-identification and problem-solving mode of intervention. The 
key point is that software engineering methods and techniques will only be perceived and 
function like solutions in an organization that is honestly engaged in investigating its 
strengths and weaknesses and has the commitment of all its members to act on the results of 
the investigation. In other words, one way in which patterns of software project failure can be 
turned around in organizations is for organizations to become more adept at capturing stories 
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of failure and success and addressing these stories through collaborative problem solving and 
continued knowledge networking.  

Stories are important because organizational inquiry is not scientific inquiry. People are en-
gaged by stories and can readily identify with the predicaments described. Metrics are fine 
and can serve a useful purpose, but applying the right metrics in a given context depends on 
prior communication, interaction, and identification of key problems and potential solutions. 

Collaboration is important because all relevant voices need to be heard and taken into ac-
count. Stories are an important vehicle for getting all the voices heard and the different per-
spectives considered. However, group processes and infrastructures are also needed to sup-
port the extended dialog it takes to formulate, test, and refine various hypotheses that are 
responsive to all the relevant stories and that will converge to a solution in a timely fashion.  

Knowledge networks internal to the organization are needed so that stories describing pre-
dicaments can be shared sufficiently to enable the identification of problems that need to be 
solved. External knowledge networks are needed because potential solutions are often found 
by exploring outside the organization. 

While there is still quite a bit to learn about the nature of sharing stories, collaborative prob-
lem solving, and knowledge networking, enough is known to see that, taken together in a sys-
tematic whole, they offer a viable approach to addressing the current patterns of software pro-
ject failure. Such inquiring systems, if deployed in many organizations, provide a viable 
approach for the transition of software engineering knowledge, technology, and discipline 
into wide practice.  

9.5.2 Spawning Inquiring Systems in Organizations 

The SEI is already engaged in work that, suitably enhanced, could help its client organiza-
tions take an inquiring system approach to recurring patterns of software project failure. We 
include here a sketch of a proposal to explore and prototype what the SEI will have to do to 
augment its already existing processes and resources in order to assume a leadership role in 
this approach to software project failure and the transition of software engineering discipline 
into practice. We propose augmenting the SEI’s current ITA process and other SEI field en-
gagement approaches so they have the potential to spawn inquiring systems inside the SEI’s 
target organizations. 

Suitably augmented ITAs will help the SEI’s client organizations take an inquiring system 
approach to software project failure. However, software project and program failure is not 
necessarily simply a problem within single organizations. Software engineering discipline 
and the technologies that support it gain acceptance through co-evolution of multiple inter-
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connected artifacts and the network of people who come to be connected to them and to each 
other. This co-evolution takes place through the slow creation and evolution of networks of 
people and supporting technologies that interact locally. The approach to augment ITAs and 
other forms of action research at the SEI proposes to support local problem solving through 
more global knowledge networking. 

Currently ITAs consist of an information-gathering phase and a briefing phase that rolls up 
findings and makes recommendations. The augmentation would add the following: 

1. In the information gathering stage 

a. provide techniques, templates, and examples enabling context to be adequately de-
scribed, so those who did not participate can make sense of the information 

b. gather observations from different assessees and assessors and organize them ac-
cording to whether they contradict, confirm, or elaborate one another 

2. Organize and cross-link information gathered, including context, observations, findings, 
and recommendations, and have them accessible from a Web site that includes 

a. observations and context linked to all findings listed in the briefing, with findings 
linked to recommendations 

b. competing hypotheses in the form of causal narratives that apply in and across cus-
tomer projects based on gathered observations, contexts, and outcomes 

c. common themes across ITAs 

3. Track assessed projects over extended periods and evaluate the impact of ITA findings 
and recommendations by 

a. maintaining contact between the SEI and assessed organization participants 

b. updating hypotheses and themes according to the outcomes collected 

c. summarizing information into common themes and outcomes across organizations 

In addition to personnel executing the current ITA process, a separate knowledge integrator 
will be needed to perform these information- and knowledge-intensive tasks. A major reason 
for augmenting the ITA process is to increase understanding of and impact on 

• how organizations are actually facing well-known problems, how they are actually trying 
to address them, and whether and how they are using software engineering technologies 

• the effectiveness of the SEI’s interventions, including whether any new awareness or new 
behaviors emerge and what outcomes these have 

• the diagnostic and problem-solving capabilities of organizations, including how these 
may be improved 

• how long-term contact with the SEI can make a difference, including introduction and 
extended use of various SEI software engineering technologies 

• fostering the creation of innovation and improvement networks linking producers of 
software-intensive systems to acquirers, and linking these to the SEI (see publications 
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and presentations below, especially Learning from Software Project Failure, for a fuller 
account) 

9.6 Publications and Presentations 

Monarch, Ira. “Learning from Software Project Failure and TNKM.” The New Knowledge 
Management: A Generational Shift, sponsored by: Knowledge Management Consortium In-
ternational (KMCI), George Washington University, and Homeland Defense Journal, March 
20, 2002, Arlington, Virginia. <http://www.marketaccess.org/event_km_20mar.asp>. 

Monarch, Ira; Capell, Peter; & Altman, Neal. “Learning from Cases: Beyond Success and 
Failure,” prepared for presentation at the cancelled 2001 SEI Symposium.  

Monarch, Ira. “Understanding Software Engineering Failure as Part of the SWEBOK.” Pro-
ceedings of the 14th Conference on Software Engineering Education and Training. Charlotte, 
North Carolina, Feb. 19–21, 2001. New York: IEEE Computer Society Press, 2001. 

Monarch, Ira; Capell, Peter; & Altman, Neal. Learning form Software Project Failure. SEI 
technical report draft (available from the authors). January 2002. 
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10 Technology Change Management in 
High-Maturity Organizations 

10.1 Purpose 

The purpose of this study was to 

• examine the practice of technology change management (TCM) to gather the best think-
ing and examples of effective applications, with an eye toward making that content avail-
able to the SEI community—both internal and external 

• consider the technical and business case for further work in TCM at the SEI 

In particular, several high-maturity or high-performing organizations appear to be garnering 
competitive advantage by way of a strategic focus on TCM. Prior to the IR&D study, anecdo-
tal reports of advantages included increased business capture, speedier process improvement, 
and attainment of higher maturity levels as measured against the Capability Maturity Model® 
for Software (SW-CMM), successful uptake of new technologies that affect organizations’ 
ability to innovate and deliver high-quality products, and consequent improvements in time 
to market and market share. 

What are the practices of these organizations? Can they be codified? Are they adequately re-
flected in the relevant practices of CMMI®? Can we use what we learn to make lower-
maturity organizations more effective as well? Are technology developers at the SEI poised 
to gain advantage from effective practice in TCM as modeled by high-performing organiza-
tions? Can we learn practices from industry and transition them to DoD organizations? The 
purpose of this study was to consider these questions. 

10.2 Background 

The SEI had never performed a concerted study of the state of the practice in TCM. Teams of 
researchers and practitioners at the SEI did, of course, investigate transition and adoption 
models, build on their own experience, perform scores of interventions and customer applica-
tions, share what they knew, and embody their knowledge of technology transition in various 

                                                 
®  Capability Maturity Model and CMMI are registered in the U.S. Patent and Trademark Office by 
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outputs, such as presentations, courses, and consulting. However, the SEI had not deliberately 
captured this knowledge as an organizational asset or recommended practice for use by oth-
ers. While individual researchers continue to study and learn, too little effort has been made 
to capture current, effective practice of TCM, codify it, make it routinely available at the SEI, 
use it as input for products, or share it with our customer and collaborator community.  

In the last few years, a great deal of thinking and work has been done in TCM outside the 
SEI, although little of it is framed systematically. Numerous books and other documents, Web 
sites, thinkers, and consultants feature aspects of technology adoption or change management 
as part or all of their content and offerings. For example, Stanford University has a graduate 
program on managing change, Lake Superior College has an undergraduate course on manag-
ing change, practitioners have diagnostic tools to assess an organization’s readiness to man-
age technical change (some of them available free online), researchers publish a best prac-
tices report on change management, professional societies offer certificates and membership 
programs for TCM, and a few researchers are even attempting to write algorithms on the dif-
fusion and adoption of innovations. However, nearly all of the research, tools, and training is 
oriented to the adoption of a single technology (or the implementation of a single reengineer-
ing or organizational change), and not a repeatable, persistent, systematic practice.  

Also, while the results of this exploratory IR&D study will not fill the gap for a state of the 
practice report, it will set a baseline, indicate credible continuing research possibilities, and 
get benchmarks for further work. 

10.3 Approach 

We briefly surveyed the available literature to orient ourselves to the current body of knowl-
edge on TCM. Our emphasis was on practice rather than theory, and our purpose was to 
gather relevant models of and thinking on effective TCM practice.  

We performed case studies of three high-performing (mostly high-maturity) organizations 
with TCM practices that we had reason to believe were effective and producing the desired 
organizational results. We chose these organizations from a set of candidates that were will-
ing to work with us in this capacity. We intended the number of case studies to be small, only 
three or four qualitative cases from which to set a baseline. To select the cases, we first 
looked at organizations that reported themselves at level 5, given that TCM is a key practice 
at that level. We performed a search for organizations that had published or presented in some 
capacity on how technology change management is pursued in their organization. Also, we 
decided to keep the cases in large, defense-oriented organizations for this initial cut—follow-
on research could look at the TCM practices in other industries, smaller organizations, and 
the like. 
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To focus our research method, we looked at several sources to guide our case-study technique 
and hypothesis generation. We found that a GAO report on case study techniques was par-
ticularly helpful, and designed our case studies following some of their advice for several of 
their case study types.12 In addition, we looked at qualitative research techniques, and settled 
on an inductive technique to generate our hypothesis, to be tested with qualitative field ex-
perience, not unlike the “grounded theory” method. Put simply, grounded theory calls for the 
investigators to pose an explicit theory, observe field conditions to test the theory, revise the 
theory based on that experience, observe again with the revised theory, and so forth. It is a 
qualitative technique driven by data. 

Based on our literature review, we attempted to craft a model of TCM practice, but concluded 
there was too little information to do so based on the literature. We did attempt to code the 
findings from literature but decided we were enforcing patterns where few were yet to be 
found. We found abundant literature on technology change, change management, and the 
like, but little of it lends itself to frameworks or describes consistent, systematic, repeated 
practice across an organization. In the absence of a clear reference model, we devised a 
looser set of topic areas of interest, and formulated a set of questions to guide the case studies 
based on literature and our own experience. 

We identified two potential risks to our approach, but found in practice that they did not be-
come a problem. First, because an SEI team would be on-site with the studied organizations 
getting detailed information about a practice that is also a key practice in the SW-CMM, we 
were concerned that the study would be confused with CMM-based assessments. We were 
careful to communicate that these studies were not assessments, and found that organizations 
did not have a problem with this. In fact, we were probably helped by the experience of these 
organizations in having assessments, because they were accustomed to openly sharing infor-
mation about their practices and communicated effectively about them.  

The second risk we identified was the possible danger that the studied organizations would 
not care to have the results published, and this would make organizations reluctant to partici-
pate. Again, this was not an issue. We mitigated it first by giving the studied organizations the 
option to control how results were published. The options were not to publish at all, to pub-
lish with all organization references sanitized, or to publish with the organization clearly 
identified. The organizations have so far been eager to pursue full publishing, and appear to 
consider it valuable to have an SEI case study performed.  

One risk we did not identify up front affected us throughout the study. The vigorous trend of 
merger and acquisition and reorganization in this market sector caused us to lose two of the 
organizations we originally pursued for case studies, and also affected two of those we did 

                                                 
12  United States General Accounting Office, Case Study Evaluations, Maryland, GAO/PEMD-91-

10.1.9, November 1990, pp. 9–10. 
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study. As both of the organizations that had to decline because of mergers and reorganizations 
had published or provided provocative information on their TCM practices, we found this 
quite disappointing. In particular, one of the organizations had been pursuing TCM since the 
very beginning of their process improvement efforts, and has communicated in workshop 
settings that it helped them to achieve higher levels of maturity sooner and adopt technolo-
gies that even other high-maturity organizations have found too challenging. It is unfortunate 
that we could not perform a case study on this organization.  

Finally, we did notice one accidental side benefit as we developed our sources and approach. 
Two other SEI teams that we know of have profited from the case study know-how that we 
developed, because we informally diffused this knowledge to them. 

10.4 Collaborations 

Three case studies are complete as of this writing and in revision for publishing. A potential 
fourth case is currently being negotiated but is unlikely to be available in the remaining 
IR&D schedule. Three cases are large defense contractors pursuing process improvement 
against the CMM or CMMI. Two of the points of contact, TCM leads in their organizations, 
have continued to collaborate and seek further collaboration with the SEI on these topics be-
cause of their experience in the IR&D study. 

Eileen Forrester, a member of the Accelerating Software Technology Adoption initiative 
(ASTA), leads this study. We included members of other SEI units (COTS-Based Systems, 
Product Line Practice, and Software Engineering Process Management) as part of the study 
team, both to get the benefit of their expertise and to foster natural information flows for the 
study results in other programs. We included a CMM author to get the perspective intended 
by the CMM developers when they wrote TCM content for the model. One original outside 
team member, with long experience in both software and change management, has since 
joined the SEI. All other team members were drawn from ASTA, because of the focus of that 
team on technology change and transition. All team participants have either a practice or re-
search background in the study area. 

A community of active researchers and practitioners convened in the summer of 1999 at a 
workshop on TCM sponsored by the SEI. This group recommended a list of next steps to be 
pursued, and this study takes up some of those steps. Workshop participants such as Stan 
Rifkin and John Vu have agreed to review our final outputs. Stan Rifkin was particularly 
helpful in pointing us to sources on qualitative research and case studies.  

In addition, Barry Boehm and Larry McKee, who have been active in a community trying to 
foster the uptake of spiral development and evolutionary acquisition, have agreed to review 
and comment on our final report. We also intend to provide courtesy copies to the DoD 
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Change Management Center, the DoD Office of Technology Transition, and the Software 
Collaborators Network.   

We have a large set of transition partners and SEI alumni, including past resident affiliates, 
who are likely to be interested in the output of this study. These are anticipated collaborators 
for follow-on activities, if any are undertaken. 

We may consider offering existing communities of practice (such as Society of Learning, 
Knowledge Management Consortium, Innovation Network, etc.) and educational institutions 
that have an interest in TCM an opportunity to give us input or review of results once the 
study is complete. 

Finally, study participants and working group participants from various conferences in which 
ASTA participates have expressed strong interest in participating in any post-study work to 
codify best TCM practices.  

10.5 Evaluation Criteria 

These are the criteria to evaluate the study results: 

• Have we developed substantive information on the proposed key elements of effective 
TCM practice in high-performing organizations?  

• Do the perceived business results of the studied organizations justify further investment 
in TCM?  

− Should the SEI embody this content in our offerings?  
− Do we need more data? 

• Can the key elements of effective TCM practice be adopted in other organizations or are 
they unique to the specific organizations in which they are found? In particular, are the 
elements applicable to DoD organizations? 

• Have we identified new or improved content on TCM for inclusion in CMMI? 

• Will the elements be useful to SEI technical programs as they plan the adoption of their 
technologies? 

10.6 Results 

Here are the results to date against the success criteria. 

1. These are the high-level results from examining the key elements of effective TCM prac-
tice in high-performing organizations. Greater detail can be found in the forthcoming 
case-study reports and technical note.  



76  CMU/SEI-2002-TR-023 

• Each of the three studied organizations defined a different scope for TCM. One or-
ganization employed TCM strictly for technologies that support their own develop-
ment processes. A second used that definition as a subset, but used TCM primarily 
for technologies that would be included in products and services for customers. The 
third organization used TCM to guide deployment of newly defined or improved de-
velopment processes. Results for these organizations varied with the definition in 
predictable ways. For example, TCM used in external products led to better business 
capture, TCM used to support internal development processes enabled faster process 
improvement and sustainment of high maturity, and TCM used to support process 
deployment led to more effective uptake of the particular processes. 

• We saw a clear variation in practices and results between the two highest maturity 
organizations on the one hand, and the third case, which was a high performer but 
lower maturity. The third case in effect confirmed the findings of importance in the 
high-maturity cases.  

• With that variation in mind, here are some of the features of the most effective TCM 
practice we have observed across the cases. These items are not exhaustive, but 
meant to be indicative of practices in organizations getting strong benefits from a fo-
cus on TCM. 

• TCM has official program status, multiple senior roles participate, and the program 
and participants enjoy direct and regular access to the senior sponsor. 

• The organization has a governing strategic technology planning process, of which 
their TCM program is a part. The TCM leaders are strong owners and participants—
sometimes drivers—in this process and the organization knows the structure, sched-
ule, outputs, and decision-making process for the technology plan. 

• TCM decisions are tied to business results and therefore treated as serious business 
projects. 

• Significant funds are provided for all TCM process and activities. 

• Additional resources beyond funds are dedicated to TCM. These include hardware, 
training, and participation and capabilities provided by opinion leaders, technical gu-
rus, enabling operational functions, and so forth. 

• Sponsorship for TCM is authentic and visible, and cascades from the top and 
throughout management. 

• TCM has active and continuing senior management visibility. TCM projects and de-
cisions are monitored and reported on consistently at all levels.  

• The TCM program or process has some kind of central decision making—there is a 
clear owner for TCM and the leader or leaders are senior, well-respected people. 

• In addition to the clear owner and central decision making, there is wide sharing of 
responsibility for success, and broad participation is expected from all employees. 
TCM objectives are often included in performance objectives. 

• The top performers have an explicit process for scanning, monitoring, and selecting 
new technologies (selecting is especially careful); these include exposure to external 
sources and participation with outside organizations as needed.  

• A strong and repeatable piloting process (plus training) is always used once a tech-
nology is selected.  
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• Whole product and deployment are shaken down to a few elements proven to work in 
a specific organization’s environment. That is, the highest performers with the most 
careful selection process need far less support to roll out a technology.   

2. The business results of the studied organizations are overwhelmingly positive. They in-
clude support of process improvement, achievement of higher maturity levels with the at-
tendant benefits, much improved rates of business capture, customer satisfaction, and 
profound, positive effects on strategic technology planning and innovation. The highest 
maturity organizations assert that even if acquired or merged, the organization-wide be-
lief in the benefits of TCM would lead them to continue to pursue the same path, even if 
they had to do so “underground.” Further, the high-maturity organizations assert that 
even lower-maturity organizations, those that never want more than level 2, and possibly 
those not pursuing formal process improvement at all could benefit by approaching TCM 
as they do. 

a. Given these results, it seems prudent to at least codify the TCM practices we find at 
level 5 and make these available to other process-aware organizations for further 
validation.   

b. We may be over-generalizing from too little data. Certainly our selection process was 
biased in favor of those already successful with TCM. We may need to seek some 
specific failure data to test the limits and the optimistic assertions of the successful 
high-maturity organizations. 

3. The key elements of effective TCM practice are not conceptually difficult, but may re-
quire appropriate cultures and organizational styles most often found in process-oriented 
cultures. The elements may also be applicable to DoD organizations; some elements seen 
in the high-maturity cases seem particularly suitable to DoD style, with their phased ap-
proach, disciplined selection, and attention to maturity of technologies.   

4. CMM and CMMI authors have already reacted in part to our findings and adjusted some 
content in the CMMI. They have also made an SEPG Conference presentation to clarify 
the definition of TCM—something we communicated through a team member who was 
also an author of the CMM and the presentation. 

5. If SEI technical programs (DoD ATD, ACTD, and DARPA programs could also benefit) 
were aware of the monitoring and selection processes of major industry organizations 
practicing systematic TCM, they would be well-positioned to have their technologies 
considered for adoption by high performers. If adopted, these organizations are excellent 
early adopters and pilot sites for technologies and could provide superb references to 
later adopters.   
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10.7 Publications and Presentations 

The chief output will be a report on the literature survey and case studies. If we decide the 
results are sufficiently compelling, we will also consider a strategy for dissemination of the 
information and infusion into SEI products for external and internal consumption. For exam-
ple, we will recommend how promising practices may be incorporated into products for in-
ternal use, such as TransPlant, and for external use, such as Introducing New Software Tech-
nology and Managing Technological Change, and will give a series of presentations on the 
study results. We have submitted presentation proposals to two conferences to share the re-
sults to date and case-study participants will co-present.   
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11 Summary 

All of the IR&D projects from the 2002 fiscal year have yielded valuable results that are be-
ing disseminated to the community through technical reports, journal articles, and presenta-
tions. Among the reports that have been or will be published describing the projects and their 
results in detail are the Technical Roadmap for Enterprise Integration for the Analysis of En-
terprise Integration Applications project, Flow-Service-Quality (FSQ) Engineering: Founda-
tions for Network System Development (CMU/SEI-2002-TN-019), Perspectives on Open 
Source Software (CMU/SEI-2001-TR-019), and Discovery Colloquium: Quality Software 
Development @ Internet Speed (CMU/SEI-2002-TR-020). 

One of the projects, Predictable Assembly from Certifiable Components, has been selected 
for ongoing work as an SEI initiative. Further results from study in this area will be published 
on the SEI Web site. 
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