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Abstract

Characterization of magnetic domain structure is essential to understand and manipulate the magnetic properties of materials. In this thesis, we have utilized Lorentz Transmission Electron Microscopy (LTEM) in combination with image simulations based on micromagnetic models, to investigate the magnetic domain structure of a unique nano-chessboard structure consisting of L1₀ and L1₂ phases in a Co₄₀Pt₆₀ alloy. We have shown high-resolution LTEM images of nano-size magnetic features acquired through spherical aberration correction in Lorentz Fresnel mode. Phase reconstructions based on the transport of intensity equation has been carried out to fully understand the magnetic domain structure and to extract quantitative information, including direction of magnetic induction and magnetic domain wall width, from the Lorentz TEM images. The experimental Fresnel images of the nano-chessboard structure show zig-zag shaped magnetic domain walls at the inter-phase boundaries between L1₀ and L1₂ phases. A circular magnetization distribution with vortex and anti-vortex type arrangement is evident in the phase reconstructed magnetic induction maps as well as simulated maps. The magnetic contrast in experimental LTEM images has been properly interpreted with the help of magnetic induction maps simulated for various relative electron beam-sample orientations inside TEM. Apart from the nano-chessboard structure, this alloy shows other interesting microstructural features such as anti-phase boundaries, tweed structure, coarse L1₀ plates, and macro-twins all of which have been characterized using conventional bright field/dark field TEM imaging and compared with
their respective Lorentz TEM images. The magnetic domain wall widths obtained for each microstructure has been compared and the influence of microstructure and the particle size on wall widths has been discussed.
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1 Introduction

1.1 Motivation

Characterization is an important part of materials science and engineering and one that affects all four aspects of the “materials science tetrahedron” (Fig. 1.1). Characterization of materials using techniques such as X-ray Diffractometer (XRD), or Transmission Electron Microscope (TEM) can provide us information about the internal structure all the way down to the arrangement of atoms inside a crystal. Most properties of materials can be directly linked to their crystal structure. For example, in magnetic materials the tetragonal crystal structure is associated with hard magnetic properties because of its high uniaxial magneto-crystalline anisotropy, whereas a magnetic material with a cubic crystal structure is usually a soft magnet. Knowing the microstructure, and the structure-property interrelations, modifications can be made to the microstructure through suitable processing techniques to develop unique materials properties or to improve existing properties.

Figure 1.1: Schematic diagram of well-known Materials Science Tetrahedron [1].
In the case of magnetic materials, the Vibrating Sample Magnetometer (VSM) is a useful tool for measuring bulk magnetic properties including Curie temperature, saturation magnetization, and magnetic coercivity. However, this technique can only provide information about the properties averaged over the entire sample. To engineer magnetic materials to suit specific requirements, it is necessary to understand the relationship between the magnetic properties and microstructure of materials, which in turn requires a thorough analysis of the magnetic domain structure. The study of submicron sized magnetic features requires specialized characterization tools and techniques. Lorentz Transmission Electron Microscopy (LTEM) is a powerful tool for studying the magnetic domain structure in conjunction with the crystallographic microstructure [2]. However, one limitation of the conventional Lorentz TEM is the rather low attainable magnification and resolution due to a high spherical aberration, which limits studies of magnetic domain structure to length-scales of several hundred nanometers. Several new age magnetic materials (used in magnetic storage devices) have been found to have magnetic features or defects at length-scales of a few nanometers. To overcome these limitations a spherical aberration corrected Lorentz TEM is required, that can resolve nano-scale magnetic features so that systematic quantitative imaging and analysis can be done. More often, magnetic materials are found to exhibit very complex internal magnetization distributions that are difficult to interpret fully by observing the experimental images. A clear understanding of such domain structures requires a thorough analysis with the help of mathematical modeling and micro-magnetic simulations based on existing magnetic theory and principles. By correlating the experimental characterization data with numerical simulations, quantitative analysis of nano-scale magnetic features is possible.
The L1\textsubscript{0} based ordered magnetic alloys including Fe-Pt, Fe-Pd and Co-Pt alloys have long been studied for their applications as hard magnetic materials and in storage devices primarily due to their high coercivity ($H_c$) and high energy product ($BH_{\text{max}}$) [3]–[5]. It is also well documented that the magnetic properties of these alloys are strongly dependent on composition and thermal history due to the influence of each on the atomic ordering and the anisotropy of the tetragonal L1\textsubscript{0} phase [6], [7]. Nano-composite magnetic materials are also increasingly studied in the development of present generation magnetic devices [8]–[10]. These magnetic alloys usually go through a suitable thermal processing resulting in optimum microstructures that provide large magnetic anisotropy and higher coercivity. One such microstructure is the novel nano-chessboard structure (Fig. 1.2), first discovered by Leroux et al. in 1991 [11]. Co-Pt alloys with compositions in the narrow eutectoid range (~Co\textsubscript{40}Pt\textsubscript{60}) can undergo a eutectoid transformation via pseudo-spinodal decomposition to produce a unique self-assembled nano-chessboard structure. This microstructure consists of a hard magnetic L1\textsubscript{0} phase (CoPt) and a soft magnetic L1\textsubscript{2} phase (CoPt\textsubscript{3}) interleaved at the nano-scale. The resulting periodic nano-composite is expected to exhibit exchange coupling between its hard and soft ferromagnetic constituents, making it a potential candidate for high-density magnetic storage devices and permanent magnets. When viewed end-on in dark field TEM mode, the structure appears as a nano-chessboard with alternate dark and bright tiles with length-scales of 10-20 nm. The dark tiles correspond to the tetragonal L1\textsubscript{0} phase while the bright tiles are the cubic L1\textsubscript{2} phase. Detailed TEM microstructural studies and bulk magnetic properties studies (VSM) of these microstructures have been performed by [12], [13]. Recent work has focused on micro-magnetic simulations to understand the length-scale effect of L1\textsubscript{0}-L1\textsubscript{2} chessboard on the exchange coupling behavior [14]. However, none of these studies have reported any sort of magnetic
domain structure analysis in these alloys, which is pivotal to understanding the underlying magnetic properties.

Co-Pt alloys go through a range of transformations, as they are heat-treated to obtain the nano-chessboard structure. Firstly, the eutectoid decomposition transforms a high symmetry FCC (Face centered cubic) disordered phase into two low symmetry ordered phases: L1₀ (tetragonal phase) and L1₂ (cubic phase). This ordering transformation gives rise to various crystallographic boundaries including anti-phase boundaries (APB), L1₀ structural boundaries and twin boundaries. In addition, the alloy goes through a paramagnetic to ferromagnetic transformation as it is cooled below the Curie temperature. The ordering of magnetic moments results in the formation of magnetic domains and domain walls. Magnetic domains are coupled to the crystallographic domains through magneto-crystalline anisotropy energy. Thus, the interplay between crystal domains and magnetic domains dictates the magnetic domain structure and hence the magnetic properties. The primary cause for an increased coercivity in L1₀-type alloys is believed to be magnetic domain wall pinning during the magnetization process [15].
different crystallographic defects mentioned above can act as pinning centers for the motion of domain walls under the influence of an applied field. However, the degree or extent of pinning varies across various defects. For example, an APB is a weak pinning center whereas a twin boundary is a relatively strong pinning center [16], [17]. It will be interesting to investigate the pinning effect of L10-L12 phase boundaries in the nano-chessboard structure. From these studies, it is clear that the interaction between magnetic and microstructural features plays a major role in influencing the magnetic properties of these alloys. The present work is an effort to understand the nature of such interactions. A direct characterization of these types of interactions has not been done before at such fine length scales. The primary motivation and objective of this work is to address the lack of understanding in the following areas:

1. Analysis of magnetic domain structure in Co40Pt60 alloys.
2. Study of interaction between magnetic and crystallographic features in Co40Pt60 alloys.
3. Quantification and characterization of different types of magnetic domain walls.
4. Correlating magnetic domain structure with the observed bulk magnetic properties.

In summary, this work focuses on the quantitative characterization of magnetic domains and domain walls in near-eutectoid Co40Pt60 alloys.

### 1.2 Hypothesis

The objective of this thesis is to characterize the magnetic domain structure in near eutectoid Co40Pt60 alloys. The main hypotheses of this work are as follows:

1. The structure and width of magnetic domain walls in the nano-chessboard structure is dependent on the magnetic interaction between the L10 and L12 phases and the
length-scales of individual phases.

2. Aberration corrected Lorentz microscopy can be used to obtain more reliable magnetic inductions maps and quantitative results such as magnetic domain wall width.

3. The magnetic contrast in the experimental Lorentz images at unknown sample orientations can be interpreted with the help of Lorentz images simulated at different electron beam tilts.

To validate these hypotheses, we will be focusing on studying following areas. Firstly, magnetic domain structure of different crystallographic microstructures in Co-Pt alloys will be characterized; the morphology of magnetic domains and the size/shape of magnetic domain walls will be analyzed for each microstructure to establish a relation between the observed magnetic domain structure and the crystallographic microstructure. Secondly, the structure/width of magnetic domain walls in the nano-chessboard structure will be compared to the wall widths obtained in other microstructures; this will allow us to predict the effect of length-scale of L10 and L12 phases on the magnetic domain structure, this observation will also enlighten us regarding magnetic behavior of different crystallographic phases as their size decrease below a critical value. Nano-chessboard structure will be examined by both the uncorrected Lorentz microscopy as well as aberration corrected Lorentz Microscopy and the results will be compared. The Lorentz images will be simulated for various relative beam-sample tilt orientations and compared with the experimental Lorentz images across different regions in multiple samples. This will allow us to correlate the magnetic contrast of the experimental Lorentz images with the sample orientation.
1.3 Experimental Design

1.3.1 Experimental techniques

Transmission Electron Microscopy (TEM) is used as the principal technique to carry out the experimental observations reported in this document. The following experiments are used to investigate domains in the alloys under consideration:

1. Lorentz mode TEM: Fresnel mode (defocussed mode) imaging of magnetic domain walls in Co$_{40}$Pt$_{60}$ alloys in the demagnetized state.
   Instrument used: FEI Tecnai F20, operated at 200 kV and equipped with dedicated Lorentz pole piece.

2. Spherical aberration corrected Lorentz TEM: Fresnel mode (defocussed mode) imaging of magnetic domain walls of nano-chessboard structure in Co$_{40}$Pt$_{60}$ alloys in the demagnetized state.
   Instrument used: FEI Titan 80-300, operated at 300 kV and equipped with dedicated Lorentz pole piece.

3. Phase reconstruction: Phase reconstruction of Lorentz Fresnel images using IDL code.

4. Conventional mode TEM: Bright field/Dark field imaging of crystallographic microstructures in Co$_{40}$Pt$_{60}$ alloys.
   Instrument used: FEI Tecnai F20, operated at 200 kV and FEI Titan 80-300, operated at 300 kV.

1.3.2 Simulation technique

1. MATLAB: Simulation of magnetic phase shift, magnetic induction maps, and Lorentz Fresnel TEM images of nano-chessboard structure in Co$_{40}$Pt$_{60}$ alloys.
1.3.3 Material

The experimental observations are carried out on the following material system:

1. Co-Pt alloys: Polycrystalline samples of near-eutectoid Co$_{40}$Pt$_{60}$ alloys are analyzed in this study. The samples were synthesized at the University of Virginia by Priya Ghatwai [12] and Eric Vetter [14]. Two alloys subjected to different annealing conditions are chosen for comparative experimental study. They are different in the sense that the second sample (S-80) produces a relatively finer nano-chessboard structure as compared to the first sample (S-40). The details about the sample fabrication and processing are provided in Section 4.2.

The Fresnel mode of imaging is employed to study magnetic domain walls in Co$_{40}$Pt$_{60}$ alloys. The magnetic domain walls appear as bright and dark features in the defocused images, as described in more detail in Chapter 3 and Chapter 4. The phase shift of the electron waves are reconstructed from Fresnel through-focus series using transport-of-intensity equation. The phase maps are converted to magnetic induction maps, which give the direction of integrated in-plane magnetization directions inside the sample. Domain wall width is also measured from the phase shift profile for a particular domain wall. The experimentally obtained magnetic induction data is quantitatively interpreted by computing electron phase shift on simulated nano-chessboard structures. The experimental phase maps in conjunction with simulated phase maps provide a better understanding of magnetic configurations in the nano-chessboard structure. Bright field/Dark field imaging in the conventional TEM mode (with objective lens switched on) is utilized to characterize the crystallographic microstructure for subsequent comparison with the Lorentz TEM images. In summary, magnetic domain structure of near-eutectoid Co-Pt alloys
are characterized by utilizing Lorentz Fresnel mode imaging, conventional Bright field/Dark field imaging, phase reconstruction, and image simulations based on micro-magnetic models.

1.4 Document Organization

This document is divided into five different chapters. In Chapter 2, we introduce the background literature relevant to the Co-Pt alloy system. Chapter 3 summarizes experimental and simulation techniques applied to this work. In Chapter 4, we present experimental and simulation results along with analysis and discussions. Finally, the conclusions from our observations and potential avenues for future work in this area are outlined in Chapter 5.
2 Phase Transformations and Domain Structures in Co-Pt Alloys

2.1 Introduction

Solid-state phase transformations such as atomic ordering and ferromagnetic transformations, result in domains/variants due to a reduction in symmetry. The atomic ordering transformation results in anti-phase domains and anti-phase boundaries while the ferromagnetic transformation results in magnetic domains and magnetic domain walls. An understanding of the different phase transformations and their characteristics is required in order to fully understand the interactions between multiple domain structures.

In this chapter, the characteristic features of the multiple phase transformations in Co-Pt alloys are reviewed. The first half of this chapter focuses on the atomic ordering transformation. The phase diagram of a binary Co-Pt alloy is introduced followed by the description of crystallographic properties of the disordered and the ordered phases as well as the resultant domains. Thereafter eutectoid transformations and the formation of nano-chessboard structures are explained. The second half of this chapter focuses on the magnetic ordering transformation. The origin of magnetic moments is discussed followed by the micro-magnetic theory and a description of magnetic domains. Several magnetic concepts and quantities are discussed in
detail. Then the exchange coupling in nano-composite materials is discussed. In the end, studies done previously on the magnetic domain structure of alloy systems similar to Co-Pt alloys are discussed.

2.2 Atomic Ordering Transformation

Disorder-order transformations are characterized by an ordered arrangement of atoms at low temperatures, which becomes progressively disordered as the temperature is raised, until the long-range order disappears at a critical temperature. Atomic or chemical ordering refers to the arrangement of atoms on distinct sub-lattices of an intermetallic alloy. In the disordered state, the different atoms of the intermetallic randomly occupy these sub-lattices. The degree of ordering can be described by the order parameter, \( \eta = \frac{(R-W)}{(R+W)} \), where \( R \) is the number of atoms occupying the correct atomic sites and \( W \) is the number of atoms occupying the incorrect atomic sites in the ordered structure [18]. In stoichiometric alloys, the maximum order parameter is 1 whereas in non-stoichiometric alloys this is \( 2g \), \( g \) being the atomic fraction of solute atoms in the alloy. The proportion of atoms occupying wrong sites increases with increasing temperature [19], [20].

The ordering transformations can be further characterized as first order or second order phase transformation depending on the ordering mechanism. In the case of first order transformations, the ordered domains form by the nucleation and growth upon overcoming the thermodynamic energy barrier for the formation of these domains [19]. This type of ordering occurs in FCC \( \rightarrow \) L1\(_0\) or FCC \( \rightarrow \) L1\(_2\) transformation where the order parameter \( \eta \) drops slightly upon heating up to the critical temperature \( T_c \) and then precipitously to 0 at \( T_c \), as shown in Fig. 2.1(a). A steep
change in order occurs at the critical temperature. Second order phase transformations occur by a continuous change in the short-range order via local atomic rearrangement within the crystal, without an associated energy barrier, eventually resulting in long-range order [19]. Thus, no nucleation event is required. This type of ordering is observed in the A2 → B2 ordering transformation, where the long-range order parameter $\eta$ changes continuously from 0 at the critical temperature $T_c$, to 1 at 0 K, as shown in Fig. 2.1 (b).

![Figure 2.1: Change in order parameter with the change in reduced temperature, T/T_c in (a) First order phase transformation, (b) Second order phase transformation [20].](image)

Several binary alloys exhibit ordered structures based on the parent lattice. When the disorder-order transition takes place, the high symmetry parent lattice is transformed to the low symmetry products giving rise to domains/variants. The number of domains/variants depends on the type of reduction in symmetry and will be explained further in Section 2.2.2. The two most common ordered structures based on the FCC lattice are the L1$_0$ and L1$_2$ structures. Alloys with these ordered structures are studied because of their unique properties. For example, L1$_0$ binary alloys such as Co-Pt [4], Fe-Pt [5], Fe-Pd [21] are studied because of their applications as magnetic materials for high-density magnetic storage and permanent magnets. Alloys with low-symmetry
crystal structures, such as the L10 tetragonal structure, possess a large uniaxial magnetocristalline anisotropy, $K_u$ that can be exploited to yield high coercivity, $H_c$ and high magnetic energy product, $BH_{\text{max}}$ in appropriate microstructures. The anisotropy is believed to come from the atomic ordering as well as the tetragonality, c/a ratio [22]. The L12 counterparts (CoPt3, FePt3, FePd3) of these alloys are known for their soft magnetic behavior. Only few binary alloys show coherent phase diagrams with both the L10 and L12 phases, including Co-Pt, Fe-Pt and Fe-Pd alloys.

### 2.2.1 Phase diagram of binary Co-Pt alloy

The equilibrium phase diagram for the binary Co-Pt system is shown in Fig. 2.2 [23]. At temperatures above 1400 K, an A1 (FCC) solid solution forms across the entire composition range. Co-Pt alloys of appropriate composition can undergo a disorder-order transformation upon cooling, or conversely, an order-disorder transformation upon heating, and the phase diagram indicates the regions over which the ordered phases persist. The L10 ordered phase forms upon cooling the equiatomic CoPt disordered A1 phase, with a maximum ordering temperature of 1100 K [6]. The L10 phase has excellent intrinsic magnetic properties, including a high uniaxial magnetocrystalline anisotropy approaching that of rare earth magnets, $K_u$ of $4.9 \times 10^7$ ergs/cc, saturation magnetization, $M_s$ of 800 emu/cc, and Curie temperature, $T_c$ of 840 K [24], [25]. The equiatomic Co-Pt is found to possess the largest $K_u$. Hence, most investigations of ordering and magnetism in the Co-Pt binary system have generally been based on the 1:1 composition. A 1:3 atomic ratio of Co and Pt results in a disorder to order transformation from the disordered A1 (FCC) phase to the ordered, magnetically soft L12 phase, CoPt3. L12 has a maximum atomic ordering temperature of 1000 K [6]. Both the L10 and L12 phases are paramagnetic at high
temperatures and become ferromagnetically ordered at lower temperatures.

Fig. 2.3 shows the Co-Pt phase diagram in compositions bracketing the eutectoid composition. The coherent phase diagram was first determined by Leroux et al. [11] on the basis of TEM microstructural studies in the vicinity of the eutectoid composition. Eutectoid decomposition refers to the transformation of a solid phase into two other solid phases upon cooling [26]. In the case of Co-Pt alloy, the α solid phase (A1, FCC) transforms to two solid phases with composition CoPt₃ and CoPt. The crystal structures corresponding to the A1, L1₀, and L1₂ phases are schematically depicted in the figure. The eutectoid temperature is around 725°C.
2.2.2 Crystal structure of L1₀ and L1₂ ordered phases

In the disordered A1 phase (FCC) of the binary Co-Pt alloy, Co and Pt atoms randomly occupy all the FCC lattice sites, namely (0,0,0), (1/2,1/2,0), (1/2,0,1/2), and (0,1/2,1/2). The lattice parameter is $a = 0.3751$ nm [27] and the space group is Fm-3m. The ordered L₁₀ and L₁₂ structures can be crystallographically derived from the FCC structure as explained below.

The FCC lattice can be divided into four simple cubic sub-lattices namely $α_1$, $α_2$, $α_3$, $α_4$ as shown in Fig. 2.4. In the ordered, stoichiometric L₁₀ phase, Co atoms occupy $α_1$ and $α_2$ sub-lattices ($α_1 = α_2$) while Pt atoms occupy $α_3$ and $α_4$ sub-lattices ($α_3 = α_4$). In other words Co atoms and Pt atoms occupy alternate (001) planes. The L₁₀ phase corresponds to a Face Centered Tetragonal (FCT) unit cell, with lattice parameters $a = 0.3803$ nm and $c = 0.3701$ nm and space group...
The structure has a slight tetragonal distortion in the [001] direction, with a tetragonality ratio of $c/a = 0.97$.

The transformation of FCC to L1₀ changes the symmetry of the crystal since the space group changes from Fm-3m to P4/mmm. Initially equivalent sites become non-equivalent. Because of tetragonalization, the concentration modulation direction (c-axis) is no longer equivalent to the other two <100>-type axes. This decrease in symmetry gives rise to domains/variants. Two types of crystallographic domains are observed depending on the change in the point group, the Bravais lattice or both. In FCC $\rightarrow$ L1₀, the change in point group results in the orientational/structural domains in this alloy. There is a decrease in the number of point group symmetry elements from 48 for FCC to 16 for L1₀. The symmetry is lowered by a factor of 3, hence three orientational/structural variants are obtained as shown in Fig. 2.5. The orientational variants are separated by {101}-type planes. They are called the X, Y and Z variants depending on whether the half plane is (100), (010), or (001) [28–30]. The lattice parameter of the unit cell is ‘c’ along the tetragonal axis, i.e., along the normal to the ordering half plane, and ‘a’ along the remaining two cube axes.

Furthermore, the Bravais lattice changes in FCC $\rightarrow$ L1₀; the number of equivalent site decreases from 4 for FCC to 2 for L1₀. This gives rise to two translational domains. For example, in Fig. 2.6 (a), Co atoms are located at (0,0,0) and (1/2,1/2,0) sites while Pt atoms are located at (1/2,0,1/2) and (0,1/2,1/2) sites. On the other hand, in the variant shown in Fig. 2.6 (b), Pt atoms are located at (0,0,0) and (1/2,1/2,0) sites while Co atoms are located at the (1/2,0,1/2) and (0,1/2,1/2) sites. Each orientational variant has two translational variants making a total of six.
possible crystallographic variants in this L1₀ structure. It should be noted that the lost symmetry operation transforms one domain to another domain [28]. The differently oriented ordered/translational domains are called anti-phase domains. The boundary between different translational domains is called an anti-phase boundary (APB). The atoms have wrong kind of neighbors across an APB, therefore APBs are high-energy regions of the lattice and are associated with an APB energy. APBs resulting from atomic/chemical ordering are called thermal APBs. Fig 2.7 shows the formation of an APB as two differently ordered domains nucleate and grow [19].

![Figure 2.4](image1.png)

Figure 2.4: Crystal structure of the FCC disordered phase with four equivalent sub-lattices, the L1₀ phase, and the L1₂ phase [30].

![Figure 2.5](image2.png)

Figure 2.5: Schematic view of the three orientational variants possible for the L1₀ atomic order [30].
Figure 2.6: Translational variants in the L1\textsubscript{0} structure, Co atoms are shown in black color and Pt atoms are shown in white color.

Figure 2.7: Schematic diagram showing formation of an APB [19].

In addition, if the L1\textsubscript{0} phase goes through the paramagnetic to ferromagnetic transition, as shown in Fig. 2.8, the decrease in magnetic symmetry would give rise to magnetic domains. In tetragonal crystals, the easy axis of the magnetization/magnetic moment lies along the tetragonal/c-axis, M//[001]. Hence, each of the above six crystallographic domains could have two directions of the magnetic moment: [001] and [00-1]. This gives rise to a total of 12 domains in an atomically and magnetically ordered L1\textsubscript{0} phase. However, there are only 6 distinguishable magnetic domains. Each of the magnetic domains has an anti-phase partner. Also note that in this case, the structural domains coincide with the magnetic domains because the c-axes correspond to the magnetic axes [28].
Figure 2.8: Phase diagram showing L1₀ paramagnetic to ferromagnetic transition.

In the ordered, stoichiometric L1₂ phase, CoPt₃, Co atoms occupy the α₁ sub-lattice while Pt atoms occupy the α₂, α₃ and α₄ sub-lattices (α₂ = α₃ = α₄), Fig. 2.4. The space group of the L1₂ phase is Pm-3m and lattice parameter a = 0.3854 nm [27]. The transformation of FCC to L1₂ changes the symmetry of the crystal from Fm-3m to Pm-3m. Since the point group remains unchanged, there is no tetragonality and all three <100>-type directions remain equivalent. However, the Bravais lattice changes from face-centered to primitive cubic lattice which results in four translational domains depending on the position of the four atoms at different sub-lattices (Fig. 2.9). These domains are separated by APBs, characterized by the displacement vector $R = [1/2, 0, 1/2]$, or $R = [1/2, 0, 1/2]$, or $R = [1/2, 1/2, 0]$. $R$ can be determined using TEM in two-beam conditions in the dark field imaging mode, using super-lattice reflections that arise due to the L1₂ ordering [11].

In the case of the L1₂ phase, the magnetization lies along the <100> axis, $M//<100>$, and six distinguishable magnetic domains can be expected from the para-to-ferro transition. Each of the magnetic domains has four translational domains, hence 24 domains emerge in an atomically and
magnetically ordered L12 phase. It has been reported that in equiatomic Co-Pt alloys, the coercivity is highest at an intermediate state of order with coherent ordered and disordered phases and decays as the lattice becomes completely ordered [31].

Figure 2.9: Translational variants in L12 unit cell, filled circles denote Co atoms and open circles denote Pt atoms.

### 2.2.3 Eutectoid phase transformation in Co-Pt alloys

As described in Section 2.2.1, Co-Pt alloys with appropriate composition and thermal treatments can result in ordered phases L10 or L12 based on the stoichiometry of the alloy, by the disorder-order mechanism. The region of the phase diagram where two ordered phases co-exist has not been fully investigated. Compositions near the eutectoid region (~60% Pt) can undergo eutectoid decomposition, A1 → L10 + L12 upon cooling through the eutectoid temperature, to produce a mixture of the L10 and L12 ordered phases. This region was first explored by Leroux et al. in
which they reported the formation of an interesting microstructure obtained by appropriate heat treatment of Co-Pt alloys in the near-eutectoid region [11]. This microstructure was reported to look like a “nano-chessboard” structure that consisted of both the ordered phases L1₀ and L1₂ simultaneously as shown in the (110) Dark Field (DF) TEM image in Fig. 2.10 (a). In this DF image, the black tiles correspond to the L1₀ phase and the bright tiles correspond to the L1₂ phase. They demonstrated the composition and temperature range for the co-existence of the two-phase mixture with the help of TEM studies. Although the Co-Pt phase diagram was known in various regions, the region around the triple point (A1, L1₀, L1₂) was not accurately known until Leroux et al. studied the phase diagram in the 58%-63% Pt region and determined the accurate points utilizing TEM studies. The phase diagram bracketing eutectoid region was approximately determined as shown in Fig. 2.3. The Co-Pt samples were first annealed at an elevated temperature, 930°C, and then water quenched to retain the disordered FCC phase. This was followed by continuous cooling from 740°C at the rate of 20°C/day up to the temperature of interest followed by annealing at this temperature, ranging from ‘few days’ at 700°C to three weeks at 530°C. A eutectoid reaction was located at 730°C ± 5°C and 59.5% ± 0.5% Pt. According to this phase diagram, the eutectoid reaction isothermal spans a very narrow composition range, 59.5% to 61.5% Pt (± 0.5% Pt) and the two-phase region extends from 58% to 63% Pt at low temperature.

A schematic diagram of an ideal nano-chessboard structure is shown in Fig. 2.10 (b). The nano-chessboard structure is composed of well-aligned alternating rods of single crystal L1₂ and L1₀ phases. The L1₂ and L1₀ rods share a common parent lattice and a coherent interface and typically exist in packed structures aligned along one of the three cube axes of the parent phase.
So, three spatial orientations of the chessboard are possible within a given grain of the parent phase, A1. The checkered pattern is observed when the structure is viewed end-on with respect to the axis of rod alignment, in the DF mode of a TEM, seen in Fig. 2.10(a). There are two orientational variants of the L10 phase present, both are visible as dark tiles, while the L12 phase is visible as the bright contrast in the DF image. The two variants of the L10 phase have mutually perpendicular c-axes that are also perpendicular to the rod axis along which the nano-rods are aligned. The side-on view of the chessboard would reveal nano-rods instead of tiles as schematically shown in Fig. 2.11.

The orientation relationship between the L10 and L12 tiles is (110) L10 || (110) L12 and [100] L10 || [100] L12. The L10/L12 interfaces are close to the {110} planes, having a deviation of ±11°. The ‘tiles’ form zigzag bands along <110> with alternate bands containing tiles of L12 + X variant of L10 and L12 + Y variant of L10 respectively. It should be noted that only L10 and L12 phases share interfaces; L10 orientation variants do not share common interfaces [11].
Figure 2.10: (a) (110) DF TEM image of the nano-chessboard structure in a near-eutectoid Co-Pt alloy viewed along the [001] zone axis [11]; the bright tiles correspond to the L12 phase while the dark tiles correspond to the L10 phase, (b) Schematic, idealized representation of the chessboard structure seen in (a), highlighting the crystallography of the constituent structural domains [13], green arrows represent the c-axis directions of L10, (c) More accurate depiction of the tile geometry [11].
2.2.4 Evolution of microstructure

The ordering transformation is accompanied by the formation of several interface/inter-phase boundaries due to the existence of multiple variants of the ordered phase. Depending on the thermal treatments and the composition of the Co-Pt alloys, the ordering can be of three types:

1. FCC A1 $\rightarrow$ L1$_0$
2. FCC A1 $\rightarrow$ L1$_2$
3. FCC A1 $\rightarrow$ L1$_0$ + L1$_2$

The resulting microstructure due to the different ordering mechanisms is described next.

**FCC A1 $\rightarrow$ L1$_0$**: The microstructural evolution of L1$_0$ ordering has been studied in many binary alloys including Co-Pt [11], Fe-Pd [15], [33]–[35], Fe-Pt [33], [36] alloys. Two types of microstructure have been observed in such alloys: tweed microstructure and poly-twinned structure. The transformation starts with the formation and alignment of the L1$_0$ nuclei on the {110} planes, along <1-10> directions in the disordered matrix [33]. During aging the ordered
and disordered regions remain fully coherent until the disordered phase is finally consumed. Any of the three orientational variants of the L1₀ phase can form within a single grain of the parent phase. The ordered particles/variants arrange themselves along different directions in order to accommodate the lattice mismatch strain produced during ordering; this in turn results in a “tweed contrast” or “tweed microstructure” containing plates of L1₀ variants, as shown in Fig. 2.12.

Initially, particles of all the three L1₀ orientation variants are formed. But, as the transformation proceeds, generally two variants persist through preferential growth and coarsening. This process produces alternating bands along the {110} planes comprised of orthogonal variants (micro-twins) that are twin related. With further aging, the growing particles impinge and coalesce to form the poly-twinned structure as show in Fig 2.13. This impingement and coalescence of particles result in a very high density of APBs within the twin plates as shown in Fig 2.13(a). The density of APBs is believed to play a central role in the mechanism of coercivity controlling magnetization reversal. The tetragonality of the plates causes a mutual rotation of the c-axes, to produce coherent twin boundaries. After long time annealing, coarsened L1₀ grains are formed [15], [33].

Fig. 2.14 shows DF TEM images of poly-twinned microstructures in a Co₄₀Pt₆₀ alloy. The microstructure consists of X-variants and Y-variants. In the (100) DF image, the bright plates correspond to the X-variant while the dark plates are the Y-variants. The (010) DF image can be seen reversing the contrast of the X-variants and Y-variants.
Figure 2.12: Dark Field TEM image (001) showing tweed contrast in a Fe-Pd equiatomic alloy aged for 3 hour at 500°C [33].

Figure 2.13: Poly-twinned microstructure in L1₀ alloys: (a) Bright Field TEM image showing micro-twins and APBs in Fe-Pd aged for 61 hour at 500°C [33], (b) Two poly-twinned plates containing micro-twins in Fe-Pd alloy [33], (c) Poly-twinned structure in Fe-55%Pd after annealing the sample at 500°C for 36 hour, sample oriented along [130] zone axis [15].

Figure 2.14: Dark Field TEM images of a Co₄₀Pt₆₀ alloy aged at 690°C, oriented along [001] axis: left (100) DF, and right (010) DF. The bright and dark domains in the images correspond to X-variants and Y-variants of the L1₀ phase, respectively. The dark fringes within the bright domains are anti-phase domain boundaries [11].
**FCC A1 \( \rightarrow \) L1\(_2\):** When the FCC to L1\(_2\) transformation takes place, large L1\(_2\) domains form with anti-phase boundaries separating the L1\(_2\) anti-phase domains as shown in Fig. 2.15. Note that the microstructure shows three types of APBs that are visible/invisible in DF images taken with different g-beam/diffraction spot, according to the defect-visibility criterion.

Figure 2.15: Dark field images of APBs in CoPt\(_3\) (L1\(_2\)) phase of a Co\(_{30}\)Pt\(_{70}\) alloy oriented along [001] zone axis: (a) 110 DF, (b) 010 DF, (c) 100 DF [37].

**FCC A1 \( \rightarrow \) L1\(_0\) + L1\(_2\):** As mentioned previously, the eutectoid decomposition of Co-Pt: FCC \( \rightarrow \) L1\(_0\) + L1\(_2\), can lead to the formation of the nano-chessboard microstructure. This coherent microstructure results from strain-driven self-arrangement of the L1\(_0\) and L1\(_2\) phases. Microstructural evolution is dictated by the minimization of the surface energy and the coherency strain energy arising from the disorder-order transformation [13]. It has been shown that the formation of the nano-chessboard structure via eutectoid decomposition in Co-Pt alloys proceeds by a pseudo-spinodal decomposition reaction in which the composition of the product phases gradually changes to achieve their final equilibrium composition [13], [32], [38].

Le Bouar et al. [13] investigated this phase transformation both theoretically and experimentally. Their results suggest that the phase transformation starts with the formation of L1\(_0\) nuclei aligned
along the <110> directions giving rise to tweed contrast as shown in Fig. 2.16 (a), (d). In the next stage, L1₀ structural domains of irregular shape and size can be seen, aligned along <110> direction, as shown in Fig. 2.16 (b), (e). They predicted that the APBs would be destroyed in the initial stages of thermal aging, being energetically unfavorable compared to the matrix-precipitate interfaces. Upon further aging, the structural domains finally assume a diamond-shape with facets normal to elastically soft directions, as shown in Fig. 2.16 (c), (f). These diamond-shaped L1₀ tiles are arranged in alternating bands/rows. In each row, the L1₀ tiles have same c-axis orientation while the tiles in the adjacent rows alternate the c-axis orientation indicated by black arrows in Fig. 2.16 (c); these bands/rows of tiles vary in size. Ideally, with continued annealing, the tiles become nearly homogeneous in size and shape. This is a metastable state that can be destroyed by coarsening, which proceeds by the disappearance of rows of tiles. The theory of Le Bouar et al. does not explain how the disordered cubic matrix transforms to L1₂ but focuses on annealing in the A1 + L1₀ coexistence region.

Figure 2.16: Evolution of nano-chessboard structure: (a)-(c) Experimental TEM images of a Co₃₉.₅Pt₆₀.₅ alloy, (d)-(f) Corresponding simulated images [13].
Yong Ni et al. [32] specifically studied the pseudo-spinodal decomposition of the homogeneous cubic phase into cubic-tetragonal two-phase chessboard structure. They established that the pseudo-spinodal decomposition is a necessary thermodynamic condition for the stress-minimizing nucleation of the tetragonal phase required to produce the compositionally inhomogeneous tweed structure. And, the tweed structure, in turn, is a pre-requisite for the formation of the chessboard nano-rods. As a result, the formation of the chessboard structure is sensitively dependent on temperature and composition. Their simulations show that at the later stage of annealing, the tweed structure decomposes by precipitation of the equilibrium cubic phase, which eventually produces the two-phase chessboard structure as shown in Fig. 2.17.

![Figure 2.17: Simulated 3-D microstructure development](image)

(a) The tweed structure formed at the initial stage of the phase transformation; green color indicates tetragonal domains with the [100] direction of the c-axis; blue describes the cubic phase and domains of tetragonal phase with other orientations, (b)-(d) Structures formed by decomposition of the tweed structure; their different colors indicate tetragonal phase with different orientations of the tetragonality axes; the black color describes the cubic phase, (e) the filtered ‘low-resolution’ image of green domains of (a), (f)-(h) The composition profile of the structures in (b)-(d) described by different grey levels (black and white are the limiting cases of the equilibrium compositions of the cubic and tetragonal phases) [32].
2.3 Magnetic Ordering Transformation

The magnetic ordering transformation takes place when the magnetic material is cooled down below a temperature known as the Curie temperature ($T_C$). For ferromagnetic materials this transformation is also called the paramagnetic to ferromagnetic transformation (Fig. 2.18). Ordering of atomic moments reduces the magnetic symmetry of the material, which leads to the formation of magnetic domains and domain walls. The origin of magnetic domains will be explained in detail in Section 2.3.2. The order parameter for this transformation is the reduced magnetization, $m(T) = \frac{M_s(T)}{M_s(0)}$, where $M_s(T)$ is the spontaneous magnetization of the material at a given temperature $T$. Above $T_C$, magnetic moments point in random directions due to thermal energy and the net magnetization is zero. However, $M$ increases as the temperature decreases and achieves a maximum value $M_s(0)$ at 0 K, as shown in Fig. 2.19 [39]–[42].

Cobalt metal is known to exhibit the highest Curie temperature of 1388 K [41]. The Curie temperature depends on factors including the composition of the material/alloy, magnetic and chemical interactions between atoms, as well as the prior thermal treatments. For example, the Curie temperature of a disordered alloy can be substantially different from that of the ordered or partially ordered alloy [6], [43], [44]. Similarly, the saturation magnetization also varies with chemical composition. Table 2.1 summarizes the Curie temperature and saturation magnetization of the ordered phases of Co-Pt alloys.
Figure 2.18: Ordering of magnetic moments leading to paramagnetic-to-ferromagnetic transformation.

Figure 2.19: Temperature dependence of the spontaneous magnetization (Order Parameter) of nickel. The Curie point at 628 K is marked [39].

Table 2-1: Curie temperature and saturation magnetization of Co-Pt alloys [25], [44].

<table>
<thead>
<tr>
<th>Phase</th>
<th>$M_s$ (emu/cm$^3$)</th>
<th>$T_c$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoPt L1$_0$</td>
<td>800</td>
<td>840</td>
</tr>
<tr>
<td>CoPt$_3$ L1$_2$</td>
<td>1140</td>
<td>292</td>
</tr>
</tbody>
</table>

2.3.1 Magnetic moment and magnetization

The magnetic dipole moment is an intrinsic property of a magnet and it has its origin in circulating electrical charge. It has two major contributions:

1. Moment due to the spin of the electron about its axis (spin angular momentum).
2. Moment due to the orbital motion of the electron around the nucleus of the atom (orbital angular momentum).

In addition, the electrons can interact with each other as well as with the nucleus, leading to “coupling”. Coupling can be of three types:

1. Spin-Orbit Coupling: the magnetic field from the electron’s spin interacts with the magnetic field from its movement around the nucleus;
2. Spin-Spin Coupling: the spin of the neighboring electrons interact;
3. Orbit-Orbit Coupling: the electrons of neighboring orbitals interact.

The total magnetic moment of a magnetic material is the sum of the contributions from all types of coupling. The unit for electron magnetic moment is the Bohr magneton ($\mu_B$), defined as:

$$\mu_B = \frac{e\hbar}{2m_e},$$  \hspace{1cm} (2.1)

$1\mu_B = 9.274 \times 10^{-24}$ A-m$^2$ [39].

The magnetization ($M$) is given as the vector sum of the dipole moments of all the atoms divided by the volume, $M = \frac{\Sigma \text{Dipole moments}}{\text{Volume}}$. It is an extrinsic property of a magnetic material and it depends on the constituent atoms, their respective dipole moments and how the dipole moments add together [45]. The value of the magnetization, $M$, when all of the dipoles are aligned is called the saturation magnetization, $M_s$. Another fundamental quantity in magnetism is the magnetic flux density or magnetic induction, denoted as “B” and it represents the magnitude of the internal field strength within a substance that is subjected to an external field $H$. $B$ and $M$ are related as

$$B = \mu_0(H + M),$$

where $\mu_0$ is the permeability of vacuum. Furthermore, the permeability of the
material is described as the response of the material to the applied field $H$ and is expressed as $\mu = B/H$. Permeability is strongly structure sensitive and so depends on composition, thermal treatments, deformation etc. [39].

In Co-Pt alloys, the bulk of the magnetic moment is concentrated on Co atoms ($\mu_{Co} = 1.76 \mu_B$ per atom) [46]. Pt is paramagnetic, but in structures where Pt is in contact with ferromagnetic species, it can also have an appreciable moment. Large induced moments on Pt atoms ($\mu_{Pt} = 0.35 \mu_B$ per atom) have been observed in Co-Pt alloys [46]. The dipole moment for Pt atoms is induced by polarization effects mediated by conduction electrons and through direct exchange interaction with Co atoms [47]. It should be noted that the induced magnetic moment of Pt atoms in Co-Pt alloys depends sensitively on composition and local chemical environment [6]. Such induced moments on non-magnetic atoms have also been observed in other ordered alloys, for example an induced moment of 0.32 $\mu_B$ is observed in Pt atoms in the Fe-Pt ordered alloy while the Fe atoms contribute a moment of 2.78 $\mu_B$ per atom [48].

**2.3.2 Micro-magnetic theory and magnetic domains**

In the demagnetized state, a ferromagnetic sample is divided into domains/regions in which each of the domains has the same spontaneous magnetization magnitude. However, the net magnetization of the sample is zero since the magnetization vectors are randomly aligned in various regions. We can define magnetic domains as regions with a uniform direction of the magnetization; the boundary between different magnetic domains is called a magnetic domain wall. Magnetic domains form due to the reduction of symmetry associated with the ordering of magnetic moments as a result of the paramagnetic-to-ferromagnetic transition. However, the
specific arrangement of domains, i.e., the size, shape of domains and domain walls, is dependent on the various energies associated with the ferromagnetic state. This can be explained using the static micro-magnetic domain theory described below [49], [50]. The concept of static micro-magnetism is based on the following principles:

1. the local direction of the atomic magnetic moments is described by the magnetization \( \mathbf{M}(\mathbf{r}) \) which is a continuous function of position. The amplitude of the magnetization vector \( \mathbf{M}(\mathbf{r}) \) has to be constant but its orientation may change with position,

\[
|\mathbf{M}(\mathbf{r})| = M_s |\mathbf{m}(\mathbf{r})| = M_s,
\]

where \( M_s \) is the saturation magnetization and \( \mathbf{m}(\mathbf{r}) \) is the unit vector of magnetization.

2. the magnitude of the magnetization is a function of temperature only. The modulus of the magnetization,

\[
|\mathbf{M}(\mathbf{r}, T)| = M_s (\mathbf{r}, T)
\]

is assumed to be a function of temperature and to be independent of the local magnetic field. \( M_s \) may depend on position as in a two-phase nanostructured magnet [8].

The contributions to the total magnetic Gibbs free energy can be expressed as the continuous energy expressions that describe the interactions of the spins with the external field, the crystal lattice, and the interactions of the spins with one another. These energies are:

1. Exchange energy \( (E_{ex}) \),
2. Magnetostatic energy \( (E_d) \),
3. Magnetocrystalline anisotropy energy \( (E_{ani}) \)
4. Zeeman energy \( (E_z) \)
The first three energies are always present to some extent in a ferromagnet. The fourth is the response to an applied field, and it defines the magnetization process and hysteresis loop. There are two other contributions to the magnetic energy, namely the energy due to an applied stress ($E_s$), and magnetostriction ($E_{ms}$), which are neglected for now because the associated energies are small.

Exchange energy ($E_{ex}$) arises due to the interaction between the spins of neighboring atoms and it is an energy penalty generated by the deviation of magnetization directions of adjacent atoms. Magnetostatic energy ($E_d$) is the energy associated with the stray field/demagnetizing field ($H_a$), which originates due to the continuity of magnetic flux in a magnet. In general, a ferromagnetic material does not show isotropic magnetization behavior. Certain directions favor magnetization (easy axes) and others do not (hard axes). This leads to a new energy term called magnetocrystalline anisotropy energy ($E_{ani}$), which arises when the magnetization is not oriented along the easy axes. It is expressed as a direction dependent energy term $f_{ani}$. For example, in the case of hexagonal systems (e.g., Co) a uniaxial anisotropy is found. Therefore $f_{ani}$ can be expressed as a series expansion [41]:

$$f_{ani}(\theta) = K_0 + K_1 \sin^2 \theta + K_2 \sin^4 \theta + \cdots$$ (2.4)

The angle $\theta$ denotes the angle between $\mathbf{M}$ and the easy axis (c-axis) of the hexagonal system and $K_0$, $K_1$, $K_2$ etc., are the so-called anisotropy constants. In practice, all higher order terms are neglected. $K_0$ can be neglected since it is not dependent on angle and is therefore a constant term. In most cases, including up to second-order terms of this expansion is sufficient to evaluate the anisotropy energy and it has different forms for different crystal systems. The Zeeman energy ($E_z$) is the energy associated with a magnetized body in the presence of an external field ($H_{ext}$)
and is minimized when the magnetization direction aligns itself along the direction of the external field. The expressions of these energy densities are summarized in Table 2.2 [49].

Table 2-2: Magnetic energy expressions as a function of the unit magnetization vector \( \mathbf{m}(r) \), \( A \) (J/m) is the exchange stiffness constant [49].

<table>
<thead>
<tr>
<th>Energy term</th>
<th>Energy expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exchange energy</td>
<td>( E_{ex} = A(\nabla \mathbf{m})^2 )</td>
</tr>
<tr>
<td>Magnetostatic energy</td>
<td>( E_d = -\frac{1}{2}\mu_0 M_s (\mathbf{m} \cdot \mathbf{H}_d) )</td>
</tr>
<tr>
<td>Magnetocrystalline anisotropy energy</td>
<td>( E_{ani} = f_{ani}(\mathbf{m}) )</td>
</tr>
<tr>
<td>Zeeman energy</td>
<td>( E_z = -\mu_0 M_s (\mathbf{m} \cdot \mathbf{H}_{ext}) )</td>
</tr>
</tbody>
</table>

The total Gibbs free energy, which is an integral over the total volume of the magnetic sample, can be written as:

\[
E_{total} = E_{ex} + E_d + E_{ani} + E_z = E(\mathbf{m}(r)).
\] (2.5)

\[
E(\mathbf{m}(r)) = \int [A(\nabla \mathbf{m})^2 - \frac{1}{2}\mu_0 M_s (\mathbf{m} \cdot \mathbf{H}_d) + f_{ani}(\mathbf{m}) - \mu_0 M_s (\mathbf{m} \cdot \mathbf{H}_{ext})]dV,
\] (2.6)

The competitive effects of the micro-magnetic energy contributions upon minimization determine the equilibrium distribution of the magnetization. The minimization of the ferromagnetic exchange energy aligns the magnetic moments parallel to each other, whereas the minimization of the magnetostatic energy favors the existence of magnetic domains. The magnetocrystalline anisotropy energy minimization orients the magnetization preferably along certain crystallographic directions. The minimization of the Zeeman energy of the magnetization in an external field rotates the magnetization parallel to the applied field.
The arrangement of a magnetic domain structure can be explained using Fig. 2.20. Due to exchange coupling, all the atomic moments would like to align themselves in one direction and as a result, a single magnetic domain is preferred; this configuration reduces the exchange energy. The magnetization lies along an easy axis to reduce the magnetocrystalline anisotropy energy (MAE). However, if a material consists of a single magnetic domain there is a strong “demagnetizing field” around it giving rise to very high magnetostatic energy. This energy needs to be minimized in order to reduce the total magnetic energy. This can be achieved by forming two domains with opposite direction of magnetization separated by a 180° domain wall. Adding extra domains increases the exchange energy since the moments cannot align parallel. Furthermore, the demagnetizing field can be completely reduced to zero if the symmetry of the crystal allows for 90° domain walls. For example, cubic crystals have easy axes along <100>. Since both the 180° and 90° domains are along the easy axes, the MAE is minimized for this configuration. However, this configuration will lead to more domain walls inside the sample increasing the domain wall energy or exchange energy. In the case of uniaxial crystals, such as hexagonal or tetragonal, the dipole moment of the closure domain will lie along the hard direction, which will increase the MAE. In addition, the direction of magnetization gradually changes in the regions bounding the domains, the domain walls. Therefore, moments inside domain walls cannot be aligned along easy axes and so large magnetic domains with few domain walls minimize the MAE. In conclusion, the final magnetic microstructure will be decided by the combined minimization of the above-mentioned energies.
Figure 2.20: Schematic showing the reduction in the demagnetization field as a result of the introduction of magnetic domains into a ferromagnetic sample [42].

The detailed description of magnetic concepts and quantities that are relevant to this work is given below.

**Magnetocrystalline anisotropy**: The magnetocrystalline anisotropy arises from the fact that crystalline materials tend to magnetize easily along some crystallographic directions while it is hard to magnetize the crystal in other directions. These directions are called easy and hard axes of magnetization. Magnetocrystalline anisotropy energy (MAE) is the energy difference between material magnetized along the easy and hard directions. It should be noted that the saturation magnetization is the same for both directions but the external applied field required to reach this value is different. Fig. 2.21 shows the easy and hard directions along with M-H curves for three ferromagnetic materials Iron (BCC), Nickel (FCC) and Cobalt (HCP).

When a magnetic field is applied to a material, the atomic orbitals must reorient themselves in order to reorient the direction of the electron spin along the applied field; this is due to the spin-orbit coupling (SOC). However, the atomic orbitals are strongly coupled to the crystal lattice and so resist the change in orientation. The spin-orbit coupling is weak in most of the magnetic
materials. However, in some materials, the coupling is strong and the resistance to re-orientating the domains away from the easy crystallographic directions is high and requires a large coercive field. Hence, SOC is dominant in determining the easy axis of magnetization as well as the MAE in most magnetic materials [39], [51], [52].

Strong uniaxial magnetic anisotropy is a prerequisite for hard magnetism while a near-zero anisotropy is desirable for soft magnets. Magnetocrystalline anisotropy decreases with increasing temperature, until at temperatures approaching the Curie temperature there is no preferred orientation of the magnetization. In ferromagnetic solids, MAE is known to closely depend on composition, atomic ordering, and magnetic interactions between atoms [43], [51]. The disordered Co-Pt phase has the easy axis along <111> direction and is a soft ferromagnet. The L12 ordered phase is known to be a soft ferromagnet with easy axis along <100> direction while the L10 tetragonal phase is a uniaxial hard ferromagnet with easy axis along [001] direction and uniaxial anisotropy constant $K_u$ of $4.9 \times 10^7$ ergs/cm$^3$ [24]. The MAE of Co-Pt alloys is strongly dependent on the Pt concentration due to a strong SOC between Pt and Co atoms [7], [43], [51]. The maximum anisotropy has been reported for the equiatomic Co-Pt alloy [24]. The FCC $\rightarrow$ FCT transformation also contributes to an increased anisotropy in uniaxial alloys [43].
Figure 2.21: Crystal structures of Fe, Ni, and Co showing easy and hard magnetization directions with corresponding magnetization (M-H) curves shown below [41].

**Exchange coupling:** Exchange interactions are electrostatic interactions that decide the preference in a magnetic material for neighboring spins to align parallel or antiparallel to each other. This is also called direct exchange and it results from the overlap of orbitals responsible for magnetic moments. The interaction between neighboring atoms can be expressed in terms of an exchange energy expressed as:

\[
E_{ex} = -2 \sum_{i>j} J_{ij} S_i \cdot S_j
\]  

(2.7)

Here, the spins are denoted as \(S_i, S_j\), being 1 for spin up and -1 for spin down orientations; \(J_{ij}\) represents the exchange interaction strength. \(J_{ij} > 0\) in ferromagnetic materials and the total energy is minimized if spins \(S_i, S_j\) are oriented in the same direction hence the exchange
interaction favors the parallel alignment of neighboring spins. In antiferromagnetic materials, the exchange interaction \( (J_{ij} < 0) \) favors antiparallel alignment of neighboring spins. The interplay between electron-electron Coulomb interactions and the constraints of the Pauli exclusion principle determine the sign of the exchange interaction and can be predicted by the Bethe Slater curve (Fig. 2.22) in 3d transition metals. It should be noted that the Pauli exclusion principle allows parallel spins at long interatomic distances but requires antiparallel spins at short separations. In 3d transition metal solids, the ratio of the interatomic separation (near-neighbor distance) to the diameter of the 3d orbit describes the amount of orbital overlap (or exchange). The negative exchange for Manganese, Mn solids can be explained in terms of smaller interatomic spacings relative to the d-orbital diameter. However, if the inter-atomic spacing of non-magnetic materials such as Mn changes because of an order-disorder transition, the sign of the exchange interaction could change from negative to positive making it ferromagnetic. This behaviour is observed in Heusler alloys [40]. Because Mn atoms are farther apart in the ordered alloys than in pure Mn, \( r_a/r_{3d} \) becomes large enough to make the exchange interaction positive. The exchange energy is minimum if all the neighboring spins lie in one direction. However, it increases (more positive) if the angle between the directions of neighboring spins increases, for example inside a domain wall [40].

![Figure 2.22: Schematic Bethe Slater curve [40].](image)
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**Domain wall width:** As described previously, the formation of magnetic domains is unavoidable in a ferromagnetic material. The ferromagnetic material is divided into a number of domains in its demagnetized state. The domain walls can be termed as magnetic defects since the magnetic properties are different inside a domain wall as compared to the bulk. The domain wall is usually associated with an energy that decides the type and size/width of a domain wall. The magnetization can change abruptly from one domain to the other domain as shown in Fig. 2.23 (a). This will lead to a very high exchange energy across the domain wall: \( E_{\text{ex}} = -2JS^2 \) or \(+2JS^2\). This energy can be minimized if the transition from one domain to the other domain occurs smoothly as shown in Fig. 2.23(b). However, in this case all the spins in the wall are not aligned along the easy direction. This means there will be associated MAE. In other words, the exchange energy favors wide walls where adjacent magnetic moments can be as close to parallel as possible, whereas the magnetocrystalline anisotropy energy favors sharp changes in the magnetic moments between the favored directions in the crystal so that as few magnetic moments as possible point along “non-easy” directions. The actual domain wall width is determined by the minimization of the total domain wall energy, which is a sum of:

1. Exchange Energy
2. Magnetocrystalline Anisotropy Energy

The domain wall-width varies from about 1 nm in extremely hard materials to several 100 nm in very soft materials. The magnetic domain wall energy and the domain wall width can be expressed as a function of the exchange stiffness constant (\(A\)) and the magnetocrystalline anisotropy constant (\(K_1\)) as shown in Table 2.3.
Two types of domain wall are commonly observed in many magnetic materials; one is the Bloch wall and the other is the Néel wall. Fig. 2.24 (a) shows a 180° Bloch wall, where the magnetization rotates 180° from one easy direction to another in the plane of the wall [40], [41]. On the contrary, in the Néel wall (Fig. 2.24 (b)), the magnetization rotates within the plane of the domain magnetization and does not remain parallel to the wall plane. Bloch walls are usually observed in thick/bulk materials since the magnetostatic energy due to the surface charge above and below the wall is negligible, resulting in comparatively lower energy than Néel walls. As the film thickness becomes comparable to the thickness of the domain wall, surface charges would
appear inside the sample resulting in a smaller contribution to the magnetostatic energy at the interface of the wall than at the top surface [41]. So, Néel walls are preferred in thin magnetic films [40], [41].

![Figure 2.24: Schematic figure: (a) a 180° Bloch wall, (b) a Néel wall [39].](image)

**Single domain particle size:** The contributions from exchange energy (domain wall energy) and magnetostatic energy help determine whether it is energetically favorable for a particle to exist as a single domain or a multi domain particle. Magnetostatic energy can be minimized in a particle/sample by including a large number of domain walls, separating small magnetic domains. On the contrary, making domains larger minimize the exchange energy, thereby allowing only a few domains walls in a given sample. Hence, a critical single-domain radius of spherical particles, above which a multi-domain state is more favorable than the single-domain state is given by $R_{SD}$ and its value as a function of $K_1$, $A$, and $M_s$ is given in Table 2.3. Very small magnetic particles must be single-domain; they do not benefit energetically from wall formation if they are below a certain critical size [54]. Single magnetic domain nano particles have been observed in an equiatomic Co-Pt alloy with a large uniaxial magnetocrystalline anisotropy constant of $4.1 \times 10^7$ ergs/cm$^3$ and a low saturation magnetization [55].
2.3.3 Exchange coupling in two phase nano-composites

Nano-composite materials consisting of two suitably dispersed ferromagnetic and mutually exchange coupled phases, one of which is a hard magnetic phase while the other is a soft magnetic phase, could provide optimum magnetic properties desirable for permanent magnets and high density magnetic storage media. The hard magnetic phase (high magnetocrystalline anisotropy, $K_u$) provides a high coercivity ($H_c$) while the soft magnetic phase provides a high saturation magnetization ($M_s$). The soft and hard phases will magnetize independently in the absence of inter-phase exchange coupling, for instance, if the size of the soft phase is sufficiently large. However, when the two phases are exchange coupled, the material can behave as a single magnetic phase yielding a high-energy product $BH_{max}$ and a high remanence ratio, $M_r/M_s \geq 0.5$. A reversible demagnetization curve (exchange spring behavior) is also expected from such nano-composite systems [10], [56]. The factors that govern the exchange coupling include magnetic properties, volume fractions, size and distribution and the nature of the interface between the constituent phases [10].

Kneller and Hawig theoretically described exchange coupling in two-phase nano-composite structure [56]. They derived critical length scales of the corresponding phases necessary for the phenomenon of exchange coupling to occur. The exchange coupling between the two phases necessitates that the phases must emerge from a common metastable matrix phase in order to be crystallographically coherent and consequently magnetically exchange coupled. Coherent inter-phase boundaries/interfaces help improve the coupling. The optimum microstructure should be a homogeneous distribution of the hard phase in a magnetically soft matrix, with the lateral dimensions of both phases being about equal and equal to the critical diameter of the hard phase,
\( b_k = b_m = b_{ck} = b_{cm} \) (Fig. 2.25). Here \( b_k \) is the diameter of the hard phase, \( b_m \) is the diameter of the soft phase; \( b_{ck} \) and \( b_{cm} \) are the critical diameter of the hard and the soft phases respectively, as predicted by Kneller and Hawig. The critical diameter \( b_{cm} \) is given by:

\[
 b_{cm} \approx \pi \left( \frac{A_m}{2K_k} \right)^{1/2} \tag{2.8}
\]

Here, \( A_m \) is the exchange constant of the soft phase and \( K_k \) is the magnetocrystalline anisotropy constant of the hard phase. The magnetization of the soft phase is exchange coupled with the magnetization of the hard phase along their mutual phase boundaries. If the size of the soft phase is sufficiently large, the soft and the hard phases would reverse independently upon applying a demagnetizing reverse field. However, when the size of the soft phase is reduced below a critical value \( b_{cm} \), the soft phase particles become too small to support a domain wall and the magnetization of both phases would switch coherently by rotation as if a single magnetic phase is present. Fig. 2.26 shows the schematic hysteresis loops for the hard magnetic phase, soft magnetic phase, and the exchange coupled composite comprising the hard and the soft phases.

Figure 2.25: Schematic model of optimum microstructure suitable for exchange coupling [56].
The Co-Pt eutectoid system is a good candidate for the exchange coupled nanocomposite since the hard L1\textsubscript{0} and the soft L1\textsubscript{2} phases emerge from a common matrix phase and are distributed on a fine scale and have coherent interfaces. The exchange coupling between the hard ferromagnetic L1\textsubscript{0} and soft ferromagnetic L1\textsubscript{2} phases should ideally result in improved magnetic properties. The L1\textsubscript{2} phase enhances the remanence, owing to its high saturation magnetization, while the L1\textsubscript{0} phase results in a larger coercivity. Ghatwai et al. studied the effect of composition and the effect of length scale of the soft and the hard phases on exchange coupling behavior in near eutectoid Co-Pt alloys using TEM microstructural studies and magnetic hysteresis curves [12], [57]. Vetter et al. studied the exchange coupling behavior of nano-chessboards in Co\textsubscript{40}Pt\textsubscript{60} alloys using First Order Reversal Curves (FORCs) and micro-magnetic simulations [14], [58].

### 2.3.4 Magnetic microstructure in L1\textsubscript{0} alloys

Zhang & Soffa studied the magnetic microstructure of equiatomic Fe-Pd alloy [33]. Fig. 2.27 shows a Lorentz Fresnel under-focus image of a L1\textsubscript{0} Fe-Pd alloy. Four macro domain walls can be observed in the figure; two are “frozen” on the macro-twin boundaries and two kinked walls.
are seen cutting across the assembly of micro-twin plates inside macro-twins. The thin bright and dark lines of contrast are coincident with the traces of (101) and (011) micro-twin boundaries and can be called micro magnetic domain walls. The thick bright and dark lines of contrast are the magnetic domain walls associated with the crystallographically imposed spin transition from one macro-twin plate to another. The serrated or kinked walls, shown by black arrows, are the 180° macro-domain walls cutting across the array of micro-twin plates. These walls are expected to be mobile and play a primary role in magnetic domain wall motion [33].

Figure 2.27: Fresnel under-focus image showing macro-domain and micro-domain structures in the aged Fe-Pd alloy [33].

Wang et al. [15] studied the magnetic domain structure of a non-equiaatomic Fe-Pd alloy at different stages of atomic ordering using Lorentz Fresnel imaging mode and coercivity measurements obtained through a vibrating sample magnetometer (VSM). Fig. 2.28 (a) and (b) show the under-focus (UF) and over-focus (OF) images of the magnetic domain walls in the tweed microstructure. Magnetic domain walls can be seen as alternate bright and dark lines that can be seen to reverse contrast in the UF and OF images. Both the magnetic micro-domains and
magnetic macro-domains can be seen. The magnetic micro-domain walls are coincident with the micro-twin boundary (110) or the boundary between finely arranged plate shape c-variants. Only two directions of the boundaries are present in these two micrographs. The magnetic macro-domain walls pass through the boundaries of these c variants or L1₀ variants and each magnetic macro-domain wall intersects with a large number of magnetic micro-domain walls. It is found that in the tweed microstructure, all three L₁₀ variants are present. These L₁₀ variants align themselves along (110) twin plane traces [34]. VSM measurements showed a high coercivity for this sample with a tweed structure and the authors attributed it to the higher density of the intersection between the magnetic macro-domain walls and the c-variants [15].

Fig. 2.28 (c) shows the magnetic micro-domain walls and macro-domain walls in the poly-twinned structure. The magnetic micro-domain walls coincide with the twin boundaries, and cannot move during the magnetization process. The magnetic macro-domain walls, however, have a zigzag shape; and they can be moved during the magnetization. The zigzag domain walls pass through the micro-twin and macro-twin variants. Fig. 2.28 (d) shows the magnetic domain walls in the coarsened L₁₀ grains. Two types of magnetic microstructure are observed depending on the orientation of the c-axis in the L₁₀ grains. Stripe domains seen in the center grain are observed when the magnetization direction (c-axis) is perpendicular to the sample plane. The alternate 180° domain walls are observed when the easy axis of magnetization is in the plane of the sample or the c-axis of the grain lies in the plane.
Figure 2.28: The magnetic domain structure of Fe-55%Pd after annealing: (a) & (b) Lorentz under-focus and over-focus Fresnel image of tweed microstructure, (c) Lorentz under-focus Fresnel image of poly-twinned microstructure, (d) Lorentz under-focus Fresnel image of coarsened $L_I_0$ grains [15].

In the next Chapter, we describe experimental transmission electron microscopy techniques, simulation techniques, and quantitative data extraction procedures that have been employed in this work to study the magnetic and crystallographic structures of Co-Pt alloys.
3 Experimental and Simulation Techniques

3.1 Introduction

Transmission Electron Microscopy (TEM), first developed in the 1930s [59], is a highly versatile characterization technique, used for high-resolution microscopy and as an analytical tool. It exploits the small wavelengths of high-energy electrons to probe materials at the nano-meter scale. Information about local structure (by imaging of defects such as dislocations, stacking faults), average structure (using diffraction pattern to identify crystal structure and lattice parameter) and chemical composition may be collected almost simultaneously. TEM can be used to study a wide variety of materials including metals, ceramics, polymers, biomaterials and semiconductors. We are now able to obtain resolution down to atomic length scales owing to improvements in magnetic lenses, stability of high voltage sources, and a thorough understanding of various lens aberrations and corrections [60], [61].

When used in the so-called Lorentz mode, TEM can be used to study magnetic features [62]. While other characterization techniques such as Bitter technique [63], Kerr microscopy [64], Magnetic Force Microscopy (MFM) [65] are also used for studying magnetic materials, Lorentz microscopy has emerged as the most promising method primarily due to the relatively high resolution it provides [66]. Using existing image formation theory, Lorentz microscopy has made quantitative magnetic imaging possible.
This chapter summarizes characterization and simulation techniques applied to this work. The basic imaging modes of TEM and Lorentz TEM are explained in brief. The theory behind image formation in Lorentz mode is discussed using a classical approach followed by a quantum mechanical approach. The approach to the simulation of Lorentz images is described next, followed by phase reconstruction theory, based on the transport of intensity equation. At the end, spherical aberration corrected microscopy is discussed.

### 3.2 Transmission Electron Microscopy

Transmission Electron Microscopy is an imaging technique based on analyzing an electron beam that is transmitted through a specimen of interest. When high-energy electrons pass through a region of specimen, the electrons interact with the atoms of the material. The electrons exiting the specimen contain information about the structure of the material. These electrons are directed towards a viewing screen or detector to form images of the specimen microstructure. The contrast in the image depends on the electron-matter interactions occurring within the specimen.

In the case of crystalline materials, diffraction pattern formation is dictated by Bragg’s law [67], given by $2dsin(\theta) = n\lambda$, where $d$ is the spacing between crystal atomic planes, $\theta$ is the angle of diffraction, and $\lambda$ is the relativistic wavelength of electron.

The electron beam originating at the source (electron gun) travels down an evacuated TEM column and is focused using a series of magnetic “lenses” (pole pieces) on to the specimen. A typical TEM column can be divided into three major parts:

1. “Gun and Condenser lens” or illumination system
2. “Objective lens and Goniometer stage” or image forming system
In addition, a TEM operation requires a high voltage of around 200-400 kV and a high vacuum of $10^{-7}$ to $10^{-10}$ Pa [2]. Part of the electron beam focused by the condenser lenses on to the specimen, interacts with the sample and is scattered or diffracted in different directions. The objective lens focuses the diffracted beams and forms a diffraction pattern at its back focal plane and an image at the image plane. The Projector lens and other magnifying lenses further magnify the image or diffraction pattern before they are captured on the fluorescent viewing screen. Since electron transmission is critical, sample preparation is an important aspect of TEM. In general, the specimen needs to be <100 nm thick. A variety of sample preparation techniques have been developed over the years, and the user needs to select the appropriate technique based on the material and the features of interest in the specimen. Some sample preparation techniques, for example, may be better suited to imaging defects but unsuitable for compositional analysis [68].

**Bright Field and Dark Field imaging:** The electron interacts with the specimen and produces bright or dark contrast depending on the thickness, composition and crystallographic properties of the material being studied. Some areas of the sample scatter or absorb electrons and therefore appear dark while other areas transmit electrons and appear bright. The image obtained in this way has a very poor contrast since both the scattered and the transmitted beams are used to form the image. To get a better contrast, an aperture called objective aperture can be introduced in the back focal plane of the objective lens; this allows us to select a particular beam to form the image. The easiest way of generating an image using TEM is the Bright Field imaging mode (Fig. 3.1(a)). In this mode, the objective aperture is used to select the transmitted beam and block
all the diffracted beams and form an image that is called a true bright field image. When one of the diffracted beams is selected to form the image, we obtain a so-called dark field image as shown in Fig. 3.1(b). In a TEM, unlike light microscopy, dark field images are not typically contrast-reversals of bright field images. Features of bright contrast in dark field images depend upon the specific diffracted beam selected using the objective aperture.

**Diffraction mode**: The diffracted beams originating from the specimen form a diffraction pattern on the viewing screen or detector. The specific arrangement of diffraction spots in the pattern depends on the crystal structure and crystal orientation with respect to the incident electron beam. This mode of the TEM can be used to study crystal structure and crystallographic defects in the specimen. A typical diffraction pattern is obtained by selecting a small area of a sample by introducing an aperture at the image plane of the objective lens. This is called a selected area diffraction pattern (SADP). Using the double-tilt stage of the TEM, a sample can be tilted to obtain diffraction patterns at different crystal orientations. When crystal is oriented along a high symmetry axis or zone axis, a uniform diffraction pattern is obtained. The diffraction of electrons is sensitive to the local orientation of lattice planes. In the case of defects, strain fields around a defect disturb the orientation of lattice planes in its vicinity, and this gives rise to defect contrast in the TEM images.
TEM specimen preparation: TEM thin film specimens are prepared following the procedure summarized here. The 3 mm punched out discs have an initial thickness of approximately 250-400 μm. First the discs are mechanically ground on one side to a thickness of ~120 μm using silicon carbide (SiC) abrasive grinding paper of grit size P1200 followed by P2400. This side is polished further using fine diamond-polishing paper of grit size 1 μm till the disc is reduced to a thickness of ~100 μm. Next, the non-polished side of the sample is dimpled using a dimple grinder. This step is required to selectively thin the center of the disc specimen to ~15-25 μm. During dimple grinding the bulk of the material is removed using 6 μm diamond polishing paste followed by 3 μm diamond polishing paste. Grinding wheel is rotated at medium speed with a load of 40g. The platform (of the grinding wheel) on which the specimen rests is also rotated to ensure uniform thinning. For the final stage of dimpling, a load of 20 g is employed to achieve smooth surface finish using 1 μm diamond paste. The specimen is then cleaned with acetone and methanol to prepare it for ion milling. A Precision Ion Polishing System (PIPS) is employed for
ion-milling the dimpled samples to electron transparency. A cold finger is utilized to perform the ion milling at a temperature of -50°C to -150°C. This ensures that any material removed by the milling process is preferentially collected on the cold finger and is not redeposited back on to the sample. During the initial stages of ion milling, both the top and bottom guns are set at an angle of 8°-9° with incident ion energy of 4.5 KeV. The sample is rotated at a rate of 3 RPM and dual beam modulation is kept on during the entire milling process. After 30 minutes of milling, the angles are decreased to 7° and the sample is milled with these settings until perforation is achieved. Once a hole is visible at the center of the sample, the gun angles are changed to 5° for gentle milling/cleaning of the sample with an incident ion energy of 2.5 KeV for 10 minutes.

3.3 Lorentz Transmission Electron Microscopy

Lorentz Transmission Electron Microscopy (LTEM) is a technique used to image and characterize magnetic domains and magnetic domain walls. The lenses in a TEM generate magnetic fields and the specimen sits right inside the objective lens (which has a magnetic field of ~1-2 Tesla). Hence, the objective lens is turned off in Lorentz mode to keep the magnetic specimen in a field-free/low-field condition. A separate lens called Lorentz lens (Lorentz pole-piece) located below the objective lens is used to image the specimen, albeit with a reduction in attainable magnification and resolution [69].

3.3.1 Classical approach to Lorentz microscopy

When an electron with charge \( e \) and velocity \( v \) passes through a region of magnetic material with an electrostatic field \( E \) and a magnetic field \( B \), it experiences a force known as Lorentz force \( (F_L) \), given by equation below [70]:

\[
F_L = e(v \times B)
\]
\[ \mathbf{F}_L = -e[\mathbf{E} + \mathbf{v} \times \mathbf{B}] . \]  

(3.1)

There will be a deflection of the electron’s trajectory since the magnetic component of the Lorentz force acts normal to the electron beam as shown in Fig. 3.2. The magnetic field \( \mathbf{B} \) can be divided into two components, a) the component normal to \( \mathbf{v} \), and b) the component parallel to \( \mathbf{v} \):

\[ \mathbf{B} = \mathbf{B}_\perp + B_z \mathbf{n}. \]  

(3.2)

Here, \( \mathbf{n} \) is the unit vector parallel to the electron beam direction. Only the in-plane magnetic induction (\( \mathbf{B}_\perp \)) will contribute to the deflection and the Lorentz deflection angle is expressed as:

\[ \theta_L = \frac{e}{\hbar} \lambda \mathbf{B}_\perp t = C_L(V) \mathbf{B}_\perp t, \]  

(3.3)

where \( e \) is the charge of electron, \( \hbar \) is Planck’s constant, \( \lambda \) is the relativistic wavelength of the electron, and \( t \) is the thickness of the magnetic thin film. It is assumed that the sample has a constant thickness throughout and hence a constant electrostatic lattice potential. The constant \( C_L(V) \) is determined by the acceleration voltage \( V \) of the microscope and is given by:

\[ C_L(V) = \frac{9.37783}{\sqrt{V + 0.97485 \times 10^{-3} V^2}} \mu \text{rad/T/nm}. \]  

(3.4)

For a microscope voltage of 300 kV, \( C_L(300) = 0.476050 \mu \text{rad T}^{-1} \text{nm}^{-1} \). Assuming a 100 nm thick magnetic foil with an in-plane magnetic induction \( \mathbf{B}_\perp \) of 1 Tesla, we obtain a deflection angle of 47.6 \( \mu \text{rad} \). Since the magnetic deflections are pretty small, the deflected electrons travel very close to the optic axis. It is important to note that the Lorentz deflection angle is 2-3 times smaller than the Bragg angle for electron diffraction, which is in the range of a few milliradians, hence we can easily differentiate between the magnetic deflection and crystal diffraction. Also
note that the deflection angle decreases with decreasing electron wavelength. In other words, higher microscope voltages give rise to smaller magnetic deflection angles.

Since the deflection angle is directly dependent on the product $B \perp t$, Lorentz imaging will provide information about the magnetic induction of the sample. However, the information will at best be qualitative since it results from the combined effect of sample thickness and sample magnetization. Localized variation in thickness and magnetic induction produces identical changes in the Lorentz deflection angle. An independent thickness measurement is required for Lorentz methods to be used to create a direct map of the in-plane induction.

### 3.3.2 Lorentz Fresnel imaging

The Lorentz Fresnel Imaging mode is a defocus or out-of-focus mode of imaging magnetic domain walls - the boundaries between two differently oriented magnetic domains. This is the easiest imaging mode of all the Lorentz TEM based observation modes since only a change in lens current is required to image domain walls. In this mode, three images are taken namely...
focus, under-focus, and over-focus images. Fig. 3.3 schematically shows the Fresnel imaging mode. Consider a sample with three magnetic domains whose magnetization directions are in and out of the plane of the drawing. The domains are separated from each other by 180° magnetic domain walls. A typical bright field image acquired using the transmitted beam does not show any magnetic contrast for an in-focus condition. In other words, when the imaging lens is focused at the sample, only crystal diffraction (and/or absorption) contrast is observed. A change in imaging lens current changes the focus of the sample. In order to capture Fresnel contrast, the Lorentz lens is operated in the defocussed mode, the object plane is located at a distance $\Delta f$ below (under-focus) or above (over-focus) the sample and the resulting image will show a bright feature (excess of electrons) or a dark feature (deficiency of electrons) at the position of domain walls. In the under-focus image, the bright wall is called the convergent wall since the electrons are deflected towards the wall while the dark wall is called the divergent wall because electrons are deflected away from this wall. Since the deflection angle of electrons is pretty small, a very high defocus value is required to observe the contrast, which degrades the resolution of the images. In addition, a slight change in magnification can be observed in the over-focus and under-focus images due to the change in lens current. When the lens goes from under-focus to over-focus mode, the contrast of walls is reversed. Fig. 3.4 shows a set of experimental Fresnel through-focus series images of a permalloy film. It can be seen that the in-focus image doesn’t show any magnetic contrast. The bright and the dark contrast in the defocused images correspond to magnetic domain walls. The small bright and dark spots correspond to vortices (circular magnetization configuration) in the sample. The under-focus and over-focus images can be seen reversing the contrast at the domain walls.
One of the drawbacks of Fresnel imaging is that it is operated in the defocused mode. This makes it difficult to obtain any quantitative information such as domain wall width, from Fresnel images. It can at best provide the position of domain walls. However, it is possible to extract quantitative information about the magnetic induction by reconstructing the phase of the electron
waves. This approach is described in Section 3.5.

3.3.3 Quantum mechanical approach to Lorentz microscopy

The quantum mechanical approach utilizes the wave nature of the electrons to understand the magnetic image theory in Lorentz TEM. The electron wave changes its phase as it interacts with a magnetic sample. In 1959, Aharonov and Bohm [72] gave a fundamental equation for the phase shift imparted to such an electron wave in the presence of an electromagnetic field. This phase shift, also called the A-B phase shift is given as a function of the electrostatic lattice potential $V$ and the magnetic vector potential $A$ and is given by:

$$\phi(r) = \frac{\pi}{\hbar E_t} \int_L V(r, z) dz - \frac{e}{\hbar} \int_L A(r, z) \cdot dr,$$

(3.5)

where $E_t$ is the total energy of the electron beam and the integrals are carried out along a straight line $L$ parallel to the incident electron beam direction. The first term in the phase shift is the electrostatic phase shift while the second term is the magnetic phase shift. An example of a magnetic phase shift for the domain arrangement in Fig. 3.3 is described below. The magnetic thin foil has a constant thickness $t$ and a uniform in-plane magnetic induction $B_\perp$. The magnetization direction is normal to the plane of the drawing. The center of the thin foil is taken to be the origin (0,0,0) of the right-handed Cartesian reference frame, with its $z$-axis coinciding with the optic axis. The electron travels along the positive $z$-direction. The magnetization in the three domains points along the $x$-direction, hence the resulting Lorentz deflection will be along the $y$-direction. Using Stokes' theorem [73], the magnetic phase shift for this thin foil can be expressed as:
\[ \phi(y) = \frac{e}{\hbar} \int_{-t/2}^{+t/2} B_\perp \, dy \, dz = \frac{e}{\hbar} B_\perp t y. \quad (3.6) \]

Figure 3.5: Schematic illustration of phase computation: a) Infinitely narrow domain wall, b) Finite domain wall width \([2]\).

Using the above equation, the phase shift profile can be computed as shown in Fig. 3.5. Fig. 3.5(a) shows the phase shift for an infinitely narrow domain wall. In this case, the phase shift changes linearly inside the magnetic domains and the slope of the phase changes discontinuously across the domain walls. However, real domain walls usually have a finite domain wall width as shown in Fig. 3.5(b) and the resulting slope change is continuous across the walls and the range over which the slope changes (or the curvature) corresponds to the domain wall width \(\delta\). The phase shift is linear only if the sample has a constant thickness and a uniform magnetization. Local thickness variations and non-uniform magnetization will contribute non-linearity to the phase profile. The Lorentz deflection angle, equation (3.3), can be written in the form of the phase gradient as:

\[ \nabla \phi = \frac{2\pi}{\lambda} \theta_L \, \mathbf{e} = \frac{e}{\hbar} B_\perp \, \mathbf{e} = -\frac{e}{\hbar} (\mathbf{B} \times \mathbf{n}) t. \quad (3.7) \]
It should be noted that the magnetic phase shift is independent of the electron energy. However, the electrostatic component of the phase shift decreases with increasing electron energy or the microscope voltage $V$. So, it would seem that it is better to use higher-voltage microscopes for magnetic imaging. But the electron deflection angle decreases with increasing electron energy. Hence it is advisable to use intermediate voltages in the range of 200-400 kV to achieve the best compromise between a strong relative magnetic contribution and reasonably large Lorentz deflection angles.

3.4 Lorentz Image Simulation

In this section, the approach to Lorentz image simulations is discussed. Two methods to compute the phase of an electron wave are presented, followed by simulation of Lorentz Fresnel images.

3.4.1 Computation of magnetic phase shift

In thin magnetic films, the magnetic phase shift imparted to the electron beam in the Lorentz TEM can be calculated by assuming that the magnetization has in-plane periodicity, i.e. periodicity in 2-D space. We can construct a lattice with a distribution of magnetization that satisfies periodic boundary conditions as well as smooth transition of magnetization at the boundaries. Once we have created a two-dimensional (2D) magnetization unit cell, we assign a three-dimensional (3D) magnetization vector $\mathbf{M}(i,j)$ or $\mathbf{M}(\mathbf{r})$ to each pixel $(i,j)$ in the cell. $\mathbf{M}(i,j)$ has three components namely $M_x(i,j)$, $M_y(i,j)$ and $M_z(i,j)$. The magnetization is assumed to be constant along the thickness of the magnetic thin film and we also ignore the demagnetization field outside the film. As an example, one such magnetization configuration can be constructed by using the domain wall energetics solution described by Hubert and Schafer [49]. Consider an
infinite planar 180° Bloch wall, separating two opposite domains as shown in Fig. 3.6. The wall is perpendicular with respect to the x-axis and the magnetization angle \( \varphi \) is the angle between the magnetization vector and the x-axis. \( \varphi' \) is the derivative of \( \varphi \) with respect to \( x \). \( A \) is the exchange energy constant. We can neglect the second anisotropy constant and denote by \( K \) the first constant then the specific wall energy \( \gamma_w \) - the total energy per unit area of the wall - is an integral over the expressions,

\[
\gamma_w = \int_{-\infty}^{\infty} \left[ A \varphi'^2 + K \cos^2 \varphi \right] dx, \quad \varphi(-\infty) = \frac{\pi}{2}, \varphi(\infty) = -\frac{\pi}{2}.
\] (3.8)

The domain wall width is given by the slope of the magnetization angle \( \varphi \) and its value is \( \delta = \pi \sqrt{A/K} \). By solving this equation for minimization of energy, a relationship between \( \varphi \) and \( x \) is established,

\[
\sin \varphi = \tanh \xi; \quad \xi = x/\sqrt{A/K}.
\] (3.9)

The wall with the opposite rotation sense is described by \(-\sin \varphi = \tanh \zeta\). Alternate forms of this relation are \( \cos \varphi = 1/\cosh \zeta \) and \( \tan \varphi = \sinh \zeta \).

Figure 3.6: Schematic figure showing rotation of magnetization vector from one domain through a 180° Bloch wall, to the other domain in an infinite uniaxial material [49].
Assuming a saturation magnetization \( M_s \) of 1 A/m and a domain wall width \( \delta_{180^\circ} = 50.24 \) nm, \( M \) as a function of \( x \) can be written as,

\[
M(x) = M_s \sin \varphi = M_s \tanh \xi. \tag{3.10}
\]

Two domain walls of opposite sense can be created as shown in Fig. 3.7 (a). This magnetization configuration is periodic in \( x \)-direction. The magnetization cell is defined for an array of \( P \times Q = 256 \times 256 \) pixels, and the pixel size is equal to \( D = 2 \) nm. This configuration commonly occurs in materials, which have their easy axes along in-plane directions, i.e., magnetization vectors prefer to lie along these directions because it reduces the total magnetic energy. The incident electron beam is normal to the plane of the drawing along the [00-1] direction. The table below gives the numerical values of various parameters used in this calculation. From here onwards, we'll be using the same numerical values for all the simulations unless otherwise specified.

**Table 3-1: Microscope and material parameters used for simulation.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microscope voltage</td>
<td>200 kV</td>
</tr>
<tr>
<td>Relativistic wavelength of electron (200 kV)</td>
<td>0.002508 nm</td>
</tr>
<tr>
<td>Saturation magnetic induction (( B_s ))</td>
<td>1 Tesla</td>
</tr>
<tr>
<td>Thickness of sample (( t ))</td>
<td>100 nm</td>
</tr>
<tr>
<td>Electron charge (( e ))</td>
<td>1.602e-19 Coulombs</td>
</tr>
</tbody>
</table>

For a sample with magnetization \( M(\mathbf{r}) \), the magnetic vector potential is given by:

\[
\mathbf{A}(\mathbf{r}) = \frac{\mu_0}{4\pi} \int \mathbf{M}(\mathbf{r}') \times \frac{\mathbf{r} - \mathbf{r}'}{|\mathbf{r} - \mathbf{r}'|^3} d^3\mathbf{r}'. \tag{3.11}
\]
The magnetic phase shift can be computed using the A-B equation as,

$$\phi_m(r) = \frac{e}{\hbar} \int_{L} A(r, z) \, dr.$$  \hfill (3.12)

For such magnetic configurations, two approaches can be used to calculate the phase shift using the A-B equation. One approach is to calculate the phase shift numerically as shown by Mansuripur [74], and the second approach [75] is to calculate the phase shift analytically. Both approaches are described below.

It has been shown by Mansuripur and further explained by De Graef [2] that the magnetic A-B phase shift can be calculated using Fast Fourier Transforms for such a periodic magnetization configuration in thin magnetic films. A full explanation can be found in the Mansuripur paper [74]. In the equation below, \( M_{mn} \) represents the discrete Fourier components of the magnetization over a unit cell of \( P \times Q \) pixels with a pixel spacing \( D \), with \( m = 1, \ldots, P \) and \( n = 1, \ldots, Q \).

$$M_{mn} = \sum_i \sum_j M(i, j) \exp \left[ -2\pi i \left( \frac{mi}{P} + \frac{n j}{Q} \right) \right].$$  \hfill (3.13)

The A–B phase shift is then given by the discrete 2D Fourier transform:

$$\phi(r) = \frac{2e}{\hbar} \sum_{m=0}^{P} \sum_{n=0}^{Q} \frac{i}{|q|} G_p(t|q|)(\hat{q} \times \hat{e}_z) \cdot [p \times (p \times M_{mn})]e^{2\pi i r \cdot q}.$$  \hfill (3.14)

Note that the term \((m, n) = (0,0)\) does not contribute to the summation; \( q = \frac{m}{P} \hat{e}_x + \frac{n}{Q} \hat{e}_y \) is the two dimensional frequency vector; \( \hat{e}_x, \hat{e}_y, \hat{e}_z \) are lattice unit vectors in real space; \( \hat{e}_x^*, \hat{e}_y^* \) are the reciprocal unit vectors, unit vector \( p \) denotes the electron beam direction expressed in the orthonormal reference frame, \( p_z \) is given by \( p \cdot \hat{e}_z \) and the function \( G_p(t|q|) \) is given by:
\[ G_p(t|q|) = \frac{1}{(p \cdot q)^2 + p_x^2} \text{sinc}\left(\pi t |q| \frac{p \cdot q}{p_x}\right), \]  

(3.15)

where \(\text{sinc}(x) = \sin(x)/x\). Note that the above phase shift equation makes it clear that the projection of \(M(i,j)\) along the electron beam direction \(p\) makes no contribution to the phase shift. In other words, no magnetic contrast is observed in the Lorentz TEM if the electron beam is parallel to the magnetization direction or only in-plane component of magnetization with respect to the electron beam gives rise to magnetic contrast. For normal beam incidence \((p \parallel e_z)\), the function \(G_p(t|q|)\) takes on the value 1. Accommodating \(G_p\) into the phase shift equation enables the computation of the phase shift at different relative beam-sample orientations. Usually, in a TEM, the sample is tilted to orient the sample in a desired direction since tilting the beam inside the TEM disrupts the electron optical properties. Additionally, there is limit on beam tilting inside TEM. However, a clockwise sample tilt is equivalent to an anti-clockwise beam tilt, hence the phase shift can be simulated at different beam tilts for comparison with experimental images.

Fig. 3.7(b) shows the phase map \((B_s = 100)\) obtained for the magnetic configuration in Fig. 3.7(a). A sharp bright and dark contrast can be seen at the position of domain walls. The intensity is increasing/decreasing away from the walls. The intensity varies from -55.75 rad to +55.75 rad in the phase map. Fig. 3(c) shows a shaded surface representation of phase shift. It clearly shows that the magnetic phase shift inside a domain is a linear (planar) function of position, whereas the slope of the phase changes upon crossing a magnetic domain wall. The phase shift can be as large as several radians hence a magnetic thin foil is a strong phase object.
Figure 3.7: (a) Periodic 2D magnetization configuration with two different domain orientations; magnetization vectors are along [010] and [0-10] directions; domain walls have a width of 50.24 nm, (b) The calculated A-B phase shift for the configuration in (a), (c) Shaded surface representation of the phase shift.

The analytical approach to solving the phase shift equation is described below [75]. Consider an array of uniformly magnetized nanoparticles with the magnetization vector as $M_s \hat{m}$; $\hat{m}$ is the unit vector for the direction of magnetization. A dimensionless shape function $D(\mathbf{r})$ is introduced to represent region bounded by the particle surface. $D(\mathbf{r})$ is 1 inside the particle and 0 outside the particle.
\( \mathbf{M}(\mathbf{r}) = M_s \hat{\mathbf{m}} D(\mathbf{r}). \)  
(3.16)

\( \mathbf{M}(\mathbf{k}) \) in the reciprocal space can be obtained by taking the Fourier transform of the above equation and using this, the magnetic vector potential in 3D Fourier space is given as:

\[ \mathbf{A}(\mathbf{k}) = -\frac{4\pi B_s}{k^2} \mathbf{D}(\mathbf{k})(\hat{\mathbf{m}} \times \mathbf{k}). \]  
(3.17)

\( B_s \) is the magnetic induction corresponding to the saturation magnetization \( M_s \). This equation takes into account the demagnetizing field extending in the vacuum surrounding the particle. This field depends on the geometry of the uniformly magnetized particles. Using the A-B phase shift equation, the magnetic phase shift can be computed as:

\[ \phi_m(\mathbf{k}) = \frac{i\pi B_s}{\phi_0} \frac{D(k_x,k_y,0)}{k_\perp} (\hat{\mathbf{m}} \times \mathbf{k})|_z, \]  
(3.18)

where \( k_\perp = (k_x^2 + k_y^2)^{1/2} \).

The phase shift in real space is then simply given as the inverse Fourier transform of Equation 3.18.

### 3.4.2 Simulation of magnetic induction maps

The phase shift can be related to the in-plane integrated magnetic induction using the equation below [76]:

\[ (B_x, B_y) = \frac{\phi_0}{\pi t} \left( -\frac{\partial \phi}{\partial y}, \frac{\partial \phi}{\partial x} \right). \]  
(3.19)

Once the phase shift profile for a given magnetization configuration is known, the in-plane magnetic induction maps \( (B_x, B_y) \) can be created. These induction maps can then be used to
generate color induction maps that give the direction of the integrated magnetic induction inside differently oriented magnetic domains.

### 3.4.3 Lorentz image simulations

In Section 3.3.3, it is shown that the phase shift caused by a magnetic specimen can amount to several radians. Hence, a magnetic thin foil can be considered as a strong phase object since it changes the phase of the electron wave without altering its amplitude. Following this, Lorentz Fresnel images can be simulated using a method similar to image simulations of phase contrast microscopy, as described in [2]. Fig. 3.8 shows the progression of the electron wave as it travels down the microscope column.

![Lorentz TEM Image Formation Diagram](image)

**Figure 3.8: Schematic illustration of image formation in Lorentz TEM.**

In the TEM, when a coherent electron beam passes through a magnetic specimen, the exit wave
function can be written as,

$$\psi(\mathbf{r}) = a(\mathbf{r})e^{i\phi(\mathbf{r})}, \quad (3.20)$$

here, $a(\mathbf{r})$ is the amplitude of the electron wave, $\phi(\mathbf{r})$ is the phase shift imparted to the electron wave. When the beam passes through the imaging lens (Lorentz lens), this wave function is modified and this modification can be accommodated by using the point spread function $T(\mathbf{r})$ of the imaging lens. Thus, assuming linear image formation, the image plane wave function can be computed by taking the convolution product of the exit wave function with the point spread function $T(\mathbf{r})$. The paraxial wave function $\psi(\mathbf{q})$ in the back focal plane can be computed by taking the Fourier transform of exit wave function, where $\mathbf{q}$ is a vector in the lens back focal plane. And the image plane wave function can also be obtained by taking the inverse Fourier transform of the product $\psi(\mathbf{q})$ and $T(\mathbf{q})$; $T(\mathbf{q})$ is the microscope phase transfer function,

$$\psi_i(\mathbf{r}) = \psi(\mathbf{r}) \otimes T(\mathbf{r}) = \mathcal{F}^{-1}[\psi(\mathbf{q}) \cdot T(\mathbf{q})]. \quad (3.21)$$

The Lorentz deflection angle is of the order of few μrad, giving rise to short spatial frequency vectors $\mathbf{q}$ hence we can safely ignore higher order terms in the phase transfer function. And, the microscope contrast transfer function for Lorentz imaging can be approximately written as,

$$T_L(\mathbf{q}) = A(\mathbf{q} - \mathbf{q}_0)e^{z_2q^2}e^{z_4q^4}, \quad (3.22)$$

$$z_2 = -(\pi\theta_c \Delta f)^2 + i\pi\lambda[\Delta f + C_a \cos2(\phi - \phi_a)], \quad (3.23)$$

$$z_4 = -\frac{(\pi\Delta)^2}{2} + 2(\pi\theta_c \lambda)^2\Delta f C_s - i\frac{\pi}{2} C_s \lambda^3. \quad (3.24)$$

$A(\mathbf{q} - \mathbf{q}_0)$ is the aperture function, $\theta_c$ is the beam divergence angle, $\Delta$ is the defocus spread, $C_s$ and
\( C_a \) are constants of the spherical aberration and astigmatism, respectively. In addition, if the aperture radius is small enough to exclude Bragg reflections, we can ignore the diffraction aperture function \( A(q-q_0) \) in the contrast transfer function \( T_L(q) \) for Lorentz image simulations.

Even though the spherical aberration constant \((C_s)\) of a dedicated Lorentz pole piece is as high as several meters, the phase shift caused by spherical aberration can be ignored since the short spatial frequency vectors result in a small contribution to the phase shift. Hence, the final two parameters in \( z_4 \) become zero, which effectively makes it a real number. The first term of \( z_4 \) becomes the damping envelope for an in-focus image \((\Delta f = 0)\) hence it cannot be ignored. The defocus spread is very large for Lorentz imaging when a dedicated Lorentz pole piece is used. Similarly, the chromatic aberration constant is in the range of meters. So, these must be taken into account for all the Lorentz image simulations. Once the exit wave function and contrast transfer function are obtained, we can calculate the image intensity by taking the square modulus of the image plane wave function,

\[
I(r) = |\psi_I(r)|^2 = |\mathcal{F}^{-1} [\psi(q) \cdot T(q)]|^2. \tag{3.25}
\]

Solving this equation, we obtain,

\[
I = a^2 - \frac{\lambda \Delta f}{2\pi} \nabla \cdot (a^2 \nabla \phi) + \frac{(\theta_c \Delta f)^2}{2} [a^2 a - a^2 (\nabla \phi)^2]. \tag{3.26}
\]

For a uniform background intensity \( a^2 = 1 \), therefore,

\[
I = 1 - \frac{\lambda \Delta f}{2\pi} \nabla^2 \phi - \frac{(\theta_c \Delta f)^2}{2} (\nabla \phi)^2. \tag{3.27}
\]

This equation can be further simplified if we ignore the last term in the intensity equation by assuming that the beam divergence angle \( \theta_c \) is very small (negligible) for a coherent beam,
\[ I(\mathbf{r}, \Delta f) = 1 - \frac{\lambda \Delta f}{2\pi} \nabla^2 \phi. \quad (3.28) \]

For a \( \Delta f = 0 \), which is an in-focus image, the expression for intensity gives a value of 1. The contrast in a Fresnel image appears only when the value of defocus and Laplacian of the phase shift have non-zero values. And the Laplacian of phase shift is nonzero at the position of domain walls. This means that the in-focus image will not have any magnetic contrast. The above equation explains the origin of magnetic contrast in Lorentz Fresnel images.

### 3.5 Phase Reconstruction Theory

As described previously, Fresnel images only provide information about the position of domain walls. The information is qualitative in nature in that we can say that the magnetization direction is opposite on either sides of a domain wall. However, the exact magnetization orientation of the magnetic domains cannot be deduced from Fresnel images. In order to extract quantitative information about the domains, we must reconstruct the magnetic phase shift from the intensities in the Fresnel images to derive the induction configuration inside the sample. The transport-of-intensity equation (TIE) is used to reconstruct the phase from the intensities in the images. Paganin and Nugent showed that the longitudinal derivative of the intensity can be related to the in-plane spatial variations of the magnetic induction [77]. This relation is mathematically expressed using TIE as follows:

\[ \nabla \cdot (I(\mathbf{r}, 0) \nabla \phi) = -\frac{2\pi}{\lambda} \frac{\partial I(\mathbf{r}, 0)}{\partial z} \approx -\frac{2\pi}{\lambda} \frac{I(\mathbf{r}, \Delta f) - I(\mathbf{r}, -\Delta f)}{2\Delta f}, \quad (3.29) \]

where \( I(\mathbf{r}, \Delta f) \) is the image intensity at microscope defocus \( \Delta f \), and \( \nabla \) is the 2-D Nabla differential operator in the plane normal to the beam direction \( z \). The phase shift suffered by an
electron as it travels through the specimen can be inferred from a through-focus series of Fresnel images. The reconstructed phase can be used to obtain quantitative information about the sample, such as the magnetization configuration and the width of a magnetic domain wall. The Fourier transform method is used to derive a solution for the TIE equations. The gradient of the phase can be expressed in terms of the in-plane components of the magnetic induction as follows:

\[ \nabla \phi = \frac{e}{\hbar} B_\perp t \mathbf{e}. \]  

The color map obtained from the phase reconstruction provides information about the direction of the integrated magnetic induction inside the sample.

The phase reconstruction of Lorentz Fresnel images is performed using the Interactive Data Language (IDL) routines written by De Graef and Tandon [71] in the following steps. Firstly, a series of in-focus, under-focus and over-focus Fresnel images, with the same defocus \(|\Delta f|\), are obtained in the Lorentz TEM as shown in Fig. 3.4. The input to the IDL routines are Fresnel series of images, defocus value and electron voltage. The routine aligns the through-focus images and computes the intensity difference at each pixel in the image by subtracting under-focus image from the over-focus image. Thereafter, Equation 3.29 is solved using FFT to obtain the final phase map shown in Fig. 3.9(a). The magnetic induction can then be computed by using Equation 3.30 assuming very small fringing fields and a uniform thickness. While this method is easy to use and requires no additional equipment, the reconstructed phase results in a magnetic induction integrated over the thickness of the foil.
Fig. 3.9 shows an example of a phase reconstruction for Fresnel images in Fig. 3.4. In the phase map, domain walls correspond to regions where the phase map has curvature, i.e., ridges and valleys. Fig. 3.9(b) and Fig. 3.9(c) shows the integrated magnetic induction components ($B_x t$ and $B_y t$). White corresponds to a large induction component along the positive $x$-direction (from left to right), or the positive $y$-direction (from bottom to top); dark regions correspond to induction components in the negative $x$ and $y$-directions. The two inductions maps can be used to generate the color map as shown in Fig. 3.9(d). The color map of the integrated induction shows that the domain walls enclose magnetic domain regions whose magnetization points towards the top (blue color on the color wheel) and towards the bottom (yellow color on the color wheel) respectively. The horizontal magnetization directions are represented by red and green color. Intermediate colors correspond to induction directions containing both horizontal and vertical components.

Figure 3.9: Reconstructed phase map, Induction maps: $B_x t$ and $B_y t$, Color map [71].

It should be noted that the uncertainties in the microscope parameters needs to be taken into account for further quantitative analysis from the reconstructed phase map. A very large defocus $\Delta f$ can cause a change of image magnification, image shift and rotation and the background
intensities of under-focus and over-focus images are not the same, and hence TIE is not valid under such conditions.

3.6 Spherical Aberration Corrected Lorentz Microscopy

The resolution of a TEM depends on a number of factors including the accelerating voltage, the properties of the electron source and the presence of lens aberrations. With the development of better electron sources because of advances in Field Emission Gun technology, the major factor limiting resolution is lens aberrations hence the actual resolution of a TEM is much lower than the theoretical resolution limit. Lens aberrations exist because it is not possible to create perfect magnetic lenses. Among all the lens aberrations, spherical aberration is the dominant factor in determining the resolution of the microscope. The effect of spherical aberration on image formation can be explained using Fig. 3.10 [2]. The electrons leaving an axial point object are affected by the spherical aberration of the magnetic lens. The electron beams passing through the outer zone of the lens (i.e., through a circle with a large radius $r_a$) are focused more strongly as compared to the electrons that are travelling close to the optic axis. As a result, a point object is imaged as a disk at the Gaussian image plane. The radius of the disk is given by:

$$r_i = M C_s \alpha^3,$$

(3.31)

where $M$ is magnification factor, $C_s$ is the coefficient of spherical aberration. The spherical aberration coefficient $C_s$ is expressed in millimeters. It is important to note that $C_s$ is very sensitive to variations in the magnetic field. In addition, spherical aberration cannot be completely removed because it is an inherent property of round magnetic lenses. However, spherical aberration can be corrected using a set of magnetic multipoles (deflectors) that produce
a negative spherical aberration, to compensate for the positive spherical aberration created by round lenses [78], [79]. Two types of correctors can be used to correct spherical aberration - Quadrupole-Octupole Corrector, Hexapole Corrector.

![Figure 3.10: Schematic showing spherical aberration of electron beams [2].](image)

Spherical aberration correction in Lorentz mode is essential for studying complex and nano-scale magnetic features. The field-free requirement in the Lorentz mode severely reduces the attainable magnification and resolution for magnetic imaging. In addition, the spherical aberration for a Lorentz pole piece is relatively high because of the low strength of the Lorentz lens. This makes it challenging to study nano-scale magnetic structures. The conventional Lorentz TEM offers a spatial resolution of ~10-15 nm and requires a very high defocus value (of the order of several microns) to make magnetic domain walls visible, which further degrades the resolution of the final images. In addition, inelastic scattering in the sample contributes noise to the images, which further limits the attainable resolution in the Lorentz mode. As described in previous sections, the reconstruction of the integrated magnetic induction relies on the recovered magnetic phase shift from Lorentz images. The electron phase shift is modified by the lens
aberrations; hence, it should be clear that lens aberrations need to be minimized to minimize the error in the recovered phase shift. In addition, aberration correction also reduces the defocus value required to image the domain walls and makes Fresnel images useful for quantitative analysis. Thus, a quantitative study of the magnetization necessitates the use of a $C_s$ corrector in Lorentz mode. In this study, an FEI Titan 80-300 microscope with a dedicated Lorentz pole piece is used to study nano-scale magnetic structures. This microscope offers $C_s$-corrected field free imaging (<2 Oe) with <1 nm resolution. A comparison of the two microscopes used in this study is shown below:

Table 3-2: Microscope parameters [80].

<table>
<thead>
<tr>
<th>TEM</th>
<th>Voltage (kV)</th>
<th>$C_s$ (mm)</th>
<th>Resolution limit (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEI Tecnai F20</td>
<td>200</td>
<td>7430</td>
<td>10-12</td>
</tr>
<tr>
<td>FEI Titan 80-300</td>
<td>300</td>
<td>10</td>
<td>1-2</td>
</tr>
</tbody>
</table>
4 Magnetic Domain Structure of Co$_{40}$Pt$_{60}$ Alloy

4.1 Introduction

In this chapter, the magnetic domain structure investigations of near-eutectoid Co$_{40}$Pt$_{60}$ ordered alloys are presented. Lorentz Fresnel mode imaging in combination with phase reconstruction is utilized to quantitatively characterize the magnetic domain structure of two Co$_{40}$Pt$_{60}$ alloys subjected to different annealing conditions. Conventional bright field/dark field imaging and electron diffraction pattern analysis is also performed to relate the magnetic domain structure with the underlying crystallographic microstructure, including crystal/sample surface orientation and crystal defects.

The characteristics of the magnetic domain structure and crystallographic microstructure are correlated with the heat treatments and the observed bulk magnetic properties (for example magnetic coercivity). Magnetic domain walls in nano-chessboard regions are studied both experimentally and theoretically, and the comparative results are reported. Several other crystallographic defects such as tweed, coarse L1$_0$ plates, and anti-phase boundaries (APBs) are also characterized in the conventional TEM mode. The thickness/width of magnetic domain walls is measured using the reconstructed phase shift from experimentally obtained Lorentz images. The thickness results for domain walls in various magnetic domain structures are presented and compared with the theory.
4.2 Conventional TEM Imaging

Material fabrication and sample processing were carried out as follows by Priya Ghatwai [12] and Eric Vetter [14] at the University of Virginia. Binary Co-Pt alloys were synthesized by electric arc melting high purity Co (99.9%) and Pt (99.99%) in an argon atmosphere. The composition of bulk sample was determined to be Co$_{40.2}$Pt$_{59.8}$ with a grain size of approximately 20-40 μm [14]. The bulk samples were homogenized/recrystallized at 925ºC for 8 hours in a tube furnace and then water quenched to retain the chemically disordered FCC A1 phase. The chemically disordered FCC phase is referred to as the base material. Thereafter, the eutectoid transformation A1 $\rightarrow$ L1$_0$ + L1$_2$ was facilitated as follows. Samples prepared from the base material were firstly heated to 750ºC and then slow cooled from 750ºC to 600ºC at two different cooling rates. Finally, the samples were isothermally annealed at 600ºC for either 1 week or 4 days. Thereafter, TEM thin specimens were prepared by mechanical grinding and dimpling followed by ion milling the samples to electron transparency [12], [14], [58]. Processing conditions for the alloys used in this study are summarized in the table below.

Table 4-1: Summary of specimens used for this work.

<table>
<thead>
<tr>
<th>Composition</th>
<th>Specimen ID</th>
<th>Cooling rate</th>
<th>Annealing duration at 600ºC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co$<em>{40.2}$Pt$</em>{59.8}$</td>
<td>S-40</td>
<td>40ºC/day</td>
<td>1 week</td>
</tr>
<tr>
<td>Co$<em>{40.2}$Pt$</em>{59.8}$</td>
<td>S-80</td>
<td>80ºC/day</td>
<td>4 days</td>
</tr>
</tbody>
</table>

A detailed TEM microstructural study of alloys of similar composition has been performed by many researchers [11], [12], [14]. Hence, the microstructural characteristics of this alloy are well understood. A more recent study focused on evaluating macro magnetic properties such as
coercivity, remanence, and saturation magnetization using Vibrating Sample Magnetometer (VSM) [58]. There has been no attempt to-date, however, to explore the magnetic domain structure of near-eutectoid Co-Pt alloys. The characterization of magnetic domain structure is necessary in order to understand the underlying magnetic properties. In addition, the width of magnetic defects or magnetic domain walls is a critical parameter in controlling the magnetic properties, hence a reliable method is needed to measure the domain wall widths experimentally. Here, we have employed Lorentz TEM, conventional TEM, and image simulations based on micro-magnetic models to quantitatively characterize the magnetic domain walls associated with various types of crystallographic microstructures observed in this alloy.

The TEM microstructural study shows that both Specimen S-40 and Specimen S-80 primarily consist of colonies of nano-chessboard microstructures of varying length-scales, with a typical colony size of ~100-500nm. Specimen S-80 is found to exhibit finer-scale nano-chessboards as compared to Specimen S-40. It should be mentioned at this point that the nano chessboard structure is not a true equilibrium structure but is metastable and as a result, slight variations or non-uniformities in either the composition or temperature across the sample can result in differences in microstructure across the sample. This in turn will result in different magnetic domain structures as well. Depending on the ageing/annealing condition or the degree of atomic ordering, one or more than one type of the following microstructures are expected in a specimen:

1. Nano-chessboard microstructure (L1₀+L1₂)
2. Untransformed region (FCC disordered phase)
3. Partially transformed region or tweed structure (L1₀ variants in a disordered matrix)
4. Poly-twinned/macro-twinned plates of L1₀ variants
5. Coarsened L1₀ plates

6. Anti-phase boundaries (Disordered boundaries separating ordered domains)

The nano-chessboard structure, coarsened L1₀ plates, tweed structure, and anti-phase boundaries can be characterized by employing dark field imaging mode in TEM. However, it is typically not possible to detect the untransformed parent FCC phase. In this chapter, we will show the magnetic domain structures corresponding to the above-mentioned crystallographic microstructures and their inter-relationships. We will also compare them with the observed bulk magnetic properties.

In practice, Lorentz imaging is usually carried out first before doing conventional TEM imaging to ensure that the sample does not get exposed to the high magnetic field of objective lens, thereby avoiding the saturation of sample and the potential risk of modifying the magnetic domain structure of the sample. However, in this document, firstly we show conventional TEM images in order to understand the basic crystallography of the microstructures observed in Co-Pt alloy. This section forms the basis for a reliable interpretation of the magnetic domain structures shown in the subsequent sections.

The images in this section were acquired in the conventional TEM mode (with objective lens switched on) using an FEI Tecnai F20 microscope, operated at an electron accelerating voltage of 200 kV. Fig. 4.1 shows conventional TEM images of the nano-chessboard structure from a location in Specimen S-80. As described earlier in Chapter 2, the nano-chessboard structure consists of chessboard colonies that are formed along all the three crystallographic axes of the parent cubic grain. When a grain is aligned along one of the crystallographic axes inside TEM
and imaged under the proper diffraction/beam conditions, a perfect nano-chessboard structure is observed. The chessboard colonies along the other two crystallographic axes are seen as parallel rods under this imaging condition. Fig. 4.1(b) shows one such (110) Dark Field (DF) TEM image with a perfect nano-chessboard structure containing L1₂ phase and two orientation variants of L1₀ phase. The Bright Field (BF) image (Fig. 4.1(a)) of this region also hints towards the presence of nano-chessboard structure. More specifically, the inter-phase boundaries between the L1₀ and L1₂ phases can be seen as grey-colored contrast in the BF image. All the directions and planes in TEM images (real space) and diffraction patterns (reciprocal space) in this document are indexed with respect to the parent cubic lattice. The crystal is oriented along the [001] zone axis; Fig. 4.1(c) shows the [001] Zone Axis Diffraction Pattern (ZADP) acquired in this region. In this ZADP, the blue circle indicates a fundamental reflection, the yellow circle indicates (110) superlattice reflection, the red circle indicates (010) superlattice reflection, and the green circle indicates (100) superlattice reflection. The white ‘X’ indicates the transmitted beam or (000) which has been blocked by the beam blocker. A DF TEM image acquired with a (110) type superlattice reflection renders X- and Y-variants of L1₀ phase dark while the L1₂ phase lights up hence it looks like a typical nano-chessboard pattern. As can be seen in the DF image, two orientation variants of L1₀ phase are alternating in [110] and [1-10] directions. The L1₀ tiles are typically observed to be diamond or parallelogram shaped, while L1₂ tiles are primarily square-shaped. This is consistent with the earlier reported results [11], [81]. The long axes of diamond-shaped L1₀ orientation variants lie along either [100] or [010] axis in agreement with their respective tetragonal directions. In Fig. 4.1(a) and (b), the solid white arrows are pointing to parallel rods corresponding to nano-chessboard colony along the [010] crystallographic axis. Since the sample is oriented along [001] zone axis, the rods along [010] direction get projected
as dark/bright contrast in both the BF and DF images. These parallel rods contain two orientation variants of L1₀ phase (Y+Z) and L1₂ phase.

Figure 4.1: Conventional TEM images from Specimen S-80 of Co₄₀Pt₆₀ alloy. (a) Bright field TEM image, (b) (110) dark field TEM image showing nano-chessboard structure; solid white arrows in (a) and (b) are pointing to rods corresponding to nano-chessboard colony along the [010] crystallographic axis, (c) [001] zone axis diffraction pattern of region imaged in (a) and (b); the blue circle indicates fundamental reflection, the yellow circle indicates (110) superlattice reflection, the red circle indicates (010) superlattice reflection, and the green circle indicates (100) superlattice reflection, the white ‘X’ indicates the transmitted beam or (000) which has been blocked by the beam blocker in TEM. The relevant directions are marked in (b).
Fig. 4.2 shows another (110) DF TEM image from Specimen S-80 of Co_{40}Pt_{60} alloy hosting several nano-chessboard colonies. Although this image displays nano-chessboard microstructures with uniform tile size and shape in most instances, several elongated or coarsened L1_0 plates can also be observed and are indicated by red arrows in the image. This type of L1_0 plates was also reported by Leroux et al. in [11]. They studied Co_{38.5}Pt_{61.5} alloy aged at 700°C and allowed the sample to go through L1_2 \rightarrow L1_0 + L1_2 transformation instead of A1 \rightarrow L1_0 + L1_2 transformation. This transformation first led to the formation of thin platelets of L1_0 in the L1_2 matrix (Fig. 4.3(a)), very similar to L1_0 plates shown by red arrows in Fig. 4.2. However, the further evolution of this structure resulted in the formation of thick L1_0 plates in the L1_2 matrix (Fig. 4.3(b)) with very similar distribution of L1_0 and L1_2 as in nano-chessboards. One such structure can also be spotted in Fig. 4.2, shown by marked circular area. Hence, it can be said that the regions that do not show perfect nano-chessboard structures have gone through slightly different transformations and ordering mechanisms, which can be attributed to the inhomogeneity in composition and temperature across the sample.

Another interesting microstructural feature observed in this alloy is Anti-phase Boundaries (APBs), shown by blue arrows in the image. This alloy consists of both the L1_0 and L1_2 ordered phases hence, APBs can be expected from the ordering of both the phases. From L1_2 phase ordering, APBs with displacement vectors R = [½ 0 ½] or R = [0 ½ ½] or R = [½ ½ 0] are to be expected [11]. In case of L1_0 phase ordering, for each orientation variant there are two translation variants therefore only one type of APB is possible. For example, the translation variants for orientation variant ‘Z’ are related with the displacement vector R = [½ 0 ½] or equivalently [0 ½ ½]. The displacement vector ‘R’ can be determined by utilizing invisibility
criterion for defects and obtaining dark field images with suitable superlattice reflections [2]. Here, we haven’t characterized the displacement vectors of APBs since a detailed analysis of different types of APBs found in this alloy has been previously reported [11], [82]. Since all the dark field images in this section were acquired using (110) superlattice reflection with sample oriented along [001] zone axis, the APBs that are visible in these images should correspond to \( R = \left[ \frac{1}{2} 0 \frac{1}{2} \right] \) or \( R = [0 \frac{1}{2} \frac{1}{2}] \) for both the L1\(_0\) and L1\(_2\) ordering.

Figure 4.2: (110) Dark field TEM image from Specimen S-80 of Co\(_{40}\)Pt\(_{60}\) alloy showing nano-chessboard colonies, red arrows point to coarsened L1\(_0\) plates while blue arrows point to APBs, marked circular area is showing a different distribution of L1\(_0\) plates; sample is oriented along [001] zone axis.
Figure 4.3: (110) Dark field TEM images of Co$_{38.5}$Pt$_{61.5}$ alloy: (a) Fine L1$_0$ platelets along <110> directions in the L1$_2$ matrix, (b) Thick L1$_0$ platelets in the L1$_2$ matrix [11].

The DF TEM image shown in Fig. 4.4 perfectly sums up all the possible crystallographic microstructural features observed in this alloy. This image shows nano-chessboard colonies along all the three crystallographic axes. In addition, coarsened L1$_0$ plates as well as anti-phase boundaries can also be spotted. The region enclosed by rectangular box shows a “band-shaped” structure in which L1$_0$ bands are separated by a thin slice of L1$_2$ phase as opposed to a square L1$_2$ phase in the nano-chessboard structure. In the next two sections, we show additional relevant conventional TEM images for comparison with the magnetic domain structures observed in this alloy.
Figure 4.4: (110) Dark field TEM image from Specimen S-80 of Co_{40}Pt_{60} alloy displaying all the possible crystallographic features possible in this alloy including nano-chessboards along all the three crystallographic axes, coarsened L1_0 bands/plates, and anti-phase boundaries; sample is oriented along [001] zone axis, diffraction pattern is shown in inset and relevant directions are marked in the figure.

### 4.3 Magnetic Domain Structure

The images in this section were acquired using an FEI Tecnai F20 microscope with a dedicated Lorentz pole piece, operated at an electron accelerating voltage of 200 kV. Fig. 4.5 shows a Lorentz Fresnel through-focus series of images from a region of Specimen S-40. A through-focus series of Fresnel images includes an in-focus image with no magnetic contrast, and over-focus and under-focus images with the same absolute defocus value. The magnitude of defocus,
$|\Delta f|$ should be as small as possible in order to perform the phase reconstruction from the through-focus series, and large enough to observe the domain wall contrast in the defocussed images. A higher defocus value will lead to a significant change of magnification and image rotation which will result in poor phase reconstruction. The Fresnel images in Fig. 4.5 are taken from a single grain. Note that this sample is polycrystalline and various crystal grains can be expected in a TEM thin foil. The exact orientation of the sample could not be identified because of the limitation of operating the Lorentz TEM in the diffraction mode as there is no suitable lens placed at the back-focal plane of the Lorentz lens. An effort was made to acquire diffraction pattern in Lorentz mode using a convergent beam and free lens control system in TEM. However, the diffraction patterns obtained were distorted mainly because the standard conditions for projecting and capturing diffraction patterns were not met. Nevertheless, a relative orientation between different magnetic features can be determined by comparing Lorentz TEM images with the conventional TEM images and electron diffraction patterns of similar regions as will be shown in this chapter.

The in-focus image shows diffraction contrast (dark features), and no magnetic contrast is visible. The over-focus image (Fig. 4.5(b)) shows a series of white and dark lines apart from the diffraction contrast. These lines correspond to regions of change in magnetization direction and are called magnetic domain walls. The magnetic domains in these regions are oriented in such a way that they give rise to a deflection of the electron beam and hence magnetic contrast. The under-focus image in Fig. 4.5(c) can be seen reversing the contrast of the lines, which is a characteristic of magnetic domain contrast. One such domain wall is pointed out by black arrow in the two images.
Figure 4.5: (a)-(c) Lorentz Fresnel through-focus series of images of Co$_{40}$Pt$_{60}$ alloy, the dark and white lines as shown by black arrows in (b) and (c) correspond to magnetic domain walls, (d) Reconstructed phase map, (e) Color legend, (f)-(g) Integrated $B_{xt}$ and $B_{yt}$ induction maps, (h) Color map with the arrows showing the magnetic configuration across 180° walls and 90° walls.

The over-focus and under-focus images have a slightly different magnification due to the very high lens defocus used to observe the domain walls. The two images are also shifted with respect to each other. The type of magnetic domain arrangement is dependent on the relative orientation of the easy axis of magnetization with respect to the thin foil normal. Straight domain walls are
indicative of an in-plane magnetization direction. The direction of in-plane integrated magnetic induction in a particular region of the thin foil can be obtained by reconstructing the phase of the electron waves from the Fresnel images as described in Section 3.5. Fig. 4.5(d) shows the reconstructed phase map. Although the defocus value of the Fresnel images was not calibrated, the topology of the phase map can be correctly extracted from the Fresnel images. Domain walls correspond to regions where phase map has curvature, i.e., ridges and valleys. The position of the domain wall pointed out in Fig. 4.5(b) and (c) is shown by black arrow in the phase map. Fig. 4.5(f) and (g) show the integrated in-plane magnetic induction components (integrated along the electron beam trajectory), $B_x$ & $B_y$. The white contrast corresponds to a large induction component along the positive $x$-direction (from left to right), or the positive $y$-direction (from bottom to top); regions of dark contrast correspond to induction components in the negative $x$- and $y$-directions. A color map is generated from the induction maps as shown in Fig. 4.5(h); the color legend is shown in Fig. 4.5(e). The different colors in the color map show magnetic domains oriented along different directions with the in-plane directions represented by various colors in the color legend. Several white-colored vectors are overlaid in the color map to show the in-plane direction of magnetization of various domains.

Based on the reconstructed phase maps and color maps it can be inferred that the domain walls seen in the Fresnel images are 180° and 90° domain walls, since a 180° or a 90° change in orientation of magnetic induction across the domain walls is observed in the color map. The magnetic domain walls are visible as black boundaries separating the colored regions. Magnetic domain regions of varying shapes and sizes ranging from 70 nm to 700 nm are observed. The nature of the domain walls is either Bloch or Néel, but could not be determined from these
images. In addition, two closure-type magnetic configurations can be spotted in the color map with a clockwise rotation of magnetization, as shown by white arrows. Closure-type magnetic domain structure is considered to be the most stable domain configuration since it usually reduces the magnetostatic energy by minimizing the stray field. However, this structure is mostly observed in materials with more than one easy axis or soft magnetic materials since a closure-type configuration requires a change of magnetization direction.

The morphology of magnetic domains suggests three possible explanations for the observed magnetic domain structure. Firstly, the directionality of magnetic domains, such as the large green and red color rods/plates, strongly indicates that this magnetic region corresponds to the region of coarsened L1\textsubscript{0} tetragonal variants that seem to have grown randomly from the underlying precursor tweed structure. Since nano-chessboard formation is strongly dependent upon composition and temperature, a slight deviation in some part of the sample may have resulted in L1\textsubscript{0} growth instead of nano-chessboard. Hence, we observe different sizes & shapes of domains in the color map. These rod/plate like magnetic domains resemble the L1\textsubscript{0} plates in DF TEM images shown in Fig. 4.6. Similar features were observed in DF TEM image of an aged Co\textsubscript{40}Pt\textsubscript{60} alloy shown in Fig. 2.14 [11]. It can be argued that the L1\textsubscript{0} plates in the Lorentz images are not visible in the in-focus image because it is a bright field image and only a dark field image acquired with a suitable diffraction spot will reveal the L1\textsubscript{0} plates. However, the over-focus and under-focus images reveal the presence of these variants/plates by revealing the location of magnetic domain walls inside/at the boundaries of these variants. The magnetization lies along the c-axis or the easy axis of the L1\textsubscript{0} variant. In this case, the green and red domains should correspond to the X-variants while the blue and yellow domains should correspond to the Y-
Figure 4.6: (a)-(b) Dark field TEM images of Co$_{40}$Pt$_{60}$ alloy from a region of coarsened L1$_0$ plates, marked rectangular area in (a) is highlighting two coarse L1$_0$ plates separated by a thin slice of L1$_2$ phase.

The second possible explanation lies in the assumption that this region of the sample could be over-annealed/over-aged leading to the coarsening of the nano-chessboard microstructure itself. The findings by [81] show that the coarsening of nano-chessboard usually leads to the growth of L1$_0$ tiles into L1$_0$ plates/rods consuming the neighboring L1$_2$ tiles. Hence, in DF TEM images, large L1$_0$ plates can be spotted separated by thin regions of L1$_2$ phase; one such instance is indicated by enclosed rectangular area in Fig. 4.6(a). This is in agreement with the closure-type magnetic configuration seen in the color induction map in Fig. 4.5(h). For example, assuming the blue and yellow color domains correspond to L1$_0$ phase, there isn’t any evidence for the presence of a “large” L1$_2$ phase between the two plates. In this case, the magnetization direction of the thin slice of soft L1$_2$ phase is completely controlled by the neighboring hard L1$_0$ plates ensuring
a smooth transition of magnetization between neighboring L1₀ plates. This magnetic characteristic will be discussed in more detail in Section 4.4 where the magnetic domain structure of nano-chessboards has been explained.

On the other hand, if we assume that this part of the sample is in the initial stages of L₁₂ \( \rightarrow \) L₁₀ + L₁₂ transformation as discussed in Section 4.2 and as also observed by [82], this will create large L₁₀ plates in the L₁₂ matrix. In this case, the explanation for the red/green magnetic domains remains the same. However, the regions with closure-type magnetic configuration should correspond to L₁₂ regions. This is because the easy axes of magnetization of L₁₂ phase lie along <100> directions and a closure-type magnetic structure would not only reduce magnetostatic energy but also reduce the magnetocrystalline anisotropy energy since the magnetization in all the four magnetic domains lies along the easy directions. However, this observation is contradictory to the domain wall width measurements shown in Section 4.7. The domain wall widths obtained for both the red/green rods as well as the closure configurations fairly match with the theoretical domain wall width for the hard L₁₀ phase, which suggests that both the regions correspond to L₁₀ phases. It should be kept in mind that the Lorentz Fresnel images are acquired at unknown sample orientations meaning it is possible that the sample may not be oriented along a zone axis hence only the in-plane component of overall magnetic induction gets projected in the color induction map instead of the total magnetic induction potentially giving rise to non-uniform shapes and sizes of magnetic domain contrast. Hence, the shape and size of magnetic domain contrast seen in Lorentz image may not exactly match with the shape and size of L₁₀ plates observed in the dark field TEM images.
Fig. 4.7 shows Lorentz Fresnel images from another location in Specimen S-40. In the in-focus image (Fig. 4.7(a)), few bands of macro-twins can be observed; white-dashed lines show twin boundaries. Furthermore, macro-twins can be seen comprising fine twins/micro-twins with adjacent bands having orthogonal twins. In the under-focus image (Fig. 4.7(b)), magnetic domain walls inside the macro-twins are not clearly visible because of the strong diffraction contrast as well as the fact that the domain walls coincide with the twin boundaries. Another interesting feature in the under-focus image is shown by white arrow. These magnetic features resemble the magnetic contrast due to the nano-chessboard structure as will be shown in next section. However, the poor resolution of Tecnai microscope could not reveal the magnetic contrast of individual nano-chessboard tiles. The color induction map in Fig. 4.7(c) shows the in-plane magnetization direction orientation of each of the micro-twins. A magnified view of marked rectangular area in Fig. 4.7(c) is shown in Fig. 4.7(d). It is likely that the sample is not oriented along a zone axis hence a non-uniform distribution of colors is seen instead of perfectly alternating colors inside the micro-twins. In addition, the color induction map is integrated along the thickness of the sample, which means that all the magnetic domains (randomly oriented) along the sample thickness will contribute to the magnetic induction map. The color induction map of an idealized macro-twinned structure oriented along a zone axis should look like the figure shown in Fig. 4.7(e).
Figure 4.7: (a) Lorentz Fresnel in-focus image, white dashed lines show twin boundaries, (b) Under-focus image, white arrows point to nano-scale fine magnetic features, (c) Color induction map, (d) Magnified color induction map of twinned region, (e) Schematic idealized representation of magnetization orientation of macro-twinned plates.

Fig. 4.8 (a) and (b) show BF and DF TEM images, respectively from a location containing tweed microstructure in Specimen S-80. The ZADP of this region is shown in Fig. 4.8(d). The DF image was acquired using (100) superlattice reflection in a systematic row beam condition as shown in the inset in Fig. 4.8(b). The BF-DF image pair clearly shows the tweed contrast along <110> directions. This contrast is very similar to the tweed microstructure observed by many others in different Fe-Pt [36], Fe-Pd [15], [36] alloys. Apart from the tweed contrast, these
Figure 4.8: (a) Bright field image showing tweed microstructure, white dashed lines indicate striated features, (b) Dark field image corresponding to (a); inset shows diffraction condition used for imaging, (c) Magnified image of striated features, (d) [001] ZADP, (e)-(f) Bright field-dark field image pairs showing other microstructural features.
images show a striated contrast or fine plate shaped features along [100] direction. On observing high magnification images of similar regions (Fig. 4.8(c) & Fig. 4.8(e)), it is concluded that these features correspond to the rods of nano-chessboards oriented along [100] direction. Furthermore, the red arrows in Fig. 4.8(f) point to the nano-chessboard colonies oriented along [001] crystallographic axis. However, a perfect nano-chessboard contrast is not seen here because the superlattice reflection and beam/sample conditions employed here for DF imaging do not satisfy the conditions that lead to a perfect nano-chessboard contrast. The blue arrows point to several APBs.

Fig. 4.9 (a)-(c) show a Fresnel through-focus series of images from a tweed region of Specimen S-80 acquired in the Lorentz TEM mode. It should to be noted that this is a similar region but may not be the same region as BF-DF image pairs shown in Fig. 4.8. The micrographs can be divided into two regions: the upper right part (region 1) and the lower left part (region 2). In the in-focus image, a tweed contrast can be clearly seen in region 1 while region 2 shows dark striated features very similar to that observed in Fig. 4.8. The in-focus image does not show any contrast other than diffraction contrast. However, the over-focus and under-focus images show long black and white features in region 1 that resemble 180° and 90° magnetic domain walls. These are magnetic domain walls associated with the tweed microstructure. Similar results were observed by Wang et al. in L10 Fe-Pt alloys [15]. Note the reversal of magnetic contrast and a slight change in magnification in the over-focus and under-focus images. The comparison of these images with the BF-DF image pairs shown in Fig. 4.8 easily confirms the tweed directions in the Fresnel images; the relevant directions are marked in Fig. 4.9(a).
Figure 4.9: (a)-(c) Fresnel through focus series of images; black and white straight lines are domain walls, (d) Phase reconstructed color map, showing various magnetic domains, (e) Color legend.

Fig. 4.9(d) shows the phase reconstructed color map and the color legend is shown in Fig. 4.9(e).

The tweed microstructure/contrast is a result of the relative arrangement of ordered L1₀ variants along different directions within the disordered matrix in order to accommodate the lattice mismatch strain produced during ordering. In our case, we will refer the tweed microstructure as a state of incomplete transformation of the parent FCC phase into the L1₀-L1₂ nano-chessboard structure. The tweed microstructure contains all three variants of L1₀ nuclei oriented along <110> directions, however, only two variants of L1₀ persist as a result of continued annealing [15]. The easy axes of magnetization of the three L1₀ variants are along their c-axes (M//<001>).

An ideal sample, oriented along the [001] zone axis inside the TEM, with all three L1₀ variants
(<001>) will have six magnetic domains, two of which will have out-of-plane magnetization direction ([001] & [00-1]) and the remaining four will have in-plane magnetization direction ([100], [-100], [010], [-010]). These in-plane magnetic domains will be seen as different colors in the color induction map: red for [100], green for [-100], blue for [010], and yellow for [0-10]. However, if the sample is tilted away from the zone axis only the in-plane magnetic components of the six magnetic domains will contribute to contrast in the Lorentz images. In this case, it is possible that the sample is not perfectly oriented along a zone axis and only the in-plane contribution of the various L1_0 magnetic domains is seen, as shown by different colors in the color map. In these structures, the magnetic domain walls coincide with the structural L1_0 boundaries. Hence, these magnetic domain walls are frozen or pinned at the structural boundaries and cannot move during the magnetization process. This results in an increased coercivity, as observed by others in similar types of alloys [15], [35]. As mentioned earlier, the tweed contrast observed in this part of sample may be a result of a lack of uniformity in composition or annealing conditions. The annealing time for this specimen (S-80) was less than that of Specimen S-40 and it is justifiable to say that the tweed structure in this region did not get sufficient time to grow and transform into L1_0 coarsened plates or macro-twinne plates as observed in case of Specimen S-40. The color induction map of region 2 also shows strong magnetic contrast corresponding to nano-rods that consists of two variants of L1_0 (X+Y or Y+Z or Z+X) and L1_2 phase. The magnetic contrast between adjacent nano-rods is clearly shown in Fig. 4.11. Another sample of same composition and annealing conditions as Specimen S-80 also shows similar type of magnetic domain walls associated with the tweed structure as shown in Fig. 4.10. The observation of this type of domain wall contrast in multiple regions across various samples lends credibility to our magnetic domain structure results.
Figure 4.10: (a)-(c) Fresnel through-focus images; black and white straight lines are domain walls, (d) Phase reconstructed color map, showing various magnetic domains, (e) Color legend.

Fig. 4.11 shows Lorentz images from another location of Specimen S-80. A grain boundary can be seen across the middle of the micrograph, shown by a black arrow in Fig. 4.11(a). The right side of the grain boundary shows magnetic domain walls corresponding to the tweed microstructure. The left side of the grain boundary shows domain walls associated with nano-rods lying along [100] and [010] axis if it is assumed that the sample is oriented along [001] zone axis. The curved dark features in the images are bend contours that arise due to the bending of the TEM thin foil. The color induction map (Fig. 4.11(c)) of the right side of the grain boundary does not reveal the magnetic domains clearly since the strong diffraction contrast interferes with the phase reconstruction and results in an unreliable color induction map. The induction map of the left side of the grain boundary clearly reveals all the fine L1₀ magnetic domains as shown in the magnified image in Fig. 4.11(d). Note that L1₀ variants have their c-axes/magnetic easy axes
perpendicular to each other hence we see a 90° (blue to green or red to yellow) change in magnetization in the adjacent L1\textsubscript{0} nano-rods. In addition, the phase shift profile (Fig. 4.11(e)) of the region marked by a white line in Fig. 4.11(d) shows the existence of two curved macro domain walls cutting across nano-rods. Thus, a change in contrast from blue/green to red/yellow and then again to blue/green is observed. The macro-domain walls are mobile; however, the coercivity will still be high since these domain walls will encounter multiple hindrances during their movement, in the form of L1\textsubscript{0} variant boundaries.

Figure 4.11: (a) In-focus image, (b) Over-focus image, (c) Color induction map of marked rectangular area in (a), (d) Magnified view of marked rectangular area in (c), (e) Phase shift profile of line/region marked in (d).

To compare the magnetic domain structure observations in this section with the bulk magnetic
properties, refer to Table 4.2. This table summarizes the observed magnetic properties for the samples studied in this work. It is to be noted that Specimen S-80 shows a higher remanence, coercivity and magnetic energy product as compared to Specimen S-40. All these properties are a measure of the resistance of ferromagnetic materials to the applied field. This resistance comes from the obstructions/defects that are encountered during the motion of a domain wall in response to the applied external field. Some of the defects include grain boundaries, twin boundaries, structural boundaries and anti-phase boundaries. Hence, magnetic properties can be directly related to the magnetic domain structure. While both the Specimen S-40 and S-80 are found to be composed of nano-chessboard structures and coarsened L1₀ plates, macro-twinned structure is only observed in S-40 while the tweed structure is only observed in S-80. A tweed microstructure will increasingly impede the motion of domain walls as compared to the macro-twinned structure due to the higher frequency of encountering L1₀ variant boundaries in the tweed structure. Hence, the relatively higher coercivity for Specimen S-80 can be attributed to the tweed structure. Since the bulk magnetic properties are a result of the contribution of the coercivity from all types of microstructures involved, the differences in magnetic properties between the two samples are justified.

Table 4-2: Bulk magnetic properties of Co₄₀Pt₆₀ alloys [1, 3].

<table>
<thead>
<tr>
<th>Magnetic Property</th>
<th>S-40</th>
<th>S-80</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saturation Magnetization, ( M_s ) (A/m)</td>
<td>4.85x10⁵</td>
<td>4.82x10⁵</td>
</tr>
<tr>
<td>Remanence, ( M_r ) (A/m)</td>
<td>3.16x10⁵</td>
<td>3.50x10⁵</td>
</tr>
<tr>
<td>Coercivity, ( H_c ) (mT)</td>
<td>217.1</td>
<td>292.2</td>
</tr>
<tr>
<td>Maximum Energy Product, ( BH_{max} ) (J/m³)</td>
<td>1.2x10⁴</td>
<td>2.6x10⁴</td>
</tr>
</tbody>
</table>
4.4 Magnetic Domain Walls in the Nano-chessboard Structure

The Lorentz Fresnel images shown in this section are acquired using spherical aberration correction in an FEI Titan 80-300 microscope with a dedicated Lorentz pole piece and operated at an electron voltage of 300 kV. Aberration correction in Lorentz mode has two advantages; firstly, it increases the maximum attainable resolution by reducing the spherical aberration of the Lorentz lens. Secondly, it also brings down the defocus value required to image the domain walls and makes Fresnel images more useful for quantitative analysis [83].

Fig. 4.12 shows Lorentz images from a region in Specimen S-40. Only in-focus and under-focus images are shown here (Fig. 4.12(a)-(b)). In the under-focus image, a zigzag repetitive pattern or ‘S’ shaped magnetic domain walls can be seen as white bright contrast. The corresponding phase map in Fig. 4.12(c) shows the positions of the domain walls. In addition, the white arrows in the phase map point to two separate sets of walls that are aligned at approximately 90° with respect to each other. The in-plane induction components shown in Fig. 4.12(d)-(e) also specify the location of various magnetic domains having horizontal and vertical magnetization components. The color induction map in Fig. 4.12(f) shows the in-plane magnetization integrated along the thickness of the specimen. A repetitive circular magnetization configuration consisting of yellow-red-blue-green colors can be seen in the color map. This configuration resembles the vortex-type magnetization arrangement observed in many magnetic materials [66], [84], [85]. Fig. 4.12(h) shows an experimental (-110) dark field TEM image showing a nano-chessboard structure from the same sample aligned along [001] zone axis [12]. The black tiles are the L1₀ phase and white tiles are the L1₂ phase. The red arrows in this image point to nano-rods aligned along other two orientations ([100] & [010]). By comparing the conventional nano-chessboard
image with the Lorentz color map, it is concluded that the repetitive vortex-type configuration (marked rectangular area in Fig. 4.12(f)) corresponds to different L10 tiles in the nano-chessboard structure.

Figure 4.12: (a) In-focus image, (b) Under-focus image showing zig-zag domain walls, (c) Phase map, arrows point to nano-rods aligned along [100] and [010], (d)-(e) Bx,t and By,t maps, (f) Color induction map, (g) Color legend, (h) (-110) Dark field TEM image of nano-chessboard [12].
The white arrows in Fig. 4.12(c) and (f) are pointing to magnetic domain walls that are
associated with the nano-rods oriented in [100] and [010] directions, as shown by red arrows in
Fig. 4.12(h). Furthermore, the red dashed lines in Fig. 4.12(h) show the relative angles between
the nano-chessboards aligned along the three axes, viewed along [001] direction. These angles
match very well with the angles between white colored dashed lines in the color map. This
further confirms our observation that the circular magnetization configuration corresponds to the
nano-chessboard structure in which L1₀ and L1₂ tiles run along <110> directions.

Magnified images of the area marked by a rectangle in Fig. 4.12(f) are shown in Fig. 4.13. The
overlaid magnetization vectors (white arrows) in the color map show the direction of magnetic
induction in each of the L1₀ tiles. Each of the L1₀ tiles is a single magnetic domain whose
magnetization points along the easy axes/c-axes of the tetragonal L1₀ phase. For example, a
yellow color corresponds to L1₀ tile whose magnetization lies along [0-10] direction. The other
neighboring L1₀ tiles contribute red [100], green [-100], or blue [010] color to the magnetic
induction map. The alternate in-plane easy axis in adjacent L1₀ tiles leads to a vortex-type
magnetic configuration so as to minimize the system energy by minimizing both the magneto-
-crystalline anisotropy energy and the magneto-static energy. In this case, an anti-clockwise sense
of rotation of magnetization can be observed. The square region in the phase map, Bₓt map, and
Bᵧt map can be seen showing a point-like contrast. The corresponding color induction map shows
a perfect vortex structure in the magnified view of the square region in the color map. This can
be explained as follows. L1₀ tiles of varying length-scales are observed in the DF TEM image of
nano-chessboard structure shown previously. When the length-scales of adjacent L1₀ tiles
become smaller than a critical value they tend to form a perfect vortex magnetic structure. In this
case, the vortex center lies at the center of an L1\(_2\) tile which is surrounded by four L1\(_0\) tiles.

Figure 4.13: Magnified images of marked rectangular area in Fig. 4.12(f).

TEM and VSM studies by Ghatwai et al. [12] on samples with compositions bracketing the two-phase eutectoid region - Co\(_{41.7}\)Pt\(_{58.3}\) and Co\(_{37.6}\)Pt\(_{62.4}\) which predominantly contained L1\(_0\) phase and L1\(_2\) phase respectively, demonstrated a Curie temperature of 419°C for the L1\(_0\) phase and a Curie temperature of 354°C for the L1\(_2\) phase. They claimed that these Curie temperatures should also apply to the compositions within the two-phase existence region and therefore to the L1\(_0\) and L1\(_2\) phases of the nano-chessboard structure. Furthermore, the stoichiometric L1\(_0\) structured CoPt is known to have a Curie temperature of 567°C [21] whereas stoichiometric L1\(_2\)
structured CoPt$_3$ has a Curie temperature of 15°C [86]. Thus, we see that the deviations from stoichiometry significantly affect the value of the Curie temperature and hence the magnetic behavior of the alloy. Hence, the Curie temperatures of the individual L1$_0$ and L1$_2$ phases of the nano-chessboard in our samples (Co$_{40.2}$Pt$_{59.8}$) cannot be predicted accurately. However, it is evident that the L1$_0$ phase is largely ferromagnetic at room temperature while the same cannot be said about the L1$_2$ phase. The L1$_2$ phase could be soft magnetic or paramagnetic at room temperature. In either case, we believe that the magnetization of L1$_2$ tiles is strongly modified/influenced by the neighboring hard L1$_0$ tiles due to their close proximity at a length-scale of a few nanometers in the nano-chessboard structure. The L1$_2$ region essentially acts as a magnetic domain wall connecting the two L1$_0$ tiles with opposite magnetization. This type of magnetic domain wall has never been reported before. The domain walls that have been reported in the past usually exist within one crystallographic phase [15], [16], [87]. We propose that this wall is what we call an Inter Phase Magnetic Domain Wall (IPMDW). An IPMDW is a domain wall that encompasses a region containing two different crystallographic phases, in this case the L1$_0$ and L1$_2$ phases. The formation of an IPMDW is critically dependent on the following factors:

1. The two phases should have a coherent interface. A coherent interface will make sure that the transition of magnetization happens smoothly across the interface.

2. It is also necessary for one of the phases to be able to influence the magnetization direction of the other, so one of the phases should be a strong hard magnetic phase while the other phase should be a relatively softer magnetic phase.

3. Finally, the length scales of the individual phases have to be smaller than the critical size for single magnetic domain particle otherwise a domain wall could be nucleated inside
the individual phases, negating the need for an IPMDW.

In the case of the samples analyzed here, all the conditions mentioned above are satisfied. The L1₀ and L1₂ tiles have coherent interfaces in the nano-chessboard structure and the L1₀ phase is a hard uniaxial magnet while the L1₂ phase is a soft magnet. In addition, the theoretical single domain particle sizes for L1₀ and L1₂ phases were determined to be ~995 nm and ~75 nm respectively using experimentally obtained exchange constant and anisotropy constants: \( A(L1_0, L1_2) = 2.5 \times 10^{-11} \text{ J/m} \) and \( K(L1_0) = 1.5 \times 10^6 \text{ J/m}^3 \), \( K(L1_2) = 2 \times 10^4 \text{ J/m}^3 \) for both phases [12]. The length-scale measurements show that the size of both the L1₀ and L1₂ tiles are well below the calculated limit of their respective single domain particle size. Hence no domain wall formation is expected inside the individual tiles. However, the opposite magnetization between two adjacent L1₀ tiles necessitates the formation of a domain wall between them to minimize the exchange energy, and this is only possible if a domain wall is formed across the L1₂ region between the two L1₀ tiles, as schematically shown in Fig. 4.14. In this figure, the red lines represent the phase boundary between the L1₀ and L1₂ phases while the wide yellow band represents the magnetic domain wall of wall thickness ‘\( \delta \)’. Black and white bands represent L1₀ and L1₂ phases, respectively. Three separate cases are considered. In the first case, the domain wall lies well within the L1₂ phase with the magnetization of remaining L1₂ phase conveniently aligned along the magnetization of L1₀ neighboring tiles. In case II, it is proposed that the domain wall encompasses the whole L1₂ phase and also extends into the neighboring L1₀ phases. In case III, the phase boundaries between the L1₀ and L1₂ phases coincide with the two ends of a domain wall hence the domain wall encompasses the L1₂ phase in its entirety. At such fine length-scales of a few nano-meters and given the limited resolution in Lorentz mode, it is
currently not possible to determine by direct observation, which of the three cases is most accurate. However, our results so far strongly suggest the existence of an IPMDW.

In summary, the formation of IPMDW and vortex-magnetic configuration in nano-chessboard structure is a direct result of the balance between the magneto-crystalline anisotropy energy, exchange energy, and magneto-static energy at a length scale of a few tens of nanometers.

Figure 4.14: Idealized figure showing formation of inter phase magnetic domain wall (IPMDW) between $L1_0$ and $L1_2$ phases in the nano-chessboard structure.
Fig. 4.15 shows Lorentz images from a region in Specimen S-80. A zigzag/S-shaped domain wall can be clearly seen in the over-focus image and the phase map (Fig. 4.15(a)-(b)). $B_{x,t}$ and $B_{y,t}$ maps in Fig. 4.15(c)-(d) show the horizontal and vertical components of the magnetic induction. Fig. 4.15(e) shows the color induction map. A similar vortex-type magnetic configuration as observed in Specimen S-40 can be seen repeating here. Here, the length-scale of tiles/domains seems to be even smaller than in Specimen S-40. Since S-80 sample is cooled at a faster rate as compared to S-40, during thermal processing of the disordered A1 phase, nano-chessboards with reduced length-scale are observed for S-80 as compared to S-40. Thus, fine scale vortex magnetic configurations can be frequently spotted here.

Fig. 4.15(g) shows a magnified image of the three vortex configurations enclosed in a rectangular box in Fig. 4.15(e). In between two adjacent vortex configurations, an anti-vortex configuration can be seen. Interestingly, the three vortex configurations are spotted as bright spots in the phase map while the anti-vortex configurations can be seen exhibiting black domain wall-like contrast (Fig. 4.15(h)). These domain walls, shown by white dashed lines in the color map appear to be 90° domain walls since they are seen separating blue and red colored magnetic domains as well as green and yellow color domains. The phase profile drawn for the region shown by a white solid line in the phase map shows the intensities of vortices (shown by black arrows) and intensity of anti-vortex domain walls (shown by red arrows). A close look at Fig. 4.13 also reveals the anti-vortex pattern between the two vortex patterns; however they are not as apparent as here, due to highly distorted domains, possibly because of higher disorientation from zone axis.
Figure 4.15: (a) Over-focus image, (b) Phase map, (c)-(d) $B_x t$ and $B_y t$ maps, (e) Color map, (f) Color legend, (g)-(h) Magnified color map and phase map of rectangular area marked in (e), color map shows anti-vortex pattern and vortex pattern, white dashed lines show position of anti-vortex domain wall, (i) Phase shift profile of region marked by white solid line in (h), pixel size is calibrated as 0.45 nm.
The length-scale of L10 tiles in the DF TEM images are compared with the size of magnetic domains in the color induction map. In Specimen S-80, the length-scale measured from the color map matches, to a reasonable degree, with that measured from the DF image with both the size of L10 tiles and magnetic domains varying between 4 nm to 18 nm. In Specimen S-40, a slight discrepancy in the length-scales measured from the color map and DF image was observed. The size of L10 tiles in the DF image varied from ~7-34 nm while the size of magnetic domains were ~2.5-19 nm. This can be understood from the fact that the sample in Lorentz TEM may not be perfectly oriented along a zone axis and/or the two images could be from different regions of the sample. In addition, a perfect diamond shaped magnetic domain is not observed in the color maps. Since only in-plane magnetization contributes to the color map/magnetic contrast, the out-of-plane magnetization component of a randomly oriented sample does not get accounted for in the color maps, which results in a not-so-perfect diamond shaped magnetic domains.

In summary, both the specimens S-40 and S-80 exhibit vortex-type magnetic configurations in the nano-chessboard structure. In addition, formation of an unusual magnetic domain wall – “IPMDW” is observed in both the specimens. The IPMDW is hypothesized to be pinned/frozen between the L10 and L12 phases, since it cannot move past the phase boundary during the magnetization process. One of the reasons for a relatively higher coercivity in S-80 as compared to S-40 could be the existence of a large number of IPMDWs per unit volume of the sample, due to the relatively fine-scale nano-chessboards in Specimen S-80.
4.5 Phase Shift Simulation of Nano-chessboards

4.5.1 Micro-magnetic simulations methodology

Micro-magnetic simulations of the two-phase Co-Pt nano-chessboard structure were performed by [14] as follows. The two-phase structure is characterized by a phase field variable \( \theta(r) \) which assumes a value of 1 for the tetragonal L1\(_0\) phase and 0 for the cubic L1\(_2\) phase. In the L1\(_0\) phase, the local orientation of tetragonal axis is further characterized by a vector field \( t(r) \), which alternates between [100] and [010] in neighboring L1\(_0\) tiles. The magnetic domain structure is described by a directional magnetization vector field \( M(r) \) which depends on the two-phase microstructure as shown below:

\[
M(r) = M_s(r)m(r) = \left[ M_s^{L_10} \theta(r) + M_s^{L_12} (1 - \theta(r)) \right] m(r), \tag{4.1}
\]

Here, \( M_s(r) \) is the magnitude of the spontaneous magnetization and \( m(r) \) is the unit vector field of magnetization. \( M_s^{L_10} \) and \( M_s^{L_12} \) are the saturation magnetizations of the L1\(_0\) phase and L1\(_2\) phase, respectively. The evolution of magnetic domain structure is described by the Landau-Lifshitz-Gilbert equation that depends on the system free energy. The free energy of the two-phase magnetic Co-Pt system is given by the sum of magnetocrystalline anisotropy energy, exchange energy, magnetostatic energy, and Zeeman energy. In this case, the magnetocrystalline anisotropy function depends on the underlying microstructure and is given by:

\[
f^{an} = K_1^{L_10} [1 - (t(r) \cdot m(r))^2] \theta(r) + K_1^{L_12} [m_1^2(r)m_2^2(r) + m_3^2(r)m_2^2(r) + m_3^2(r)m_1^2(r)] (1 - \theta(r)), \tag{4.2}
\]

where \( K_1^{L_10} \) and \( K_1^{L_12} \) are the magnetocrystalline anisotropy constants of the L1\(_0\) phase and L1\(_2\) phase, respectively. As the interfaces in the Co-Pt nano-chessboard structures are fully coherent, and the compositions are very similar, constant exchange stiffness \( (A) \) is assumed across L1\(_0\) and
L1\(_2\) phases. The material parameters used in the simulations are summarized in the table below.

<table>
<thead>
<tr>
<th>Phase</th>
<th>(M_s) (A/m)</th>
<th>(K) (J/m(^3))</th>
<th>(A) (J/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1(_0)</td>
<td>4.2×10(^5)</td>
<td>1.5×10(^6)</td>
<td>2.5×10(^{-11})</td>
</tr>
<tr>
<td>L1(_2)</td>
<td>5.2×10(^5)</td>
<td>2×10(^4)</td>
<td>2.5×10(^{-11})</td>
</tr>
</tbody>
</table>

The magnetic domain structure is computed for a tile size (L1\(_2\) square tile) of \(d = 36\) nm. A 256 × 256 computational cell is used, with pixel size 1.5625 nm. The 2-D magnetization unit cell satisfies periodic boundary conditions in the nano-chessboard plane as well as smooth magnetization transitions at the phase boundaries. Additionally, it is assumed that the nano-chessboard colony is uniform along the third dimension or the \(z\)-axis. The micro-magnetic simulation result produces a three-dimensional (3-D) magnetization vector \(M(i, j)\) for each pixel \((i, j)\) in the 2-D unit cell. This magnetization vector field is used as an input for our phase-shift calculations. Phase shift maps for the nano-chessboard structure are simulated using both the Beleggia method and the Mansuripur method as described previously in Section 3.4. Since both methods yielded similar results, only the results obtained via Mansuripur method are discussed in this section. From the simulated phase shifts, Lorentz Fresnel images and integrated in-plane magnetic induction maps are simulated as explained in Sections 3.4.2 and 3.4.3. These results are then compared to the experimentally obtained Lorentz Fresnel images and magnetic induction maps in the next section.

### 4.5.2 Magnetic contrast at zero beam tilt

Fig. 4.16 shows a set of simulated images. Fig. 4.16 (a)-(c) are the output magnetization maps obtained from the micro-magnetic simulations. Note that the sample is assumed to be oriented
along the [001] zone axis in this simulation. The white contrast indicates magnetization along +x, +y and +z directions while the black contrast indicates magnetization along -x, -y, and -z directions in $M_x$, $M_y$, and $M_z$ maps, respectively. The square tiles correspond to the L1$_2$ phase whereas the diamond tiles correspond to the L1$_0$ phase. As can be seen, only L1$_0$ tiles have in plane magnetization while L1$_2$ tiles are magnetized in the out-of-plane direction for this magnetization state. Fig. 4.16(d) shows the calculated phase map from this magnetization data. The numerical value of magnetic phase shift ranges from -29.89 rad to 28.41 rad. Fig. 4.16 (e)-(f) are the integrated in-plane magnetic induction maps. Fig. 4.16(g) shows the color induction map. It is evident from the color map that the L1$_0$ tiles exist as single magnetic domains with their magnetization direction dictated by the magnetic easy axes, shown by different colors. Two circular vortex-type configurations with an anti-vortex pattern in between are highlighted by the white arrows in the color map. This type of repetitive vortex and anti-vortex configuration was also observed in the experimental color maps which were shown in the previous section. Fig. 4.16 (h)-(j) are the simulated Lorentz Fresnel through-focus series images. The domain walls can be clearly seen as white and dark contrast in the defocussed images.
Figure 4.16: Simulated images: (a)-(c) $M_x$, $M_y$, $M_z$ extracted from micro-magnetic simulation of nano-chessboard, (d) Simulated phase map, (e)-(f) $B_x$, $B_y$ maps, (g) Color map, white and black arrows showing vortex and anti-vortex pattern, respectively, (h)-(j) Fresnel through focus images. All images are 256 × 256 pixel, 256 pixel = 400 nm.
4.5.3 Beam tilt effect on magnetic contrast

Since the long-focal length Lorentz lens used for magnetic imaging has its back-focal plane near the conventional selected area aperture plane, it is often difficult to obtain electron diffraction patterns with a low pattern distortion. Hence, the experimental Fresnel images are usually acquired at unknown sample orientations implying that it is important to analyze the tilts with respect to specific zone axes. A clockwise sample tilt inside the TEM is equivalent to an anti-clockwise tilt of the electron beam, hence the magnetic contrast in the experimentally obtained magnetic induction color maps can be analyzed by comparing it with simulated color maps generated for different beam tilts. Only the in-plane component of magnetization gives rise to magnetic contrast. As the beam is tilted, the angle between the electron beam and the sample normal changes the projected in-plane magnetization components and, thus, produces a different magnetic contrast. The Mansuripur algorithm properly projects a magnetic structure that is constant along z-axis, so, we expect the resulting phase maps and induction maps to be accurate for the tilting range typically used in TEM experiments. In case of nano-chessboard structure, as the sample is tilted away from the zone axis [001], the in-plane magnetic component corresponding to each L1₀ tile changes and a non-symmetrical distribution of colors is seen in the color map. This asymmetry in the magnetic contrast can be seen in the simulated color maps obtained at various angles of beam tilt. As shown in Fig. 4.17, the red and green color contrast (horizontal in-plane components) becomes more pronounced as the beam is tilted around the x-axis. Similarly, the blue and yellow color (vertical in-plane components) contrast enhances as the beam is tilted around the y-axis (Fig. 4.18). This contrast change is obvious since tilting the sample/beam around the y-axis or x-axis will lead to a lower/negligible contribution from the magnetic domains magnetized along the x-axis or y-axis.
Figure 4.17: Color induction maps showing beam/sample tilt effect on magnetic contrast of the nano-chessboard structure as the beam is tilted around the $x$-axis, beam tilt angle marked in each figure.

Figure 4.18: Color induction maps showing beam/sample tilt effect on magnetic contrast of the nano-chessboard structure as the beam is tilted around the $y$-axis, beam tilt angle marked in each figure.
4.6 Comparison of Experimental and Simulated Images

Fig. 4.19 compares a simulated Fresnel under-focus image with an experimental Fresnel under-focus image; both images show S-shaped domain walls. However, the simulated image shows domain walls at both the phase boundaries inside $L_{10}-L_{12}-L_{10}$ three-particle system (green arrows inside rectangular box) while the experimental image shows only one domain wall for $L_{10}-L_{12}-L_{10}$ system, as explained in Section 4.4. This can be understood since the simulation is done for a relatively large $L_{12}$ tile size of 36 nm while the experimental images show $L_{12}$ tiles of the order of 5-10 nm. In reality, two domain walls cannot be accommodated in such a small space as this will lead to an increased exchange energy as well as magneto-crystalline anisotropy energy, making the magnetic system unstable. Nevertheless, a reasonable agreement can be seen between the two images.

Figure 4.19: Comparison of Lorentz Fresnel images: (a) Experimental image, green arrow points to repetitive S-shaped domain walls, (b) Simulated image, red box encloses a $L_{10}-L_{12}-L_{10}$ three particle system, green arrows point to two domain walls within this system.

Fig. 4.20 compares a phase reconstructed color map simulated at 15° beam tilt with an experimentally obtained color map of Specimen S-40. Both images show a vortex-type magnetic configuration. The simulated image also explains the non-uniform contribution of yellow-red-
blue-green colors seen in the experimental color map. It should be emphasized that a direct comparison between the two images should not be made since the simulation considers nano-chessboards of one crystallographic orientation perfectly oriented along [001] zone axis, with tiles of uniform sizes and shapes while the real chessboard is more complex owing to variability in tile sizes and shapes, presence of nano-chessboards along all the three crystallographic axes, and a random orientation of the sample.

![Image of blue-green colors seen in the experimental color map. It should be emphasized that a direct comparison between the two images should not be made since the simulation considers nano-chessboards of one crystallographic orientation perfectly oriented along [001] zone axis, with tiles of uniform sizes and shapes while the real chessboard is more complex owing to variability in tile sizes and shapes, presence of nano-chessboards along all the three crystallographic axes, and a random orientation of the sample.](image)

Figure 4.20: Comparison of Phase reconstructed color induction maps: (a) Experimental image, (b) Simulated image. White arrows in both images show vortex-type magnetic configuration.

Fig. 4.21 compares another simulated Lorentz image, simulated at 25° beam tilt, with the experimental Lorentz images of Specimen S-40. A similar type of contrast can be seen in the Fresnel images, phase maps and color maps. As can be seen here, a large relative sample/beam orientation can lead to a highly non-uniform in-plane projection of magnetic contrast which is clearly visible in both the experimental and simulated color maps.
Figure 4.21: Comparison of experimental (above) and simulated images (below): (a) & (d) Over-focus Fresnel images, (b) & (e) Phase maps, (c) & (f) Color induction maps.

Fig. 4.22 shows experimental Lorentz images from another Specimen S-80. Both the image series can be seen showing zig-zag domain walls as well as vortex-type magnetic induction configurations. However, the color maps show elongated or non-uniform contrast along certain directions very similar to elongated contrast seen in Fig. 4.17 for beam tilt around x-axis. This provides further confirmation of our results from images simulated at different beam tilts. Hence, a solid correlation between the relative beam-sample orientation and the magnetic contrast in the experimental color induction maps is established.
Figure 4.22: Experimental Lorentz images of Specimen S-80: (a) & (d) Under-focus Fresnel images, (b) & (e) Phase maps, (c) & (f) Color induction maps.

4.7 Domain Wall Width Measurement from Lorentz Fresnel Images

4.7.1 Methodology

As explained in Section 3.3.3, the phase shift experienced by an electron, on traveling inside a magnetic thin film of constant thickness $t$ and uniform in-plane magnetic induction $B_\perp$, changes linearly inside magnetic domains while the slope of the phase shift profile changes continuously across the magnetic domain walls. The range over which this slope changes between two adjacent magnetic domains corresponds to the magnetic domain wall width ‘$\delta$’. So, we can
utilize the phase shift profile to measure the domain wall width from the experimental Lorentz Fresnel images as explained below:

1. Set of Fresnel through-focus series images is acquired with the same absolute defocus value (-\(\Delta f\), 0, \(\Delta f\)).
2. The Fresnel images are used to retrieve the phase shift map of the electron wave using the transport-of-intensity equation (Equation 3.29).
3. The domain wall width is measured from the first-order derivative of the phase shift profile for the selected domain wall.

This method of determining domain wall width from a phase shift profile has previously been performed by [88] for Ni-Mn-Ga and Fe-Pd ferromagnetic shape memory alloys and a good agreement between theoretical domain wall width and calculated width was found. The domain wall width from Lorentz Fresnel images can also be obtained by the extrapolation method [89]. In this method, several sets of Fresnel images of increasing defocus value are recorded; then, the width of the domain wall contrast in the Fresnel image is plotted against the defocus value. The resulting plot is then extrapolated to zero defocus value and the corresponding width is taken as the domain wall width. At present, we will only apply first method to calculate the domain wall width.

Fig. 4.23(a) shows the phase shift map of a 2D magnetization configuration introduced in Section 3.4.1. The linear phase shift profile is superimposed on the phase shift map. It can be seen that the slope of the phase shift changes smoothly across the domain walls. Fig. 4.23(b) shows a plot of the first order derivative of this profile. The domain wall width can be obtained
using the following steps:

1. Firstly, a tangent at the wall center is drawn, shown by red color in the plot.
2. The tangent is extrapolated to the minimum and the maximum of the plot.
3. The distance between the two intercepts is measured as the domain wall width.

![Figure 4.23](image)

Figure 4.23: (a) Phase map and phase shift profile, (b) Schematic showing calculation of domain wall width from the first order derivative of phase shift profile.

Domain wall widths determined from through-focus series of Fresnel images are compared with the theoretical domain wall width calculated using the experimentally observed $K$ and $A$.

### 4.7.2 Domain wall width results

Fig. 4.24 shows phase shift profiles obtained for the regions indicated by white lines (1&2) in the phase reconstructed color map of macro-domain walls in Specimen S-40. The region shown by white line 1 contains two 180° domain walls and the same is reflected in the phase shift profile. The region shown by white line 2 contains a 180° domain wall and a 90° domain wall. Note that the range over which slope of 90° domain wall changes seems to be smaller than the 180°
domain wall, hence the resulting width should also be smaller. The domain wall widths are
determined from phase shift profiles as explained in Section 4.7.1. Such measurements are
repeated for domain walls in different regions and the average of all the wall widths is taken as
the final wall width. Errors due to variations in thickness of the TEM thin foil, alignment of
through-focus series, and manual curve fitting of the phase shift profile is also included.

Figure 4.24: Phase shift profile of regions marked by white lines in color induction map of
macro-domain walls in Specimen S-40, pixel size is calibrated as 3.70 nm.

Fig. 4.25 shows the phase shift profiles obtained for other microstructures in both the Specimen
S-40 and Specimen S-80. The macro-domain walls and the domain walls in the nano-chessboard
structure largely yielded smooth phase shift profiles. However, it was challenging to obtain good
profiles for domain walls in the tweed microstructure and the macro-twinned structure because of multiple overlapping contrasts from domain walls tilted at various angles and randomly oriented magnetizations. The domain wall widths obtained for different microstructures are summarized in Table 4.4.

Theoretical magnetic domain wall widths are also calculated using the domain wall width definitions: $\delta = \pi \sqrt{A/K}$ and $\delta = 2 \sqrt{A/K}$. The second definition is usually applied to domain wall calculations from Lorentz TEM [49]. In addition, wall widths are calculated for two separate sets of exchange stiffness constant ($A$) and anisotropy constant ($K$). ‘$A$’ and ‘$K$’ for equiatomic L1$_0$ CoPt alloy [35] are shown in 2nd row of the table while ‘$A$’ and ‘$K$’ for Co$_{40}$Pt$_{60}$ alloy [12] are shown in 3rd row of the table. The experimental wall widths obtained for domain walls in macro-twins, coarse L1$_0$ grains, and tweed structure match well within the error limit with the theoretical domain wall width of Co$_{40}$Pt$_{60}$ alloy while that for domain walls in nano-chessboards matches well with the theoretical domain wall width of an equiatomic CoPt alloy.
Figure 4.25: Color induction maps and phase shift profiles: (a) 180° domain wall in macro-twins in Specimen S-40, (b) 180° domain walls in nano-chessboard in Specimen S-40, (c) 180° domain wall in nano-chessboard in Specimen S-80, (d) 90° domain walls in nano-chessboard in Specimen S-80. Pixel size shown in each figure.
Table 4-4: Theoretical and experimental magnetic domain wall widths of Co$_{40}$Pt$_{60}$ alloys.

<table>
<thead>
<tr>
<th></th>
<th>$A$ (J/m)$^2$</th>
<th>$K$ (J/m$^3$)</th>
<th>Theoretical domain wall width, $\delta$ (nm)</th>
<th>Microstructure</th>
<th>Wall type</th>
<th>Experimental domain wall width (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\pi\sqrt{A/K}$</td>
<td>$2\sqrt{A/K}$</td>
<td></td>
<td></td>
<td></td>
<td>S-40</td>
</tr>
<tr>
<td>CoPt $A=1.01\times10^{-11}$ $K=4.9\times10^6$</td>
<td>4.5</td>
<td>2.86</td>
<td>Nano-chessboard</td>
<td>180°</td>
<td>3.35 ± 2</td>
<td>4.29 ± 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>90°</td>
<td>-</td>
<td>3.27 ± 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Nano-chessboard</td>
<td>Sideways 180°</td>
<td>3.76 ± 2</td>
<td>-</td>
</tr>
<tr>
<td>Co$<em>{40}$Pt$</em>{60}$ $A=2.5\times10^{-11}$ $K=1.5\times10^6$</td>
<td>12.82</td>
<td>8.16</td>
<td>Macro-twins</td>
<td>180°</td>
<td>8.2 ± 3</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Coarse L1$_0$ grains</td>
<td>180°</td>
<td>23 ± 7.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>90°</td>
<td>15.02 ± 4.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Tweed</td>
<td>-</td>
<td>-</td>
<td>20.44 ± 5</td>
</tr>
</tbody>
</table>

Deviations of experimental wall widths from theoretical wall widths and different wall widths for different microstructures can be explained on the basis of following points:

1. Differences in microstructure within a sample indicate a local inhomogeneity in composition, chemical ordering, and/or thermal history. This, in turn, will give rise to varying degrees of magneto-crystalline anisotropy ($K$) across different regions of the sample. For example, a tweed structure indicates partial ordering or incomplete annealing of the sample. In this case, the magnetic anisotropy should be different as compared to
the well-grown L1\textsubscript{0} variants or the fully ordered nano-chessboard structure. Consequently, the magnetic domain wall width, which depends on the combined effect of magneto-crystalline anisotropy and exchange energy, will be different for different microstructures.

2. The theoretical domain wall width is calculated using ‘K’ and ‘A’ obtained for a bulk sample, which in reality should contain all types of microstructures. The bulk magnetic anisotropy can thus be thought of as an average of all the different anisotropies existing in a single sample. Hence, a deviation of the experimental domain wall width from the theoretical domain wall width can be explained.

3. A part of the error value of domain wall width can be ascribed to a contribution from Lorentz Fresnel images. This is a result of the sample not being perfectly oriented along a zone axis, so that the magnetic domain wall is tilted with respect to the electron beam. The Fresnel images record the projection of a domain wall on the x-y plane, assuming the electron beam travels along z-axis. As a result, a tilted domain wall will give a wrong projection of the actual wall width on the x-y plane. Additionally, microscope aberrations also contribute some error to the phase shift hence the wall width.

4. As shown previously, the small length-scale of L1\textsubscript{0} and L1\textsubscript{2} tiles of the order of 5-30 nm leads to the formation of an inter phase magnetic domain wall or “IPMDW”. The theoretical wall width for this Co\textsubscript{40}Pt\textsubscript{60} alloy is around 8-12 nm. It is highly improbable that a wall width of this size can be accommodated inside the L1\textsubscript{0}-L1\textsubscript{2} nano-chessboard. Additionally, other magnetic phenomena, such as exchange coupling, are also expected between the hard L1\textsubscript{0} and the soft L1\textsubscript{2} phases, which could considerably change the magnetic environment. The domain wall widths in the nano-chessboards are unusually
small as a result. A very small domain wall width also indicates a higher degree of magneto-crystalline anisotropy in the nano-chessboard structure. This should potentially play a crucial role in determining the coercivity of these alloys.

Apart from the deviations discussed above, differences in wall widths between 90° domain walls and 180° domain walls are also observed. This can be explained using Fig. 4.26. It is assumed that the magnetization angle rotates by a constant angle $\varphi$ from one atom to the adjacent atom. If it requires a total of $N+1$ atoms or, alternatively, $N$ lattice spacings, for the magnetization to rotate smoothly from one 180° magnetic domain to the other 180° magnetic domain, then following this logic a total of $N/2$ lattice spacings should be required for a rotation of 90° from one domain to the other domain. This explains the difference in the wall thickness obtained for the two profiles. In our case, $\delta_{180}$ is greater than $\delta_{90}$, however it is not exactly twice $\delta_{90}$. This suggests that additional magnetic interactions/wall energetics need to be taken into account in the calculation of the theoretical width of a 90° domain wall.

Figure 4.26: Schematic showing rotation of magnetization across a 180° domain wall and a 90° domain wall.
5 Conclusions and Future Work

The interaction of magnetic domain walls and microstructural features was studied and analyzed for Co-Pt alloys for the first time. In particular, we investigated the magnetic domain structure of near-eutectoid Co$_{40}$Pt$_{60}$ alloys by utilizing the Lorentz TEM technique, conventional TEM imaging, phase reconstruction, and image simulations based on micro-magnetic models. This alloy transforms into a unique self-assembled nano-chessboard structure containing L1$_0$ hard magnetic phase and L1$_2$ soft magnetic phase, upon suitable thermal treatments and processing. It has a great potential for high energy density magnetic storage and permanent magnet applications due to the “expected” exchange coupling between the hard and the soft phases at a length-scale of few nano-meters.

Spherical aberration correction in the Lorentz TEM imaging mode was exploited to resolve the nano-scale magnetic features. We have characterized magnetic domain structures associated with different crystallographic microstructures, including tweed structure, macro-twinned structure, coarse L1$_0$ plates, and the nano-chessboard structure in two Co$_{40}$Pt$_{60}$ alloys that were subjected to different annealing treatments. The magnetization configuration of the magnetic domains was deduced from the phase reconstruction of Lorentz Fresnel images. The magnetic easy axes of macro-twinned L1$_0$ plates, L1$_0$ variants and L1$_2$ variants were confirmed by comparing them with the conventional TEM images. Magnetic domain structures of the two samples were
compared with the observed bulk magnetic properties. We also simulated Lorentz Fresnel images and magnetic induction maps in order to appropriately interpret the image contrast associated with the magnetic domain walls in the nano-chessboard structure. In addition, we measured the magnetic domain wall widths of domain walls observed in each of the magnetic domain structures, using the phase shift profile technique. A correlation between the experimentally obtained domain wall widths and magneto-crystalline anisotropies of different microstructures/phases was drawn. The summary of conclusions found in this investigation is discussed in Section 5.1. A potential future work plan for this material is presented in Section 5.2.

5.1 Conclusions

1. Although both the Co\textsubscript{40}Pt\textsubscript{60} TEM samples (S-40 and S-80) were expected to consist of the nano-chessboard structure throughout, other microstructures e.g. tweed, macro-twinned plates, and coarsened L\textsubscript{10} plates were also observed. This gave us an opportunity to study and compare magnetic domain walls across different microstructures. The S-40 sample, which was cooled at a slower rate and annealed for a higher time, contained nano-chessboard structure with tiles of the order of 10-30 nm, macro-twinned plates, and coarse L\textsubscript{10} plates in the L\textsubscript{12} matrix. The S-80 sample, which was cooled at a higher rate and annealed for lesser time, contained nano-chessboard structure with tiles of the order of 5-15 nm, tweed microstructure, and coarse L\textsubscript{10} plates in the L\textsubscript{12} matrix. From these observations, it was concluded that the inhomogeneity in composition and temperature across the samples might have given rise to different microstructures. Additionally, the tweed microstructure was only observed in S-80 while a coarser microstructure was
observed in S-40, this was consistent with the heat treatments, as the tweed structure did not have sufficient time to transform into a coarser microstructure.

2. The macro-twinned structure in S-40 showed several 180° and 90° domain walls that were separating magnetic domains magnetized in different directions. Fine twins were also observed inside the macro-twin bands. The macro-twin boundaries were observed to coincide with 90° magnetic domain walls while the micro-twin boundaries separated magnetic domains with opposite magnetization direction. The magneto-crystalline anisotropy of L1₀ tetragonal phase was found to play an important role in dictating the magnetic domain structure of individual twins. The magnetization inside various twins was aligned according to the easy axis of magnetization of the L1₀ phase.

3. The coarsened L₁₀ plates contained straight 180° domain walls conforming to the fact that the L₁₀ tetragonal phase is a hard uniaxial magnetic phase. The coarsened L₁₂ grains with <100> axes as the easy magnetic axes were seen exhibiting a circular magnetization configuration or vortex-type magnetic structure in order to minimize the magnetostatic energy.

4. The tweed structure in S-80 showed several 90° domain walls and it was concluded that these domain walls coincide with the L₁₀ boundaries between different L₁₀ variants since the magnetic easy axes of two different L₁₀ variants are perpendicular to each other (e.g. [010] and [001]).

5. In both samples S-40 and S-80, the nano-chessboard structure exhibited a circular magnetic configuration or vortex type magnetic structure. Anti-vortex magnetic structures were found to lie between the two vortex structures. By comparing the Lorentz TEM results with the conventional TEM results, phase shift simulation results, and
theoretical critical size for single magnetic domain particle, it was concluded that the L1\textsubscript{0} tiles exist as single magnetic domains with their magnetization directions oriented along the easy axes/c-axes, in the nano-chessboard structure. The alternate easy axes in the neighboring L1\textsubscript{0} tiles led to a magnetic arrangement in which the magnetization directions were aligned in such a way that they formed a circular loop in order to minimize the magneto-static energy as well as the magneto-crystalline anisotropy energy. However, the change in magnetization between adjacent L1\textsubscript{0} tiles (90° or 180°) necessitated the formation of a domain wall across the L1\textsubscript{2} tile/region between the two L1\textsubscript{0} tiles to reduce the exchange energy. This type of magnetic domain wall has never been reported before and we propose that this wall is an Inter Phase Magnetic Domain Wall (IPMDW). It was also hypothesized that the magnetization of the soft L1\textsubscript{2} tiles is strongly influenced by the hard L1\textsubscript{0} tiles due to their close proximity in the nano-chessboard structure at a length scale of few nanometers, which resulted in a smooth transition of magnetization across the L1\textsubscript{0}-L1\textsubscript{2} phase boundaries and the evolution of IPMDW. As the length-scale of L1\textsubscript{0}-L1\textsubscript{2} tiles decreased below a critical value, the tiles acquired a perfect vortex magnetic structure. The formation of IPMDW was based on three crucial factors: firstly, the two phases involved should have a coherent interface to ensure a smooth transition of magnetization from one phase to the other phase; secondly, one of the phases needs to be a strong hard phase to be able to influence the magnetization of the soft phase; thirdly, both phases should be below their critical sizes of single magnetic domain particle so that a domain wall does not nucleate within each particle.

6. The simulation of magnetic phase shifts and Lorentz Fresnel images at different beam
tilts inside TEM showed that the contrast of Lorentz Fresnel images and the phase reconstructed maps can change substantially with a change in relative sample-beam orientation inside TEM. A good agreement between the beam-tilted simulated magnetic induction maps and experimental induction maps of the nano-chessboard structure was found.

7. In sample S-40, magnetic domain wall widths ($\delta$) from phase shift profiles were determined to be $3.35 \pm 2$ nm for 180° domain walls in the nano-chessboard structure, $8.2 \pm 3$ nm for 180° domain walls in the macro-twinned structure, $23 \pm 7.5$ nm for 180° domain walls in coarsened grains and $15.02 \pm 4.5$ nm for 90° domain walls in coarsened grains. In sample S-80, magnetic domain wall widths ($\delta$) were determined to be $4.29 \pm 2$ nm for 180° domain walls in the nano-chessboard structure, $3.27 \pm 1$ nm for 90° domain walls in the nano-chessboard structure, and $20.44 \pm 5$ nm for tweed structure. The domain walls in the nano-chessboard structure were recorded using aberration corrected Lorentz TEM hence errors in these measurements should be minimal. A comparison of the experimental domain wall widths with the theoretical domain wall widths ($\delta = 8-12$ nm) obtained using bulk magneto-crystalline anisotropy ($K$) and exchange energy ($A$) constants showed a good agreement within the error range. However, the domain wall widths in the nano-chessboard structure were found to be exceptionally low as compared to the theory and other microstructures. This could be understood since the L10 and L12 tiles in the nano-chessboard structure are not large enough to support domain walls of higher thicknesses as suggested by theory. Additionally, it was concluded that the differences in domain wall widths across different microstructures were a result of changes in magneto-crystalline anisotropy across different microstructures. A very low
domain wall width in the nano-chessboard structure suggests a very high magneto-crystalline anisotropy in this region, which should theoretically result in a higher coercivity.

8. The comparison of magnetic coercivity (experimentally obtained) of two samples with the observed magnetic domain structures showed that a higher coercivity in S-80 could be ascribed to the tweed structure and the fine nano-chessboard structure. During the magnetization process, the magnetic domain walls will encounter multiple hindrances in the form of L1₀ variant boundaries in a tightly packed tweed structure as opposed to relatively lesser hindrances in the macro-twinned structure in S-40 sample. The magnetic domain walls coinciding with these crystallographic boundaries are usually frozen/pinned and require a high magnetic field to unpin the domain walls from these boundaries. Additionally, a large number of IPMDW in S-80, due to finer nano-chessboards, should also play a crucial role in contributing a higher coercivity to the S-80 sample. The IPMDWs cannot move past L1₀-L1₂ phase boundaries hence rotation of magnetization is the only way to magnetize the regions of nano-chessboard structure, which would require a very high magnetic field consequently resulting in higher coercivity.

5.2 Future Work

1. Apart from the nano-chessboard structure in both the Co₄₀Pt₆₀ samples, all the other magnetic microstructures were recorded in an un-corrected Lorentz TEM, which resulted in images with poor resolution. The un-corrected Lorentz TEM has a very high spherical aberration giving rise to a good amount of error in the reconstructed phase shift from Fresnel images which often leads to large errors in the measurements of domain wall
widths using phase shift profiles. Thus, it would be beneficial to capture domain wall images in other regions using spherical aberration correction to minimize the errors in wall width calculations as well as interpretation of reconstructed induction maps.

2. While domain wall width measurements were obtained using the reconstructed phase shift, it will be interesting to do similar calculations using the extrapolation method. In this method, several sets of Fresnel images of increasing defocus value are recorded, then the width of the domain wall contrast in the Fresnel image is plotted against the defocus value. The resulting plot is then extrapolated to zero defocus value and the corresponding width is taken as the domain wall width. However, it will be challenging to apply this method for the nano-chessboard structure since the domain walls are barely/faintly visible in the defocussed images and also due to very fine magnetic domains/domain walls. It will also be difficult to apply this method to the tweed and twinned microstructure since multiple overlapping contrasts from various domain walls are seen in the Fresnel images. However, this method can be applied to the coarse L$_{10}$ and L$_{12}$ grains, which showed relatively wide domain walls and large magnetic domains. The calculations obtained by this method will be useful to evaluate the method based on phase profiles.

3. The present simulation considered a very idealized nano-chessboard structure. It is important to simulate images that are closer to the real nano-chessboard structures. Keeping this in mind, nano-chessboards with tiles of different sizes can be simulated. Nano-chessboards from other orientations can also be included in the simulation. These studies will allow the comparison of the simulated images directly with experimental images.
4. There has been no study on the behavior of magnetic domain walls in response to an external magnetic field in Co-Pt alloys. The movement of domain walls is expected to be different in different microstructures. The pinning effect of various boundaries (L1₀ variant boundaries, twin boundaries) can be evaluated by tracking the magnetic field required to move the domain walls away from these boundaries. This could be done in aberration corrected microscope by slightly exciting the objective lens and by tilting the sample to introduce an in-plane magnetic field. This study will further the understanding of interaction between domain walls and the microstructural features.

5. The expected “exchange coupling” between the hard and the soft phases in the nano-chessboard structure is not proven clearly at this time. The recent work by [58] has thrown some light on the behavior of the two phases in the presence of an external magnetic field, using First Order Reversal Curves. They also showed the degree of exchange coupling between the two phases using micro-magnetic simulations [14]. However, there is no data on experimental magnetic microstructural studies to validate their results. It will be thoughtful to do in-situ (magnetic field) imaging in the Lorentz TEM mode to record the real-time behavior of magnetic domains in individual phases. This study could provide more insights about the exchange-coupling phenomenon in this alloy.
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