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Abstract

The role of biometrics, as an integral component of security infrastructures, has been firmly established in today’s world. Its ability to accurately identify people from a distance has served as an important life-saving tool in the arsenal of our men and women in uniform, out in war theaters; it has also served as an effective forensics tool for our police force and off-late, is being increasingly adopted to secure sensitive transactions such as those with financial institutions. Traditionally, fingerprint patterns and facial photographs have held sway over identity verification tools; the former, because of its uniqueness and the latter because of its ubiquity. However, over the past decade, iris patterns have also come to the fore because of the combined advantage of uniqueness across the populace as well as the ability to image these patterns from a distance. Today most commercial iris acquisition systems report recognition accuracies upwards of 90%, over entire populations. However, the caveat is that these systems are constrained to operate very close to the user, owing to the challenges involved in achieving sufficient resolution over the iride texture from large distances. This dissertation aims to push the boundaries of iris imaging devices and introduces theoretical and practical considerations in designing a novel long range iris recognition system. The aim is to design a system capable of acquiring enrollment quality iris images, similar in quality to those captured by short range systems such as IriShield, LG, PIER, HIIDE systems, at much larger stand-off distances. The challenges involved in acquiring images with sufficient spatial resolution, when subjects are too far out from the optimal acquisition range, are explored and potential solutions are described. First, we describe the design methodology behind creating a long range iris system, to aid the reader in understanding the key design considerations when using available commercial
off-the-shelf hardware. Competing objectives such as achieving high magnification while maintaining sufficient depth of field, using a sensor with large pixel pitch for low noise performance while resolving the required patterns, etc. are discussed. As a result of this work, the first long range iris acquisition system of its kind, capable of acquiring enrollment iris images from up to 9m and matching up to 12m, has been designed and built. We show the system, present lessons learned during the design process as well as empirical results for the imaging performance. The latter half of the dissertation develops an iris texture enhancement algorithm for restoring degraded iris images - specifically noisy, low-resolution and out-of-focus/blurred images, which are often encountered in the real world. The method is developed and evaluated using synthesized degraded images from the NIST Iris Challenge Evaluation (ICE) database. A significant improvement in verification performance is also seen, when using this enhancement method, on actual degraded images captured with the proposed long range iris system. The proposed enhancement method is modeled as a linear regression problem that exploits the sparsity of iris textures in an over-complete dictionary. Improvements in iris recognition performance using the enhanced textures are studied in the latter half of this dissertation. In summary, this work enhances and exceeds the capabilities of current iris imaging systems for the explicit purpose of accurately identifying threats using iride patterns, from distances larger than are currently possible. This will serve as a necessary tool in the arsenal of security establishments to identify threats, save lives and to protect our freedoms for generations to come.
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Chapter 1

Introduction

The use of machine vision hardware and associated algorithms in the security industry has progressed by leaps and bounds over the past decade. This technology has taken over many tasks which until now, were very labor-intensive and often required ‘humans in the loop’. It has been key in protecting our societies from criminal elements. There are security camera installations being set up all over cities, at high-security government facilities, at ports, in war zones etc. Algorithms are being designed using these cameras, to pick up anomalies and any potential security risk, well before an unfortunate incident can occur. Amongst these algorithms, biometrics has emerged as an avant-garde of choice. The ability to identify and track persons of interest based solely on the image of their face, their iris or their fingerprint has helped garner a lot of interest in this area.

We have seen several successful deployments of such biometric security systems for access control[10], for immigration/emigration at ports (for e.g. the US-VISIT program[11] or the UAE border control program[12][13]), for law and order[14] etc. In the current industrial and research environment, the most popular biometric modalities are human facial features, iris and fingerprint patterns. Fingerprint recognition predates the other modalities due to its early inception, as part of the Henry Classification system, in the late 19th century in British India. Face and iris patterns have of late come to the forefront,
Figure 1.1: Long range iris acquisition system built as part of this dissertation
primarily due to the ability to image the associated biometric patterns from a distance. Of the two modalities, iris is preferred because they are thought to remain stable and constant over a person’s lifetime. Faces, on the other hand, change with age, with lifestyle, with facial hair and can be easily disguised or altered. The National Institute of Standards and Technology (NIST) has published the results of several studies that stand as a testament to the uniqueness of iris patterns across humans. NIST IREX III[15] and IREX IV[16] give further details on recognition accuracies using commercial iris recognition algorithms on existing iris recognition databases. A drawback of any iris-based biometric system, is the inability to image the iris beyond a certain system-to-user distance (also called ‘stand-off’ distance in this thesis), owing to the small size of the iris, when compared to a human face.

There has been very limited work to extend the range of iris based biometric systems, so that threats may be detected well before they reach our doorstep. This thesis aims to consolidate and address the major challenges involved, in designing a long range iris acquisition and recognition system. Based on the knowledge gained from this discussion, we build our own long range iris imaging system capable of acquiring iris patterns from up to 12m away, which is greater than other systems reported in literature. High quality iris images, for enrollment can also be acquired using the proposed system from up to 9m away. The key design challenges when using commercial off the shelf (COTS) equipment, to build this system, are described in this work. In addition, in the absence of such hardware, we also propose an algorithmic approach to enhance the spatial resolution of iris patterns in cases of low quality, degraded acquisitions. Iris recognition performance both with and without resolution enhancement is studied in the latter sections of this thesis. Before going into further details, we first present a brief review of the state-of-the-art in iris acquisition.
1.1 State-of-the-art in iris imaging

Long range imaging solutions for surveillance have been successfully used for vehicle tracking, vehicle forensics using number plates etc. [17]. However, the use of such systems for imaging biometric features such as face and iris has seen limited success. The primary reason for this, is that the object of interest in the latter cases is much smaller than a vehicle and hence imaging these objects, with the required resolution, poses a greater challenge. Take the iris for instance - the sphincter muscle that dilates/contracts the pupil based on the amount of light incident on the eye - it has a typical diameter of only around 12mm.

As a result, most commercial and state-of-the-art systems operate at distances very close to the subject of interest. The IriShield system[8] is an example of a system on one end of the iris acquisition spectrum. This device needs to be held right next to the eye for proper image acquisition. Two other examples of such systems are the popular Hand-held Interagency Identity Detection Equipment (HIIDE)[18] and the Portable Iris Enrollment and Recognition Device (PIER)[19]. These systems are capable of acquiring high quality eye images, albeit only one at a time. In addition they require a high level of required cooperation from the side of the user and a high level of skill on the side of the operator. These systems are popular with the U.S. Army and other government agencies working out in the field. Two other examples of popular commercial iris acquisition devices, with greater stand-off distances (0.1m–1m) are the IrisAccess iCAM series [7], the LG IrisAccess series[2] and the Iritech IriMagic devices[20]. These devices have a small capture volume and require the user to be positioned within this capture volume, so that good quality eye images may be acquired. Many of them use voice prompts to direct the user into an optimal focal plane, prior to acquisition, without which iris acquisition usually fails. Often, these voice prompts may seem unintuitive and difficult to follow to an inexperienced user, which can lead to failure to acquire scenarios. These systems are popular in access control settings and can be found mounted at entrances of several office buildings. In addition
they are also deployed in airports and other points of ingress into countries.

Another category of systems involves the use of pan-tilt-zoom cameras. These cameras alleviate the constraint of a fixed capture volume, i.e., the user does not have to be at a fixed spot in front of the camera. Early attempts at using these cameras are reported by Oki IrisPass-M [21], Sensar R1 [22], Wheeler et al. [23]. These systems are based on the use of multiple cameras - a wide-angle scene camera to detect the face/eye in the scene and a second camera with a high-magnification lens, to resolve the fine patterns in the iris. Depth estimation is performed using a stereo-camera setup. This information helps in estimating the position of the user in 3D space and hence, may be used in the focus and pan/tilt modules. Venugopalan and Savvides [24] use a commercial off the shelf (COTS) pan-tilt-zoom camera to track the faces of subjects and to acquire irises when the subject is still. The subjects’ irises may be acquired from stand-off distances of up to 1.5 meters. They use a single camera setup to acquire both the face and iris from subjects of different heights.

Two iris recognition systems that operate over relatively longer stand-off distances, are the Sarnoff Iris-On-the-Move (IOM) system[4] and the Retica Eagle Eye System[25]. The former reports a range of 3m, while the latter reports a longer range of 5m. Several other companies that advertise long range iris recognition, do so over shorter distances of up to 0.5m – 2m; examples include - Morpho Iris at a Distance(IAD)[26], IrisID iCAM D1000[27], Terrain Biometrics Insight system[28] etc. In the case of the IOM system, iris patterns are captured while users walk through a portal, equipped with strobing near-IR illumination panels. The subject stand-off distance required during acquisition is 3 meters and the acquisition system has a fixed focal length, with a reported depth of field of 5cm. IR beam sensors are used to trigger and to stop acquisition, as a user walks through the portal. Compared to traditional desktop/wall mount systems this device has the advantage of an increased stand-off distance and a reduced level of cooperation from the subject. However, iris acquisition fails if a users iris is not acquired within the fixed capture volume.
of depth $5\text{cm}$, around the $3\text{m}$ stand-off mark. The Retica Eagle Eye system [25] alleviates this problem to some extent. It uses a scene camera, a face camera, and two iris cameras. The capture volume of this setup is larger compared to the systems described so far, with a depth of $3\text{m}$ volume around a subject stand-off mark of $5\text{m}$. Terrain Biometrics’[28] described a system to perform iris recognition at a stand-off of $2\text{m}$. The system can be used to enroll as well as verify users whose heights vary between $0.9\text{m} – 1.9\text{m}$. They use adaptive optics with a multi-stage, real-time closed loop control system, in order to find the subject within a capture volume of depth $1\text{m}$ around the $2\text{m}$ stand-off mark.

This dissertation describes a system with a range and capture volume greater than any found currently in academia or industry. The purpose of the system is to push the boundaries of long range iris-based biometrics, while simultaneously reducing constraints on the user - by embedding subject tracking, dynamic focus estimation, quality estimation and image enhancement capabilities into the system. In short, instead of expecting the user to be fully cooperative, the system does the job of positioning, tracking and focusing prior to iris acquisition. Another question addressed here is - what if the image acquired is not ideal, due to low light, inadequate focus or due to subject motion? These issues are also explored in this thesis. A comparison of the imaging features of our system with those of commercial systems is given in Table 1.1. An image of the complete system is shown in Fig. 1.1.

1.2 Overview of this dissertation

The aim of this dissertation is twofold:

- to consolidate all the design challenges involved in building a long range imaging system, for the specific purpose of iris recognition and also to provide qualitative analyses of the same. We provide a design methodology for building a long range iris imaging system for unconstrained, unobtrusive iris acquisition.
**Table 1.1:** Comparison of various features in state-of-the-art long range iris systems with the proposed system.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Height $\times$ Width of Capture Volume ($m$)</td>
<td>0.2$\times$0.4</td>
<td>3$\times$2</td>
<td>not mentioned</td>
<td>not constrained</td>
<td>not constrained</td>
</tr>
<tr>
<td>Maximum user distance ($m$)</td>
<td>3</td>
<td>6</td>
<td>$&lt;1.5$</td>
<td>1.6</td>
<td>12</td>
</tr>
<tr>
<td>Minimum user distance ($m$)</td>
<td>3</td>
<td>3</td>
<td>not mentioned</td>
<td>0.5</td>
<td>6</td>
</tr>
<tr>
<td>Single sensor for Iris/Face Acquisition?</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Can capture enrollment iris images?</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Dynamic focus adjustment</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Iris acquisition from mobile subjects</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Ability to track subjects</td>
<td>No</td>
<td>Limited</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
In addition, in the absence of ideal hardware, due to physical limits of the available imaging equipment and due to non-ideal imaging conditions in the real world, there is always the possibility of acquiring iris images that are not of ideal quality. This dissertation explores methods to enhance low resolution, blurred and noisy images using signal processing techniques and shows how these enhancements can help in improving the recognition performance. These methods lay the foundation of enhancement techniques that can also be applied to images acquired using less than ideal imaging hardware.

The following summarizes the structure of this thesis:

- In chapter 2 the major design considerations are outlined. Quantitative analyses of various sensor-lens combinations that adhere to the design requirements are also presented. Factors such as focal length requirements, spatial resolution, depth of field and illumination wavelength are discussed amongst others.

- Chapter 2 also outlines the main components of the iris recognition engine used in the system. A method to estimate appropriate image filter parameters for feature extraction from acquired iris textures is also presented there.

- Chapter 3 describes methods to enhance low-quality iris images. Low quality acquisitions include cases of noisy eye images, acquired with less than ideal illumination, acquisition with improper focus settings and acquisition when the subject is outside the depth of field. This chapter investigates methods to de-noise images and to enhance the spatial resolution, while assuming a linear degradation model. Sample images from the NIST Iris Challenge Evaluation[29] database are used to study the suitability of the proposed methods to improve iris recognition scores.

- In chapter 4 iris verification and identification performance when using the proposed long range system, is presented. A database of eye images gathered using this system is used and we compare the performance with that using two popular short/medium
range systems ([30][8]). The high recognition accuracy observed in our experimental
evaluation, shows the versatility of this design in capturing good-quality iris images
over long distances and over an extended capture volume. In addition, in the same
chapter, we investigate the potential for improving both verification and identification
when employing the techniques outlined in chapter 3.

• Chapter 5 summarizes the work presented and proposes potential directions for future
work which can enhance the capabilities of the system. In addition, thoughts on novel
imaging systems that break free from the typical camera obscura model and how they
can affect imaging for biometrics are also presented.
Chapter 2

Design Considerations for a Long Range Iris Imaging System

In this section we describe the basic design considerations for an imaging system, with special emphasis on a long range iris application scenario. There are many conflicting requirements when one tries to image small objects, such as an eyeball, from a large distance. System engineers often have to make a trade-off in one aspect or the other:

- increasing the obtainable magnification can result in a shallow depth of field at long distances
- increasing depth of field, by limiting aperture size, decreases the maximum spatial resolving power (due to the diffraction limit, as explained later in this chapter)
- increasing the resolving power using a smaller pixel pitch in the image sensor is an option; however, such sensors typically have a smaller area, thereby reducing the field of view (compare for instance, full-frame sensors [31] and crop-sensors [32])
- another point of contention is noise performance - sensors with larger pixel pitch (i.e. pixel side; the terms ‘side’ and ‘pitch’ are used interchangeably in this thesis) have better sensitivity to light and hence report better signal-to-noise ratios (SNR)
compared to those with smaller pixel pitches.

Overcoming these conflicting challenges and minimizing any trial and error involved in choosing one’s equipment, requires careful consideration of the algorithmic requirements, the imaging framework and the target object properties. In the following sub-sections, we present a quantitative analysis of our requirements and our choice of relevant parameters, so that we can acquire an image that satisfies the algorithmic requirements.

2.1 Focal Length Estimation

The focal length required for imaging, constrains the range of optics one can consider. Hence we consider this requirement first in our analysis. The focal length is decided based on the magnification required, which in turn, is based on the algorithm’s requirements. Within the context of long range iris recognition systems, in order to be considered as a high-resolution iris image, most of the research in this field uses a typical pixel count of 200 pixels across the iris diameter, as per the ISO/IEC 19794-6 document [1]. In order to translate this value to a physical dimension, we require knowledge of the size of pixels in the sensor used. For the purpose of this example, consider we have access to a high-resolution full-frame digital camera such as the Canon EOS 5D Mark II. The sensor pixel side for this camera is 6.45µm [31]. Using this constraint for pixel side, we can estimate the image size required for the particular problem of high-resolution iris acquisition,

Typical diameter of the human iris, \( h_o = 12mm \)

Image size required, \( h_i = 200 \text{pixels} \)

\[
= 200 \times (\text{side of a sensor pixel})mm \\
= 200 \times (6.45 \times 10^{-3})mm \\
= 1.29mm
\]

Once we have this value, the magnification \( M \) is easily estimated as the ratio of image size to object size.
\[ M = \frac{h_i}{h_o} = \frac{1.29}{12} = 0.1075 \quad (2.1) \]

An approximate value of focal length \( f \) can be obtained from the following expression that relates \( f \) to magnification (this expression can easily be derived from the thin lens equation. Details can be found in a standard optics textbook such as[33]),

\[ f = \frac{M u}{1 + M} \quad (2.2) \]

where \( u \) is the object distance. Taking the example of a person standing \( u = 12m \) away from the system, the required focal length is calculated to be \( f = 1164mm \), using the above expression. Calculating the focal length in this manner for any image acquisition scenario, provides us an initial point, for considering viable optics and commercial off the shelf (COTS) systems that can be readily employed.

However, given \( f \), there are quite a few options available to us, because there are several commercial lens manufacturers with lenses covering the entire focal length range. If we consider, for example, the Canon lens line-up, they market several lenses in the ‘super-telephoto’ range - 400mm, 600mm, 800mm along with focal length extenders. One can use several combinations of lenses along with focal length extenders, in order to obtain the required \( f \). The choice we ultimately make, will depend on the spatial resolving power required. The latter in turn, depends on both the choice of sensor and the lens; this is discussed in the following sections.

## 2.2 Estimating the Spatial Frequency of interest

The ability of an optical system to resolve the required spatial frequency is related to the lens’ modulation transfer function (MTF), as well as the sampling rate imposed by the sensor used. As the imaging sensor is discrete, the resultant sampling of the lens’ image
Figure 2.1: Comparison of spatial resolutions using different camera sensor-lens combinations, that are representative of the state-of-the-art in imaging equipments. The focal length used in each case was decided based on the magnification required, as discussed in section 2.1. Pixel size and other physical dimensions specific to each sensor can be found in the respective hardware manuals. As discussed in sections 2.2.1 and 2.2.2, the maximum resolvable spatial frequencies depend on the pixel pitch on the sensor, the diffraction limit imposed by the physical characteristics of the lens and the illumination wavelength.
circle, introduces limits to the size of the smallest element that may be resolved.

The first question then is, what is the spatial frequency, $f_{\text{required}}$, of interest in one’s application? As specified earlier, for an iris image to be considered as high quality, the rule of thumb is to have 200 pixels across the diameter. Then, assuming a typical iris diameter of 12 mm, the smallest feature of interest is

$$u_{\text{sample}} = \frac{12}{200} \text{mm} = 60 \times 10^{-3} \text{mm}$$

(2.3)

This indicates that we need to resolve a spatial frequency of $\frac{1}{60 \times 10^{-3}} \text{cycles/mm}$. Then, as per Nyquist’s sampling principle, we are assured to faithfully reproduce spatial frequencies of half this value, i.e. $f_{\text{required}} = \frac{1}{2 \times 60 \times 10^{-3}} = 8.33 \text{cycles/mm}$. Given this requirement, what choice of imaging sensor can satisfy it? How does the choice of lens affect the minimum spatial frequency resolvable? The following two sub-sections deal with these questions.

### 2.2.1 Limit to spatial resolution due to sensor pixels

The pixel size (pixel pitch) of the sensor, $a_{\text{sensor}}$, determines the actual sampling rate at the object. Given the sampling element size $a_{\text{sensor}}$, the corresponding sampling size at the object plane can be determined using magnification $M$,

$$a_{\text{object}} = \frac{a_{\text{sensor}}}{M}$$

(2.4)

Consider again, a full-frame sensor such as the one used in the Canon 5D Mark II [31] and an object distance $u = 12m$. In this case, $a_{\text{sensor}} = 6.45 \text{microns}$ and $a_{\text{object}} = \frac{6.45}{M} = \frac{6.45}{0.1075} = 60 \text{microns}$. Using this sensor, for iris imaging we are right at the limit for obtaining good-quality iris images at $u = 12m$ (as per the argument presented in the previous section). Fig. 2.1 shows the maximum resolvable spatial frequencies using different cameras at different user (object) distances (dashed blue lines). The plot was generated
based on the magnification required in each case, based on the pixel pitch of the individual sensors. If pixel pitch was the only constraint in resolving the desired spatial features, then we see that all these cameras would be ideal. However, the challenge of achieving fine spatial resolution is often complicated because of the effect of diffraction and the inability of a lens to resolve beyond a certain frequency. The effect is described in great detail in several optics textbooks and relevant publications such as [33] [37]. In this chapter, we will simply present results of interest, with respect to diffraction, for the iris acquisition application at hand. As shown in Fig. 2.1, the lens used differs in each case, based on the magnification required. The choice of lens, its maximum aperture size and the choice of wavelength used for illumination are factors which affect diffraction, as discussed next.

2.2.2 Limit to spatial resolution due to lens diffraction limit

When imaging an object, using light of wavelength \( \lambda \) and an aperture diameter of \( D \), the angular diffraction limit in radians is given by

\[
\theta_{\text{diffraction}} = 1.22 \frac{\lambda}{D}
\]  

(2.5)

The size of the smallest spot on the sensor due to the effect of diffraction is then approximately given by

\[
a_{\text{diffraction}} = 1.22 \frac{f \lambda}{D} = 1.22 \lambda N
\]  

(2.6)

where \( f \) is the focal length and \( N \) stands for the ratio of the focal length to aperture diameter, i.e., the \( f \)-number of the lens. In the case of our iris example, the typical imaging wavelength is in the near infra-red portion of the spectrum. If we continue with the example of using a Canon 5D MarkII sensor, from the previous section, we require a lens with \( f = 1164 \text{mm} \). This is achievable when using a Canon 800mm lens along with
a 1.4X focal length extender, which results in an effective focal length of \( f = 1120 \text{mm} \). When using the focal length extender, however, the effective aperture reduces in size and the f-number of the lens increases from \( N = 5.6 \) to \( N = 8 \). Using \( N = 8 \) and \( \lambda = 850\text{nm} \) (which is the wavelength used in our system as discussed later in the dissertation), we compute \( a_{\text{diffraction}} = 8.3 \text{microns} \). Then the smallest spot size (sampling element size) on the object, due to diffraction \( a_{\text{object, diffraction}} = a_{\text{diffraction}}/M = 77\text{microns} \). This is the smallest achievable sampling element size on the object and it translates to a maximum resolvable spatial resolution of \( \frac{1}{2 \times 77} = 6.49\text{cycles/mm} \). We cannot hope to achieve better than this at a distance of 12\( m \), using this particular sensor-lens combination, as we have reached the diffraction limit of our imaging system.

Fig. 2.1 shows the maximum resolvable spatial frequencies due to diffraction (solid red lines), for different \( N \), in the case of different sensor-lens combinations. In all cases, we use an \( f = 800\text{mm} \) lens, the longest telephoto lens currently in the market. In the case of the full-frame sensors (Fig. 2.1(a) and (b)), we use an additional 1.4X extender, since the resultant focal length \( f = 1.4 \times 800 = 1120\text{mm} \) reports better magnification when using these sensors, owing to their bigger pixel pitch. However, a drawback of using the extender is that, the effective aperture size decreases (indicated by higher values of \( N \) in these graphs; since \( N \) is the ratio of focal length to aperture size). This decrease in aperture size reduces the amount of light reaching the sensor, necessitating an increase in gain during image read-out - which can cause the image to get noisy in some cases. Using such analyses, we can decide on a sensor-lens combination that is able to both image spatial frequencies of interest and also performs at least as well as the diffraction limit in imaging. In the case of our system, we leave the aperture at the maximally open position (i.e. smallest f-number \( N \)), to achieve resolutions at the diffraction limit. We also wanted to avoid using an additional focal length extender (to limit the number of optical elements in the path of light, an increase in which, increases aberrations), so we chose to use a camera with a crop sensor (i.e. not a full-frame sensor) for our experiment. Specifically,
we opted for Canon’s EOS70D used in tandem with a Canon 800\textit{mm} lens. This system achieves the required magnification to obtain 200 pixels across the iris diameter. It is also able to resolve the required spatial frequency of 8.33\textit{cycles/mm} as shown in Fig. 2.1. In addition, the Canon EOS70D has a well-documented C++ library for controlling the camera remotely (the associated SDK can be downloaded here\cite{38}), which is necessary for our application.

### 2.3 Depth of Field

\textit{Depth of field} of an optical system is the distance between the closest and the farthest objects in a scene, that are within acceptable focus. An iris acquisition system with a larger depth of field not only makes the process of acquisition easier, but also eases the constraints on the system user’s position. An approximate expression for depth of field of a system is given by

\[
D_{\text{dof}} = \frac{2f^2u^2NC}{f^4 - N^2C^2u^2} \tag{2.7}
\]

where,
$N$ is the f-number of the lens - the ratio of the focal length to the aperture size.

$u$ is the user distance.

$C$ is the circle of confusion, i.e., the maximum acceptable size of the optical spot on the image plane when imaging a point source.

As per this expression, given a fixed object/user distance of $u$, the two other parameters we can tune to obtain a better depth of field are $N$ and $C$. All articles written from the point of view of photography, prescribe a fixed $C$, based on the size of the sensor and the minimum spatial frequency the human eye needs to resolve on a standard 8.5" × 11" printout. For other imaging purposes, such as for iris recognition, we have to be more careful about the value of $C$ used - in most cases it will not be the same as in the traditional use-case of professional photography.

As described earlier, for high quality iris acquisition, the spatial frequency of interest is 8.33 cycles/mm and the corresponding smallest feature size is 60 microns. This translates to a $C$ of $60M$ for magnification $M$. The second parameter, $N$, is dependent on the application context. For a fixed focal length, $N$ is inversely proportional to the size of the aperture. We can increase the depth of field by stopping down the aperture, in order to increase the depth of field. However, as pointed out in the previous section, this will increase the effect of diffraction and we run the risk of decreasing the spatial resolving power of our system. Fig. 2.2 quantifies the depth of field using the above expression and shows the variation for varying $N$ for two different system configurations - when using a full-frame sensor along with an 1120mm lens (an 800mm lens with a 1.4X focal length extender) and when using a smaller Canon APS-C sensor with a lens of $f = 800mm$. These are the same sensor-lens configurations depicted in Fig. 2.1. We see that there is not too much of a difference in the depth of field achievable in either case. Our choice of using a crop sensor (found in the EOS70D) vs. using a full-frame sensor, for the iris acquisition application, was not dictated by the depth of field, since both cases are similar in this
regard. We try to overcome the effect of a shallow depth of field by using a two-stage focus strategy - one to fix coarse focus over the facial region and the second, a fine focus adjustment over the eye region. In addition, we capture a set of focus-bracketed images of the face and choose that image which reports a higher focus value. The metric used as well as the focusing mechanism are discussed later in section 2.5. As a concluding remark in this section, it is to be noted that, any effect of blur introduced by a shallow depth of field can be rectified using the resolution enhancement approach proposed in chapter 3. We show visual results of resolution enhancement as well as improvement in recognition performance, using the proposed methods, in chapters 3 and 4.

2.4 Spatial Resolution Measurements using a USAF Resolution Target

So far, we described the main design factors for a long range iris acquisition system. We determined the minimum feature size required to be resolved, to obtain a high quality iris image. This estimate helps one in deciding possible optical configurations to be used for various user distances. In this section, we experimentally show the spatial resolving power of our chosen system configuration, with the aid of a standard USAF resolution target. These measurements may be used to evaluate the imaging performance of any iris acquisition system, constrained to acquire iris patterns, with a pre-defined spatial resolution. A USAF resolution target (Fig. 2.3) is typically used to study the ability of an imaging system to resolve line pairs (variations, i.e., ‘cycles’ are represented as line pairs) that have a spatial frequency varying between 1lp/mm (line pairs per millimeter) and 228lp/mm. 1lp/mm is represented by two 0.5mm dark lines separated by a 0.5mm bright line. We set up the resolution target against a white screen, illuminated using an infra-red LED array (the same used for our iris acquisition experiments[39]). This allows
Figure 2.3: The USAF resolution target used in our experiment. The group indicated in (b) should ideally be resolved by any iris acquisition system adhering to quality standards prescribed in [1]. Fig. 2.4 shows a zoomed in crop of this group at various distances, using the proposed system.

us to achieve uniform illumination across the area of the resolution target. Fig. 2.3 shows an image of the target taken with a 180mm macro lens from a distance of 20cm. The bright lines in the target are the slits in the metal.

In section 2.2 we saw that an iris acquisition system should, ideally, be able to resolve line pairs with spatial frequency $8.33\text{lp/mm}$. This frequency is closest to $8.00\text{lp/mm}$ represented by the line pairs in group 3 element 1 of the resolution target (indicated in Fig. 2.3b). Fig. 2.4 shows images of the USAF target captured from distances of 9m, 10m and 11m. Eye images captured at corresponding distances are also shown. For the user distances of 9m – 10m, group 3 element 1 is resolved by our system, with reduced contrast. The corresponding eye images in Fig.
Figure 2.4: Images of zoomed in crop of group 3 element 1 on the USAF resolution target and eye images captured at 9m, 10m and 11m, using a Canon EOS70D with a $f = 800mm$ lens.
2.5 Estimating Focus

As indicated earlier, one of the advantages of our system is the absence of a constraint on user position. We use a wide-angle scene camera to track the user and center him/her in the Canon EOS 70D frame. Following this, the key requirement is to achieve optimal focus over the user’s eye, in spite of the shallow depth of field. In this section we describe our auto-focus sub-system which interfaces with the lens focus motors. The system is driven by a spatial gradient-based focus measure algorithm; lens motor control is achieved by means of a lens interface module designed by Birger Engineering [40]. This module is used in tandem with a laser range finder [41], which initializes the gradient-based focus search strategy.

The focus measure over the frame $f_{\text{measure}}$ is given by the mean of the magnitude of the two-dimensional gradient at every pixel in the frame

$$f_{\text{measure}} = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} |\nabla I_{i,j}|$$

where,

$$|\nabla I_{i,j}| = \sqrt{\left( \frac{\delta I_{i,j}}{\delta x} \right)^2 + \left( \frac{\delta I_{i,j}}{\delta y} \right)^2}$$

$I_{i,j}$ is the pixel intensity at $(i, j)$.

This $f_{\text{measure}}$ is used as the objective function in a gradient descent-based approach, to estimate the optimal focus position. An example of the focus measure variation, for a user distance of 8m, is shown in Fig. 2.5. The x-axis represents the Birger mount position number $x_{\text{birger}}$ (which maps directly to a lens focus setting) and the y-axis shows the corresponding $f_{\text{measure}}$ value. Since the user distance ranges from $6m - 12m$, the optimal
The bounds on $x_{\text{birger}}$ correspond to the minimum and maximum expected user position (for this example, 6m and 12m respectively). As seen from Fig. 2.5, this problem has a globally optimum (maximum) solution. This value is determined using a gradient descent (ascent in our case) search, initialized at one end of the user distance range. $x_{\text{birger}}$ is initialized to 1000 and the position at the $(n+1)$th iteration of the gradient ascent search

$$
x_{\text{birger}}^{n+1} = x_{\text{birger}}^n + \alpha \frac{\partial f_{\text{measure}}(x_{\text{birger}}^n)}{\partial x_{\text{birger}}} \tag{2.10}
$$

$\alpha$ is the step size. When starting the search from the minimum user distance, i.e., 6m, $\frac{\partial f_{\text{measure}}(x_{\text{birger}}^n)}{\partial x_{\text{birger}}} > 0$ always and hence we ‘climb the hill’. If at any iteration, we overshoot the global optimum point (i.e. the direction of the gradient changes), then we reduce the
value of $\alpha$, change its sign and then proceed to the next iteration till we overshoot the optimal point again. This process is repeated till convergence is reached. The procedure followed in order to reach the optimal point is described by Algorithm 1. Typically, from our capture trials, we observe that the value of $\alpha$ will have to be changed three times before convergence is reached. The corresponding values of $\alpha \in [500, 30, 8]$. In order to speed up the focus search, instead of initializing the search at the minimum user distance, we initialize based on the output of a laser range finder. Specifically, we use the LDS30 laser range finder from Jenoptik [41], that has a range of $0.2m - 250m$, measured with a resolution of $1cm$. It returns reading at a rate of approximately 30 readings per second. This initialization is a coarse focus estimation to fix the focus close to the subject. Following this, we set the region of interest (ROI) of the high-resolution imager as the eye region and use algorithm 1 to set the optimal focus over the eye. This strategy allows us to quickly achieve optimal focus over the eye region and offsets the effect of the shallow depth of field.

Once the required focus value has been set, high-resolution images of the eye are captured. Further details regarding this system and the acquisition process have been pub-
Figure 2.6: Eye images of two users captured at (a),(b) 9m, (c),(d) 10m and (e),(f) 11m.
Figure 2.7: Visual comparison of iris images from the same user using (a) our system from 9m (b) LG system [2] from 30cm, (c) the PIER [3] from 15cm and (d) the iris on the move system [4] from 3m.

lished in [42]. A brief description of our process of iris segmentation, feature extraction and matching are described in section 2.8. Example eye images captured from various distances using this system are shown in Fig. 2.6. Fig. 4.2 shows an eye image acquired from 9m using the proposed system and visually compares it to images acquired from the same person, using other state-of-the-art COTS systems.

2.6 Illumination Panels

In this section we describe our choice of illumination for use in the system. In most cases, significant light in the visible spectrum incident on the iris, is absorbed while some portion of it is reflected off the cornea. However, most of the light in the infra-red wavelength
Figure 2.8: Uniformly illuminated pin-hole grid used in our experiment to measure the response of pixels behind the Bayer array of the camera sensor, to different wavelengths of the spectrum is reflected back and can be imaged by the sensor. Ross et al.[43] have shown experimentally the validity of this argument and conclude that imaging the iris in the infra-red wavelength provides much of the discriminating information for an iris recognition system. We use a standard infra-red LED source such as the one described here [44] for our system. Four panels of these low power LEDs are optimally aligned such that the individual outputs superimpose over the required acquisition range. The system is also fitted with a filter wheel to switch between the visible spectrum and the infra-red spectrum as and when required. In order to determine the appropriate wavelength to be used for imaging an iris using our system, two main factors to be considered are as follows:

- Response of the red, green and blue pixels in the camera to different wavelengths. This is important since an unequal response from the Bayer array in the camera, will result in less information in one pixel when compared to its neighbor.

- Response of iris features to different wavelengths, which will affect the contrast obtained.
Figure 2.9: Measured relative power output from a single LED in our LED array solution.

As a first step, we performed an experiment to measure the response of the red, green and blue sensor pixels, when the scene is imaged at different wavelengths. We used a 75W halogen lamp (with 2900K color temperature) for this experiment. The target imaged was a uniformly illuminated pin-hole grid. The result is a diffuse surface which is color neutral over the imaging wavelengths. An image of the target is shown in Fig. 2.8. The target was then imaged using our system through a set of bandpass filters with wavelengths centered at 750nm, 780nm, 830nm and 850nm. All these filters have a narrow band-pass of 20 microns so that we can determine whether any of the wavelengths elicit more information compared to the others from the iris region. Fig. 2.10 shows images of the pin-hole target captured. Using the same set of filters, we imaged the iris of a user, as shown in Fig. 2.10. We observed that the iris images appear similar when imaged at these wavelengths.

We opted to use a near infra-red illuminator with a spectrum centered at 850nm, due to the equal response elicited from the Bayer array as well as due to the ready availability of LEDs at these wavelengths. Due to the limited quantum efficiency of the chosen sensor at these wavelengths, four 850nm LED panels are used. These panels are optimally aligned, such that the individual outputs superimpose, to project sufficient light 6m-12m from the
Figure 2.10: Response of various pixels on the camera sensor when imaging using (a) 750 nm (c) 780 nm (e) 830 nm and (g) 850 nm. For the latter two cases, every pixel shows equal response. Ideally, imaging should be done at these wavelengths. Iris of a user imaged using 20 nm band-pass filters centered at the corresponding wavelengths are shown in (b), (d), (f) and (h).
2.7 Main System Software Components

As mentioned earlier, based on the design considerations earlier in this chapter, we built the long range iris system using a Canon EOS70D as the primary imager fitted with a Canon 800mm lens. A PointGrey Flea3\[45\] gigabit ethernet camera is used as a wide-angle ‘scene’ camera to track subjects in the frame. It has a resolution of 1.3MP and a frame rate of 31\(fps\). The high frame rate and the high speed gigabit ethernet link, allow us to detect and track persons of interest in real time. Once locked onto a subject, when the operator initiates biometric acquisition, this camera hands off control to the high-resolution primary imager for face and iris acquisition. The major software modules that make up the system are shown in Fig. 2.11. All of these modules were developed in C++, using publicly available libraries such as the Canon EDSDK [38] and OpenCV[46]. Following is a brief description of each module:

1. **Face detection and tracking** - This module is necessary to track subjects of interest standing in front of the system. A Kalman filter-based face tracker is built on top of a face detector to smooth any variation in the detection output. The output of the tracker is used to control the pan/tilt mechanism on which the whole system is mounted.

2. **Focus estimation** - Focus estimation is based on the algorithm outlined in section 2.5. As mentioned in that section, we use a serial lens motor controller available from Birger Engineering [40] in order to control the lens motors independent of the camera used. Using a spatial gradient metric, we estimate whether the frame is in focus and direct the lens motors accordingly. The focus algorithm is initiated, when the subject is still and ready to be authenticated/identified. Initially a coarse focus is set on the face region. Following this, using the eye localization output from the
Figure 2.11: Major software modules that make up the proposed long range iris recognition system.

Figure 2.12: Focus estimation, prior to high-resolution face and dual eye acquisition. Following a coarse focus estimation over the subject’s face, the region of interest (ROI) is set as the right eye. Fine focus, using a gradient descent-based strategy (section 2.5), is performed over the ROI. Finally a set of focus-bracketed high-resolution face images are captured.
Figure 2.13: Fiducial points on the face are estimated using the Modified Active Shape Model (MASM) approach [5]. The subset of points around each eye region are used to estimate the center of the corresponding eye. The eye regions with the highest focus measure (eqn. (2.8)), are used ultimately for iris feature extraction and matching.
face detection, the sensor’s region of interest (ROI) is set as the left eye region, prior to continuing the focus estimation. By setting the ROI as the eye region, we make sure that focus is achieved over the eye, thereby minimizing the effect of a shallow depth of field. Fig. 2.12 illustrates this process.

3. **Iris Acquisition** - Once the focus is set, the camera captures a set of three face images in quick succession. Multiple images are captured to account for a subject blinking during acquisition or for any minor movements along the optical axis (which can result in the subject going in and out of focus). Following this, multiple threads are launched to process each face image without interrupting the main application thread. In each instance, the eye regions are extracted using a facial landmark detector, using modified active shape models (MASM) proposed by Seshadri *et al.* [5]; and assigned a focus value using eqn. (2.8) (see Fig. 2.13). All the data from each thread is logged in a sessions log, so that the operator can refer back to the images in the future if required. Finally, the best left and right eye images based on assigned focus measure values are handed over to the iris recognition module for further processing and subject identification.

4. **Iris Recognition** - Both the left and right eye images passed on by the iris acquisition module are then processed in the iris recognition engine. First the eye images are segmented, to locate the pupillary and limbic boundaries following which, the detected iris region is normalized and represented in polar co-ordinates. Feature extraction is done using an optimized Gabor filter, whose parameters are optimized to pick up characteristic texture features that can increase inter-class discrimination and decrease intra-class variation. Parameter optimization is done using a Markov chain Monte Carlo approach - simulated annealing. Further details regarding this parameter optimization approach are presented in section 2.8.3. The phase of the filter response is quantized to generate a bit code specific to that iris. Identifying
the subject in a database simply involves computing the hamming distance between this iris bit code and each bit code present in the database and determining the best match. Both the left and right eye bit codes are compared against the corresponding codes in the database. A subject is identified if his/her bit code reports minimum hamming distance, below a threshold value, when compared against the acquired irises’ bit codes. A detailed description of this iris recognition engine and the components therein are presented next in section 2.8.

One of the advantages of our system is that it captures both the face image as well as the eye images using a single sensor. This opens up the possibility of adding a facial recognition engine on top of our iris recognition engine for multi-modal biometric authentication. As mentioned above, to localize features in the face, including the eyes, we use a facial landmark localization algorithm. This method is able to localize features even in images where significant portions of the face have been occluded. A few examples of faces captured in the visible spectrum, with occlusions, along with landmark localization are shown in Fig. 2.14. Even though not investigated as part of this thesis, the potential to use the proposed system for multi-modal biometric authentication opens up possibilities for application in even more unconstrained scenarios. One example could be to deploy the system to perform facial recognition, on subjects of interest, at very large distances (200 m). When the subject is close to a sensitive region, iris based authentication may be performed, to accurately identify whether he/she is a target of interest. The iris recognition framework is explained next in this chapter.

2.8 Iris Recognition Engine

So far, we have considered the design challenges for an iris acquisition system and have outlined our design framework and related analyses. Following this, in this section we briefly outline the main components of our iris recognition engine - iris segmentation,
Figure 2.14: The figure shows examples of facial landmarks detected using the algorithm proposed by Seshadri et al. The images used are from COFW database[6]. This algorithm is able to localize significant features on the face inspite of the presence of occlusions such as masks, head scarves etc. In this thesis, this approach robustly localizes the eye regions. Additionally, since the proposed system captures a high resolution face along with eyes using a single sensor, a facial recognition layer can easily be added to the system for multi-modal (face+iris) biometric authentication.

feature extraction and template matching. The methods described in this section are used later in our iris verification and identification experiments to evaluate the performance of the proposed system.

2.8.1 Iris Segmentation

We follow a geometry-based method for determining pupillary and limbic boundaries in an eye image, similar to the method described in Li et al. [47]. Very briefly, this method involves the following stages:

2.8.1.1 Specular Reflection Removal

The first step is specular reflection removal in order to delineate the pupillary and limbic boundaries. These reflections are those caused by the reflection of the illumination source off the cornea. In our system, these occur within the pupillary region and hence can be removed by the following thresholding operation. If \(\mathbf{x}_{\text{center}}\) represents the center of the frame, we classify any point \(I(\mathbf{x})\) as a specularity if 
\[
I(\mathbf{x}) > 0.9I_{\text{max}} \& \|\mathbf{x} - \mathbf{x}_{\text{center}}\| < r.
\]
Here \(r\) is an empirically decided value (we use \(r = 80\) pixels) and \(I_{\text{max}}\) is the maximum
intensity in the image. Following this, the regions are filled with the average pixel intensity from the neighborhood of the specularity. The whole image is smoothed using a median filter to remove any noise (see Fig. 2.16).

2.8.1.2 Locating the Pupillary Boundary

Since the pupil is the darkest region in the resulting image (Fig. 2.16(c)), it is localized using intensity thresholding. In order to eliminate false candidates such as eyebrows, eyelashes etc. we impose constraints on the height and width of the pupil region detected. These are empirically set to constant values. The center of the pupil is determined as the center of mass of the detected region. The pupil radius is the distance from this center to the furthest point in this region.

2.8.1.3 Locating the Limbic Boundary

The limbic boundary may be determined, using the determined pupil center as an initial point. This is done by drawing radiating lines from the pupil center and measuring gradients along these lines. The iris center is estimated by determining the point of intersection of perpendicular bisectors of lines joining all pairs of boundary points as depicted in Fig. 2.15. The radius is defined as the average distance from the center to all the boundary points. where, \( \sigma_x^2 \) and \( \sigma_y^2 \) represent the variances (the spread) of the Gabor function in the \( x \) and \( y \) directions respectively. \( \lambda \) represents the wavelength of the complex harmonic.

2.8.2 Iris Occlusion Masking

Once the segmented iris is converted to a normalized polar representation (see [48]) we mask out those regions occluded by eyebrows, eyelids, eyelashes etc. As in [49] Gaussian mixture models (GMM) are estimated for both occlusion pixels as well as iris pixels. A likelihood ratio can classify any given pixel as occlusion or iris based on these probability
models. Given a pixel in a segmented, normalized iris image, the features used to train the GMM are - pixel intensity ($I_{xy}$), pixel location ($x, y$), mean ($\mu_{xy}$) and standard deviation of intensity ($\sigma_{xy}$) in a $3 \times 3$ neighborhood. Let $\mathbf{x} = [I_{xy} \ x \ y \ \mu_{xy} \ \sigma_{xy}]^T$ be this feature vector at a pixel in the image. The probability mass function of this GMM is given by

$$P(\mathbf{x}) = \sum_{k=1}^{K} \pi_k \mathcal{N}(\mathbf{x} | \mu_k, \Sigma_k)$$  \hspace{1cm} (2.11)$$

assuming $K$ Gaussians in the mixture are needed to fully represent the true feature distributions. $\mu_k, \Sigma_k$ are the parameters (mean and covariance) of the $k$th Gaussian in the mixture and $\pi_k$ is the probability of occurrence of the $k$th Gaussian. The likelihood function and the corresponding log-likelihood function for $N$ given texture pixels (say iris, for the purpose of this analysis) are:
Figure 2.16: Various stages of the iris segmentation algorithm illustrated on an image acquired using our system. (a) shows the acquired eye image, (b) shows the image with specularity removed, (c) shows the median filtered image and (d) shows the detected iris boundaries.
\[ L(x) = \prod_{n=1}^{N} \sum_{k=1}^{K} \pi_k \mathcal{N}(x|\mu_k, \Sigma_k) \]

\[ l(x) = \sum_{n=1}^{N} \log \sum_{k=1}^{K} \pi_k \mathcal{N}(x|\mu_k, \Sigma_k) \]  

(2.12)

Let \( z_k \) represent the \( k \)th Gaussian in the mixture with parameter set \( \{\mu_k, \Sigma_k, \pi_k\} \).

Using Bayes’ rule, for a given pixel feature set \( x_n \), we have the posterior probability

\[ P(z_k|x_n) = \frac{P(x_n|z_k)P(z_k)}{P(x_n)} \]  

(2.13)

In order to get the maximum likelihood estimate for \( \mu_k \), we differentiate eqn. (2.12) w.r.t \( \mu_k \) and set the derivative to zero. We get

\[ \mu_k = \frac{\sum_{n=1}^{N} P(z_k|x_n)x_n}{\sum_{n=1}^{N} P(z_k|x_n)} \]  

(2.14)

Similarly, the expressions for \( \Sigma_k \) and \( \pi_k \) can be derived to be

\[ \Sigma_k = \frac{\sum_{n=1}^{N} P(z_k|x_n)(x_n - \mu_k)(x_n - \mu_k)^T}{\sum_{n=1}^{N} P(z_k|x_n)} \]  

(2.15)

\[ \pi_k = \frac{\sum_{n=1}^{N} P(z_k|x_n)}{N} \]  

(2.16)

An expectation maximization approach can be used to determine the parameter sets:

1. **E-step** - Using an initial set of values \( \{\mu_1, \mu_2, \ldots, \mu_k\}, \{\Sigma_1, \Sigma_2, \ldots, \Sigma_k\} \) and \( \{\pi_1, \pi_2, \ldots, \pi_k\} \), calculate the probability given in eqn (2.13).

2. **M-step** - Using the calculated value from the E-step, new sets of values for the above parameters are calculated using eqns (2.14), (2.15) and (2.16).

These two steps are repeated till convergence. In this manner GMMs can be trained.
to model both iris texture pixels and occlusion texture pixels. Given any pixel from the normalized iris image it can be classified as an iris pixel or an occlusion pixel using the following likelihood ratio test

\[
\frac{L_{\text{iris}}(x)}{L_{\text{occlusion}}(x)} \begin{cases} > 1 & \text{iris pixel} \\ < 1 & \text{occlusion pixel} \end{cases}
\]

(2.17)

where the suffix of the likelihood function \( L((x)) \) indicates the GMM model used.

2.8.3 Iris Feature Extraction and Matching

The feature extraction method used in our system, is a modified version of the method described by Daugman in [48]. This method projects the segmented and unwrapped iris image onto a set of complex valued 2D Gabor functions. The Gabor function \( G(x, y) \) is a complex harmonic function windowed by a Gaussian function as shown below

\[
G(x, y) = \frac{1}{\sqrt{2\pi}\sigma_x\sigma_y} \exp \left[ -\frac{1}{2} \left( \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} \right) + j \frac{2\pi}{\lambda} (x + y) \right]
\]

(2.18)

The projection of the iris onto the Gabor basis is achieved by a simple 2D filtering operation of the iris texture using the Gabor functions. The parameters of the Gabor functions are optimized such that there is optimal inter-class discrimination during the recognition process. The filter responses are encoded and used for user identification/verification. The encoding of the extracted features involves a simple four level quantization operation applied to the phase of the filtered responses. In order to match two given iris codes thus generated, a hamming distance measure is used. Assume that we have to compute the hamming distance between two iris codes \( I_1 \) and \( I_2 \). Let \( M_1 \) and \( M_2 \) be the associated iris masks generated as described in section 2.8.2. Then the hamming distance \( H \) between \( I_1 \) and \( I_2 \) is given by
Optimizing Gabor filter parameters

The Gabor filter parameters required to obtain very high user verification rates may be estimated by framing an optimization problem. For this purpose, we use the NIST Iris Challenge Evaluation Database [29]. We randomly choose a subset of this database to be the ‘gallery’ set and the remainder to be the ‘probe’ set. Given a Gabor filter \( G \), we create ‘probe’ and ‘gallery’ iris bit codes. From the pair-wise hamming distance scores, we compute the genuine accept rates (GARs) as well as the false accept rates (FARs). The GAR at 0.1% FAR is chosen as the cost of using \( G \). Our aim then is to choose that \( G \) which maximizes our cost. Let \( \theta = \{ \sigma_x, \sigma_y, \lambda \} \) be the parameter set that defines a \( G \) (see eqn.(2.18)). Then our optimization setup may be expressed as

\[
\hat{\theta} = \arg\min_{\theta} f(\theta)
\]

subject to \( \frac{I_{\text{height}}}{10} < \sigma_x, \sigma_y, \lambda < \frac{I_{\text{height}}}{4} \) \hspace{1cm} (2.20)

where \( f(\theta) = \frac{1}{N} \sum_{n=1}^{N} f_n(\theta) \). \( f_n(\theta) \) represents one iteration of calculating the GAR value over the database for a randomly chosen probe and gallery set. We perform \( N \) such iterations and take the average as the final GAR value. \( I_{\text{height}} \) is the vertical dimension of the segmented, normalized iris texture. We obtain the solution to this problem by setting up a simulated annealing framework as discussed in [50]. This algorithm is a Markov Chain Monte Carlo (MCMC) based search of the parameter space. The following elements are used in this framework:

• The set \( \Theta = \{ \theta \} \) of all possible Gabor parameter sets \( \theta \)
A set $\Theta^* \subset \Theta$ of desired (global) maxima in $f(\theta)$ (since there may be more than one set $\theta$ with GAR values very close to each other and very close to the global maximum)

Each Gabor parameter set $\theta_i \in \Theta$ is a state in a Markov chain. Let $\theta(i) = \Theta - \theta_i$ be the set of neighbors of $\theta_i$. Let the probability of choosing a neighbor state $\theta_j$ be given by $q_{ij}$. In our implementation all states are equally probable. Hence all $q_{ij}$ are equal.

A non-increasing function in time $T(t)$ called the temperature at time $t$.

An initial Gabor parameter set (initial state of the Markov chain) $\theta_{\text{initial}}$.

The state $x(t)$ of the Markov chain at time $t$.

Starting from the initial state $x_0 = \theta_{\text{initial}}$, the evolution of the Markov chain with time $t$ is based on the temperature $T(t)$. Using this approach, at equilibrium (i.e. when no state transitions occur and $T(t)$ is below a threshold) we will have obtained a $\theta$ that is very close to the global maxima. Convergence properties of this approach have been discussed in several works such as by Hajek [51] and Faigle et al [52]. Here we will only describe the procedure. Let state at time $t$, $x(t) = \theta_i$.

Choose a neighbor $\theta_j$ of current state $\theta_i$ at random, according to $q_{ij}$. Then $x(t + 1)$ is chosen as follows

- If $f(\theta_j) > f(\theta_i)$ then $x(t + 1) = \theta_j$
- If $f(\theta_j) < f(\theta_i)$ then $x(t + 1) = \theta_j$ with probability $P(x(t + 1) = \theta_j | x(t) = \theta_i)$
- else $x(t + 1) = \theta_i$
where,

\[
P(x(t + 1) = \theta_j | x(t) = \theta_i) = 
q_{ij} \exp \left( -\frac{1}{T(t)} \max \{0, f(\theta_j) - f(\theta_i)\} \right) \tag{2.21}
\]

After every iteration, the temperature \( T \) is updated as \( T(t + 1) = \frac{T(t)}{1000} \). At the start of the ‘annealing’ process, \( T \) is high and the algorithm is ‘exploratory’ in nature. Hence, it does not get stuck in local maxima. As the algorithm proceeds, due to decreasing \( T \), only those \( \theta \) that report better GARs are accepted. When convergence is reached, \( \theta \in \Theta^* \).

In the remainder of this dissertation, the matching algorithm that uses the Gabor filter thus estimated, is referred to as the optimal Gabor filter algorithm. This method is used in chapters 3 and 4 to evaluate the efficacy of the long range system as a iris recognition tool as well as to evaluate the iris texture enhancement algorithms proposed. The next chapter describes a method that may be employed for de-noising as well as for enhancing the resolution of iris texture images, acquired using the system that was described in this chapter.
Chapter 3

Enhancing spatial resolution in iris texture images

As can be seen from sections 2.2 and 2.4, the spatial resolution of the acquired iris pattern, decreases as the person being imaged moves further away from the system. One of the additional tasks undertaken in this dissertation, is to address the issue of degraded iris images and explore a possible enhancement solution. Such images are often encountered in real world settings; a few examples acquired using the proposed system are shown in Fig. 3.1. The degradation may be due to low light acquisition - when there is lesser infra-red illumination available. Then owing to the lower quantum efficiency of the sensor at higher wavelengths, sensor noise can dominate the image. It can also be due to improper focus estimation prior to acquisition, due to atmospheric effects, shallow depth of field etc. This section explores the possibility of restoring such degraded iris textures, by solving a sparsity constrained linear regression problem.

Decrease in resolution will have a profound effect on the iris recognition performance, as we empirically show in section 4.2 and section 4.3. Factors such as noise due to low illumination acquisitions are also to blame for decreased performance at longer system-to-subject distances (or *stand-off distances*). To alleviate any drop in performance on
account of these factors, it is advantageous to have a stage in the iris recognition pipeline, that can enhance acquired images. This chapter visits the two important facets of image enhancement - de-noising as well as resolution enhancement (interchangeably called super-resolution in this text) - that are required in any long range iris acquisition system. The crux of the enhancement technique described in this section, is an inverse imaging problem solved using a dictionary based linear regression model. The inverse imaging model works using noisy, low-resolution texture that has been imaged by the long range system.

- **De-noising** - The proposed model can be used in both a de-noising context as well as in a resolution enhancement context. The de-noising algorithm is based on our observation that any given iris texture can be represented, with minimal reconstruction error, as a sparse linear combination of exemplar texture samples from an over-complete dictionary of textures $D$. The over-complete dictionary is represented as a ‘fat matrix’ with more columns than rows i.e. more samples than dimensions. The columns of such a dictionary, are the exemplar textures and we refer to them as ‘atoms’. The number of rows depends on the dimensions of these atoms. The aim in the de-noising problem is to represent a given noisy texture patch, with a minimal number (sparse combination) of atoms. Since these atoms represent only iris textures and not noise, the intuition behind the method is that a sparse combination of atoms will represent only the essential texture variations and not noise. The method is discussed in section 3.2.

- **Super resolution** - The difference in the resolution enhancement method is that, it is based on generating a coupled dictionary model (two over-complete dictionaries instead of one), to map low resolution texture features to a higher resolution counterpart. In a nutshell, this means, one has to generate two representative iris texture dictionaries - a $D_l$ representing low-resolution patches and a $D_h$ representing the corresponding high resolution patches. The aim, in this approach, is simply to
determine a sparse linear combination of atoms in $D_l$ that best represents the observed low resolution texture patch and use the corresponding sparse coefficient set in $D_h$, in order to estimate the corresponding high resolution patch. Preliminary work using this approach has been shown to work in the context of natural texture images by Yang et al. [53]. In addition to this approach, in this dissertation, a novel method of using class-specific gradient constraints, is also explored, when solving for the linear regression coefficients; we find that these constraints enhance particular class-specific texture features, that specifically help in improving iris recognition performance when using low resolution images. The resolution enhancement method is discussed in section 3.3.

To keep the approach general, the dictionaries used in this dissertation are built using publicly available iris databases and subsequently used in de-noising or super-resolving images captured using the proposed long range iris system; specifically, for our work we have used texture patches from right eye images from the Iris Challenge Evaluation (ICE) database that was released by the National Institute of Standards and Technology (NIST). We illustrate all the methods in this section using left eye images from the same database. Results of using these methods on images acquired with the proposed long range system are reported in the next chapter. Prior to describing the de-noising and resolution enhancement methods, the next section discusses over-complete dictionaries containing exemplar iris
texture ‘atoms’ and how any given iris texture patch may be represented as a sparse linear combination of these atoms.

3.1 Sparse reconstruction in an over-complete dictionary

It is a well known fact that, a high dimensional naturally occurring texture has a sparse representation in several orthogonal bases. These bases can be the DCT bases, wavelet bases or data dependent bases obtained using principal component analysis (PCA). This in fact forms the basis of several image compression schemes, one example of which is the well known JPEG2000 [54] format. Several image denoising methods such as [55][56][57] have also successfully made use of the implicit sparsity of images in a known basis. Under certain conditions, it is also known that the texture can be approximated with minimal error, by a sparse linear combination of atoms in over-complete dictionaries, with redundant data along the columns. This has been investigated in seminal works such as by Donoho et al. [58], Tropp [59], Fuchs [60]. For the purpose of this discussion, consider an iris texture $x$, in vectorized form, such that $x \in \mathbb{R}^M$; let the over-complete dictionary of choice be $D \in \mathbb{R}^{MN}$, with $M << N$. If $\phi$ represents the vector of synthesis coefficients in $D$ for the image $x$, the texture representation problem can be formulated as

$$\hat{\phi} = \arg\min_{\phi} \|x - D\phi\|_2^2 \text{ s.t. } \|\phi\|_0 < L$$

(3.1)

where $L$ is the sparsity constraint on this under-determined coefficient estimation problem. Since the $\ell_0$-norm is discontinuous (hence non-differentiable), a gradient based minimization method is not possible in this case. Instead, we use a popular greedy approach - orthogonal matching pursuit (OMP) - to estimate the best set of coefficients $\hat{\phi}$ that satisfy the norm constraint. Before describing the enhancement algorithms in this section, we
**Figure 3.2:** Examples of segmented normalized iris images reconstructed with varying levels of sparsity in an over-complete dictionary (see eqn. (3.1)). With increasing $L$, the reconstruction uses more atoms and hence we see a better visual reconstruction.

experimentally show that any iris texture can be represented with minimum reconstruction error, using a sparse linear combination of representative atoms in an over-complete dictionary. For the purpose of this experiment we build our dictionary $D$ of atoms using textures present in the segmented normalized right eye image set within the NIST Iris Challenge Evaluation database[29] (the segmentation and normalization method used in our work is outlined in appendix 2.8. Texture patches of size $20 \times 20$ are used in this work. The dictionary is built using the popular KSVD approach proposed by Aharon et al. in [61], with a sparsity level of $L = 15$ in eqn (3.1). KSVD, as described in [61] is
Figure 3.3: ROC curves comparing verification performance when using the original left eye images from the ICE database in the probe set (the blue curve) with the cases when reconstructed images are used in the probe set. The reconstruction is done using the over-complete dictionary in eqn. (3.1), with varying levels of sparsity L.

a generalized K-means algorithm. The K-means algorithms clusters data such that any data sample can be associated with one of K cluster centers. The KSVD algorithm on the other hand, allows any data sample to be represented as a sparse linear combination of these cluster centers. The dictionary of cluster centers, or ‘atoms’ as they are referred to, is generated starting with a representative set of exemplar data points. The algorithm iteratively determines the best K atoms for this purpose.

The left eye images are used to test the efficacy of sparse representation. We reconstruct every image in the left eye dataset using sparsity levels of $L = 1$, $L = 5$, $L = 10$ and $L = 15$. The reconstruction of each normalized left eye iris image is done patch by patch, using a set of overlapping $20 \times 20$ patches from the input image. Given a patch $x$ from an input
image, eqn. 3.1 is solved for a fixed value of $L$ using OMP. The final reconstructed image is a composite of the individual patch reconstructions. The composite is built by alpha-blending the patch reconstructions. Fig. 3.2 shows examples of iris image reconstructions for various values of $L$. In addition, we use the dataset generated using various sparsity values in an iris verification experiment. The corresponding receiver operating characteristic (ROC) curves are shown in Fig. 3.3. These curves were generated using the original left eye images as gallery and the reconstructed images as probe. We see that even for very low levels of sparsity $L$, the reconstructed images hold sufficient class-specific discriminating information, such that they are able to be effectively used in iris recognition experiments. In fact, for low sparsity values, the verification performance is better than when using the original images in the probe set (represented by the blue curve). This is because, the sparse reconstruction in this dictionary has a de-noising effect on the data. The next section deals with this topic and shows, that this de-noising effect is advantageous especially in those cases when a large amount of noise is present in the data.

3.2 Proposed iris texture de-noising framework

One of the major challenges of long range iris acquisition systems, is the need for sufficient near infra-red illumination during imaging. Four near IR LED panels are used in the proposed system, to make sure that sufficient illumination is available. However, if a system designer is constrained by form factor size, or by power requirements, he/she may have to use a smaller source, which can result in noise in the acquired images. Under low light conditions, the primary sources of noise are electronic circuit noise and image sensor noise[62]. This noise can be approximated as additive white gaussian noise with zero mean and varying variance values - a higher variance depicting more noise. Examples of simulated noisy images from the ICE database are shown in Fig. 3.4 and Fig. 3.5. Algorithm 2 outlines how we can use the sparsity of iris textures to denoise a given noisy input image. Here
Algorithm 2 Algorithm to de-noise iris images

**Input:**
Normalized iris image $I$

**Process:**
Divide $I$ into $K$ overlapping patches \( \{ x_i | i = 1, 2, \ldots, K \} \)

for $i = 1, 2, \ldots, K$ do

Solve

\[
\hat{\phi}_i = \arg \min_{\phi} \| x_i - D\phi \|_2^2 \quad s.t. \quad \| \phi \|_0 < L \quad / / \text{each } x_i \text{ in this expression expressed in vector form}
\]

Set $\hat{x}_i = D\hat{\phi}$

end for

Initialize $\hat{I}$ as a matrix of zeroes.

for $i = 1, 2, \ldots, K$ do

Set $\hat{I} = \alpha \hat{x}_i + (1 - \alpha)\hat{I}$  
// before use in this expression each $x_i$ reshaped into a 2-D patch

end for

**Output:**
Return $\hat{I}$ as the reconstructed normalized iris image; reconstructed with sparsity level $L$

again, we use the over-complete dictionary built using the right eye images from the ICE data set. Following this, we attempt to de-noise the left eye images from the data set. The intuition here is that, the dictionary is built using good quality (not noisy) iris texture patches from right eye images and hence it learns what natural iris texture looks like from this right eye ‘training’ set. It is not built to model noise. Hence, given a previously unseen iris texture patch, by enforcing sparsity during coefficient estimation, we force the reconstruction to resemble an iris texture and not the embedded noise. Examples of de-noised images using this algorithm with $L = 1$ and $L = 5$, for two different levels of noise are shown in Fig. 3.4 and Fig. 3.5. We see that, with increasing levels of sparsity, the reconstruction paradigm tries to model the high frequency noise variations as well. Hence we keep the sparsity levels low in our experiments with the de-noising algorithm. Using various levels of de-noised images, the iris verification experiment from the previous section is repeated. The corresponding ROC curves are shown in Fig. 3.6. We see from the figure that, up to a certain level of noise, the use of de-noised images using the proposed de-
Figure 3.4: Two examples of image denoising using the proposed method. The noise added is white gaussian noise with zero mean and variance 0.02.
Figure 3.5: Two examples of image denoising using the proposed method. The noise added is white gaussian noise with zero mean and variance 0.05.
noising algorithm reports a better genuine accept rate (GAR) for all values of false accept rate (FAR). However, as the level of noise in the image increases, the sparse approximation framework will not be able to accurately model the underlying iris texture variations. Hence we see hardly any improvement in performance in Fig. 3.7b. In section 4.2, the same verification experiment is repeated using images captured using the proposed long range iris acquisition system.

3.3 Proposed spatial resolution enhancement framework

As a prologue to the discussion on resolution enhancement, we would like to remind the reader of the relationship between a high resolution image $I_h$ and its low resolution counterpart $I_l$. The function that maps $I_h$ to $I_l$ can be modeled using the following linear relationship

$$I_l = HI_h + n$$  \hspace{1cm} (3.2)

$n$ represents any noise present in the image. For the sake of this discussion, the primary source of noise is thermal noise and sensor noise, from the imaging sensor, when illumination intensity is low. The degradation matrix $H$ can be factorized as $H = DS$ where $D$ models the loss in spatial resolution due to increased target distance (reduced magnification), and $S$ is a convolution matrix, representing the convolution of the original image with the point spread function (PSF) of the optical system. These terms correspond to the factors that affect spatial resolution, discussed in section 2.2. $S$, for a diffraction-limited system, is the lens aperture function; which in its functional form, is expressed using a Bessel function of the first kind

$$S(\theta) = S_0 \left( \frac{2J_1(kr \sin \theta)}{kr \sin \theta} \right)^2$$  \hspace{1cm} (3.3)
Figure 3.6: ROC curves depicting iris verification performance using de-noised images from the ICE database. Noise is simulated in the probe image set for the experiment using additive white gaussian noise with varying levels of variance.
Figure 3.7: ROC curves depicting iris verification performance using de-noised images from the ICE database. Noise is simulated in the probe image set for the experiment using additive white gaussian noise with varying levels of variance.
This functional form is for a circular aperture, which is the case for the lens, with fully open aperture, used in this work. \( \theta \) represents the angular separation of a point on the image plane from the optic axis; \( r \) is the radius of the aperture and \( k = \frac{2\pi}{\lambda} \) is the wave number. As defined in section 2.2.2, \( \lambda = 850\text{nm} \) is the wavelength at which the target is illuminated. Fig. 3.8 shows examples of the segmented and normalized iris textures \( I_h \) and \( I_l \), from distances of 9m and 11m respectively. If there is an additional factor affecting resolution, say lens blur \( B \), then this can also be included in the degradation matrix as \( H = DSB \). In this dissertation, as a first approximation, the effect of \( H \) is modelled using a Gaussian kernel. The reason for this is that, in most cases, the ‘softening’ of images at larger distances is due to diffraction as described in section 2.2.2. This diffraction pattern (referred to as an airy disc), given by the lens aperture function (3.3), is very close to a squared sinc function. For a maximally open lens aperture, the side lobes of this function may be ignored and the main lobe can be approximated using a Gaussian kernel. To account for other effects such as de-focus, we simply increase the variance of the Gaussian kernel, to simulate a further decrease in resolution.

In this thesis, we propose to recover \( I_h \) from \( I_l \) by using a combination of exemplar texture sampling and sparse linear combinations of these exemplars. For the purpose of the discussion in this section, we ignore the presence of noise \( n \) in eqn. (3.2), by assuming a de-noised image using the method outlined in section 3.2.

A high resolution counterpart \( \hat{I}_h \) for an observed \( I_l \) is generated by

- breaking down \( I_l \) into blocks (or patches; these two terms are used interchangeably in this thesis) \( x^i_l = P_i v_{I_l} \in \mathbb{R}^W \); \( W \) being the dimension of the exemplars. Here \( v_{I_l} \) is the 2-D image \( I_l \) expressed in a vectorized form.

- estimating the high resolution counterpart block \( x^i_h \)

- alpha-blending the resultant blocks to create the final composite \( \hat{I}_h \)

Here, \( P_i \) is a ‘patch selection’ matrix to select the \( i \)th image patch from image \( I \). The
Figure 3.8: Example of normalized iris textures from our database captured at 9m and 11m; (a) and (b) show images from two different participants in our study. Our aim is to increase the spatial resolution in $I_l$ to that in $I_h$, in order to improve iris recognition scores. On visually inspecting the areas outlined in red, one can see the reduced resolution in the $I_l$ images.
patch size used in this work is $20 \times 20$.

### 3.3.1 Generating a coupled texture dictionary model with exemplar samples

The first step in our resolution enhancement algorithm is to populate a ‘texture dictionary’ with exemplar texture samples from available iris images. In this work, we do this by randomly sampling texture patches from iris images in the NIST ICE database [29]. We create two such dictionaries - $D_h$, containing high resolution texture samples and $D_l$, containing the corresponding low resolution counterparts. Both these dictionaries are over-complete i.e. the number of columns outnumbers the number of rows. Our super-resolution paradigm is based on the ability to reconstruct any given patch and its low resolution counterpart using the same set of sparse regression coefficients, in these over-complete dictionaries. We enforce a sparsity constraint to solve an under-determined problem, i.e. coefficient estimation in an over-complete texture dictionary. We observed that a sparse representation of any unseen iris texture patch in such an optimized dictionary, is able to capture all the minute variations, thus resulting in very low reconstruction errors.

The exemplar patches from ICE, expressed in vector form, are listed as the columns of a high resolution texture matrix $X_h$. Following this, in order to emulate the loss of spatial resolution and thus to obtain a counterpart low resolution texture matrix, we express $X_l = HX_t$. $H$ is approximated using a Gaussian kernel for the purpose of this study, in order to simulate loss of resolution with distance. In order to determine a $D_h$ and a $D_l$ that, using the same set of sparse coefficients, can minimize the reconstruction error of
patches in both $X_h$ and $X_l$ we pose the following optimization problem

$$\{D_l, D_h\} = \arg \min_{D_l, D_h, \phi} \|X_h - D_h \phi\|_2^2 + \beta \|X_l - D_l \phi\|_2^2$$

s.t. $\|\phi\|_0 < L$  

$\beta > 1$  \hspace{1cm} (3.4)

On solving this optimization problem, for a fixed sparsity level $L$, the resulting dictionaries will be able to reconstruct, with minimum error, any given low resolution patch and its high resolution counterpart with the same set of sparse coefficients $\phi$. Additionally, the weighting factor $\beta > 1$ is included to give more importance to the low resolution image. This is because, our aim is to eventually use our observation, i.e. a low resolution image, and super-resolve it to its high resolution counterpart. $\beta$ ensures that more weight is given to the reconstruction error of our observation. In order to implement and solve eqn. (3.4), we use an excellent dictionary estimation toolbox available here[63].

### 3.3.2 Super-resolving low resolution texture

Once the dictionaries $D_h$ and $D_l$ have been determined, we can estimate the high resolution counterpart of a previously unseen low resolution patch $x_l$, by solving a sparsity constrained $\ell_2$ norm minimization problem similar to eqn. (3.4). Specifically, given a low resolution texture patch $P_i I_l = x_{li}$, from any low resolution image $I_l$, we first estimate its sparse representation in $D_l$

$$\hat{\phi}_i = \arg \min_{\phi} \|x_{li} - D_l \phi\|_2^2 \hspace{0.5cm} s.t. \hspace{0.5cm} \|\phi\|_0 < L$$  \hspace{1cm} (3.5)

Since eqn. (3.4) is designed such that $\hat{\phi}$ minimizes the reconstruction error of both a low resolution patch and its high resolution counterpart, the high resolution (or ‘super-resolved’) $x_{hi}$ is determined as $x_{hi} = D_h \hat{\phi}_i$. All such estimated $x_{hi}$ are blended together
Figure 3.9: ROC curves comparing the verification performance using artificially blurred images from the ICE dataset and their enhanced counterparts. The blurring kernel is a $20 \times 20$ Gaussian kernel with increasing values of variance (gaussian spread).
Figure 3.10: ROC curves comparing the verification performance using artificially blurred images from the ICE dataset and their enhanced counterparts. The blurring kernel is a $20 \times 20$ Gaussian kernel with increasing values of variance (gaussian spread).

(a) $\sigma_{\text{blur}} = 16$

(b) $\sigma_{\text{blur}} = 20$
Figure 3.11: ROC curves comparing the verification performance using artificially blurred images from the ICE dataset and their enhanced counterparts. The blurring kernel is a $30 \times 30$ Gaussian kernel with $\sigma_{\text{blur}} = 20$. 
to obtain the final high resolution image $I_h$. Fig. 3.12 and Fig. 3.13 show examples of left eye images from the ICE database that have been blurred using a $20 \times 20$ Gaussian kernel with variance of 8. The corresponding deblurred images are shown in the same figure. A comparison of the verification performance when using the blurred images vs. when using the deblurred images is shown in Fig. 3.9, Fig. 3.10 and Fig. 3.11 for varying values of blur (increasing the blur using increasing values of Gaussian kernel spread) and for varying values of sparsity parameter $L$. We see that increasing the sparsity during enhancement, results in better overall verification performances. This can be attributed to a better reconstruction of the high resolution texture. Next we describe how we can add a gradient constraint to the above problem to obtain a better estimate of the high resolution texture.

**Using class-specific constraint**

As previously mentioned, the proposed long range system is an ideal tool to detect potential targets and threats from a distance, by identifying them based on the iris pattern. To test the performance of the system in such a scenario, we set up an open set identification experiment, with a cut-off hamming distance threshold. However, the performance of the system drops as the system-to-target distance increases (the stand-off distance). To aid the identification process in our experiment, when using targets at larger stand-off distances, we add an additional constraint to the coefficient estimation problem (3.5) - a *class-specific gradient error term*. As an addition to the super-resolution approach proposed, to use the coefficient estimation problem in a class/subject identification framework, we can add an additional class-specific gradient constraint to eqn. (3.5). The advantage is that, now we force the image recovery problem (3.5) to estimate coefficients that promote gradients along certain desired directions, which are class-specific. As against an authentication/verification problem, in the case of an identification problem we compare an input probe image with every class’ image in the gallery prior to deciding the correct class. By
Algorithm 3 Algorithm to enhance resolution and classify an input image $I_l$, using class-specific gradient constraints

**Input:**
- Probe image $I_l$
- Set of gallery images to compare against $\{I_g| g = 1, 2, \ldots, N\}$

**Process:**
- Divide $I_l$ into $K$ overlapping patches $\{x_i^g| i = 1, 2, \ldots, K\}$
- for $g = 1, 2, \ldots, N$ do
  - for $i = 1, 2, \ldots, K$ do
    - Solve
      \[
      \hat{\phi}_{gi} = \arg\min_{\phi} \beta_1 \|x_i^g - D_l \phi\|_2^2 + \beta_2 \|\nabla x_i^g - \nabla (D_h \phi)\|_2^2 \quad \text{s.t.} \quad \|\phi\|_0 < L
      \]
    - Set $x_h^i = D_h \hat{\phi}_{gi}$
  - end for
- Initialize $\hat{I}_{hg}$ as a matrix of zeroes.
- for $i = 1, 2, \ldots, K$ do
  - Set $\hat{I}_{hg} = \alpha x_h^i + (1 - \alpha) \hat{I}_{hg}$ //before using $x_h^i$ here, reshape it into a 2-D patch
- end for

**Output:**
- Return $\hat{I}_{hg}$ with minimal hamming distance to $I_g$.

First enhancing the probe image with class-specific constraints, we force the enhanced image to have gradient directions similar to the gallery image we are comparing with. The idea here is that, the enhanced image will be most similar only to the gallery image that belongs to the same class. The entire algorithm for the open set identification problem is given by algorithm 3. Assume that we are comparing an input image $I_l$ with a gallery image $I_g$ in our database (where $g = 1, 2, \ldots, N$ i.e. there are $N$ gallery images/people in our database). We solve eqn 3.5 for each patch $i$ in the input image, with the new class ‘$g$’ specific gradient constraint as follows,

\[
\hat{\phi}_i = \arg\min_{\phi} \beta_1 \|P_i I_l - D_l \phi\|_2^2 + \beta_2 \|\nabla P_i I_h^g - \nabla (D_h \phi)\|_2^2 \quad \text{s.t.} \quad \|\phi\|_0 < L
\]  
(3.6)
Figure 3.12: Examples of left eye images from the NIST ICE database artificially blurred and enhanced using the coupled dictionary model described in this chapter. The two types of enhancements - with and without class-specific gradient constraints are shown.
Figure 3.13: Examples of left eye images from the NIST ICE database artificially blurred and enhanced using the coupled dictionary model described in this chapter. The two types of enhancements - with and without class-specific gradient constraints are shown.
Figure 3.14: Examples of left eye images from the NIST ICE database artificially blurred and enhanced using the coupled dictionary model described in this chapter. The two types of enhancements - with and without class-specific gradient constraints are shown. The level of blur in this case is higher, compared to Fig. 3.13. We can visually make out the recovered details in either case.
P; as before, selects the ith patch from the image I. On estimating all the high resolution patches \( \{x_h^i = D_h \hat{\phi}_i | i = 1, 2, \ldots, K \} \), the final class-specific high resolution iris texture \( \hat{I}_{hg} \) is estimated by alpha blending the patches (see algorithm 3). In this manner, we estimate \( \{\hat{I}_{hg}|g = 1, 2, \ldots, N\} \), i.e. the high resolution estimates for all N gallery images.

The advantage is that, now we have forced each estimate to have gradients similar to the gallery sample at hand. In this expression, empirically we set \( \beta_1 = 1 \) and \( \beta_2 = 0.5 \), to give more weight to our observation rather than the gradient from the gallery sample. We see that on matching these estimates to the gallery sample, a better identification score is obtained (identification results are reported in Table 3.1). It is to be noted here that, only in the case of matching gallery samples from the same class as the enhanced probe sample, will the match scores be maximally improved by enforcing the gradients. In all other cases, there is little improvement in match scores. Algorithm 3 summarizes the method of gradient constrained enhancement and subject identification given a probe image and a set of gallery images.

A few examples of artifically blurred iris textures (using a Gaussian blur kernel with zero mean and variance 8) from the ICE dataset and the enhanced-resolution counterparts with and without gradient constraints are shown in Fig. 3.12 and Fig. 3.13. On visually inspecting the enhanced images, we can clearly see an improvement in spatial resolution, compared to the original image. The distribution of genuine and imposter scores when running an identification experiment using these low resolution images and when using the enhanced counterparts are shown in Fig. 3.17. We see a distinct separation of the genuine and imposter distributions when using enhanced images, especially when using gradient constrained enhanced images. Fig. 3.15 shows the corresponding ROC curves when the match scores are used in a verification experiment. The results of the open set identification experiment, with a fixed acceptance threshold is given in Table 3.1. The identification rates when considering only the top match, the top 3, and top 5 matches are reported in this table, for different values of acceptance thresholds (i.e. hamming distance values).
Figure 3.15: ROC curves comparing the verification performance using artificially blurred images from the ICE dataset and their enhanced counterparts. The blurring kernel is a 20 × 20 Gaussian kernel with a variance of 8. The performance when using gradient constraints in eqn. (3.6) is compared with the performance without using the constraints.
Figure 3.16: ROC curves comparing the verification performance using artificially blurred images from the ICE dataset and their enhanced counterparts. The blurring kernel is a $30 \times 30$ Gaussian kernel with a variance of 20. The performance when using gradient constraints in eqn. (3.6) is compared with the performance without using the constraints.
Figure 3.17: Distribution of genuine and impostor score distributions for the de-blurring experiment in Fig. 3.15. The thin line indicates the score distributions of the original left eye images. The thick dashed curves correspond to the blurred images and the thick solid curves to the de-blurred images using gradient constraint. The thin solid curves correspond to deblurring without the gradient constraint.

In summary, the proposed method to enhance degraded iris images is based on solving a linear regression problem (3.1). By using low levels of sparsity, this equation can be used to reconstruct a de-noised version of any input noisy iris texture patch $x$. In addition, a method to enhance the resolution of any iris texture degraded by a linear degradation operator $H$ was given in eqn. (3.5). By solving for the sparsest set of atoms in the low resolution dictionary $D_l$, the corresponding high resolution texture can be estimated from the coupled high resolution dictionary $D_h$. In our experiments we combine the de-noising

Table 3.1: Identification performance with and without de-blurring using increasing hamming distance acceptance threshold values

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Top match</th>
<th>Top 3 matches</th>
<th>Top 5 matches</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>blurred</td>
<td>enhanced</td>
<td>blurred</td>
</tr>
<tr>
<td>0.30</td>
<td>37.07%</td>
<td>84.91%</td>
<td>37.07%</td>
</tr>
<tr>
<td>0.35</td>
<td>81.25%</td>
<td>89.44%</td>
<td>82.15%</td>
</tr>
<tr>
<td>0.40</td>
<td>88.00%</td>
<td>88.00%</td>
<td>90.73%</td>
</tr>
</tbody>
</table>
Figure 3.18: Distribution of genuine and impostor score distributions for the de-blurring experiment in Fig. 3.16. The thin line indicates the score distributions of the original left eye images. The thick dashed curves correspond to the blurred images and the thick solid curves to the de-blurred images using gradient constraint. The thin solid curves correspond to deblurring without the gradient constraint and the resolution enhancement steps by using a low value of sparsity in eqn. (3.5). Finally, in eqn. (3.6) a method to encourage gradients in a particular direction, in the enhanced texture, is proposed. This expression is suited for a person identification setting, where we can present the enhancement problem in eqn. (3.5) with class-specific gradient constraints, while matching with the corresponding class’ gallery sample. The algorithm to classify the sample is given by algorithm 3. In the next section, we use the enhancement paradigm described in this section and study its ability to enhance images acquired using the long range iris system described in the previous chapter.
Chapter 4

Experiments and Results

In this chapter results of iris recognition experiments, set up to test the efficacy of the proposed long range system, are presented. The experiments are run on a database of images acquired over the past few months - the database consists of face and eye images from 70 subjects. In addition to the data captured using the long range system, data were also captured with a short range and medium range system currently available in the market. For the purpose of this dissertation, a short range iris acquisition system is considered to be any system which has to be held right next to the eye for successful iris pattern acquisition. Examples of such systems include Iritech’s IriShield-USBMK2120[8], the HIIDE system[18] and the PIER-T iris acquisition device[19]. These systems are capable of acquiring high quality eye images albeit only one at a time. In addition these devices require a high level of cooperation from the side of the user and a high level of skill on the side of the operator. Medium range devices refer to devices that operate at larger distances than these such as IrisID iCAM7000[30], Iritech IriMagic devices[20]. These devices are able to operate further away from the subject $20cm - 30cm$ from the subject. The short range system used in this work is Iritech’s IriShield device and the medium range system is the iCAM7000. A comparison of iris verification using a database composed of images from all three systems can also be found in this chapter. A description of the database is presented.
in section 4.1, following which the experiments are discussed. The primary motive of the experiments in this section is twofold

1. **to study the system’s long range verification performance** - we do this by comparing our system’s performance in a verification experiment to the performance of well-known commercial systems (which are known to excel in this scenario) in the same setting. The motive here is to measure the ability of the system to successfully verify whether a subject is indeed who he/she claims to be (such as in an access control setting). The results of this experiment are presented in section 4.2 and it is seen that, the proposed system performs as well as commercial short range/medium range systems. Using the proposed system, the verification performance is presented for various subject stand-off distances. The use of the enhancement methods introduced in chapter 3 is also explored, in order to improve the iris verification performance at longer stand-off distances. These results can also be found in section 4.2.

2. **to study the system’s long range identification performance** - this is a study concerning the relevance of the system as a long range identification device. This ability is important in high security settings - airports, entrances to public rallies, check points in war zones - to name a few. If a potential threat is identified, based on his/her iris patterns, well before he/she is within range of sensitive areas, unfortunate incidents can be prevented. To test this ability, we run open set identification experiments, specifically in the context of subjects standing either 9m, 10m and 11m away. We assume knowledge of a ‘watch-list’ of subjects, by enrolling subject iris images into a gallery, captured 9m from the system. The identification test is carried out using probe images captured at 9m, 10 and 11m. Here too, the use of the enhancement methods from chapter 3 is explored in order to improve identification performance. Further details regarding the database are presented in section 4.1. The long range identification experiments are presented in section 4.3.
Figure 4.1: (a) Example of face images using our long range system at distances (from left to right) 9m, 10m and 11m. (b) and (c) show eye images extracted from (a).
4.1 Long range iris database used for our experiments

In order to set up these experiments, we first gathered a database of 70 subjects. Database images were gathered using our system as well as two other commercial systems. In the context of this work, we wanted to use systems that could be used for both subject enrollment as well as verification. With that in mind, we chose to use two popular systems - the iCAM 7000 [30] and Iritech’s IriShield-USBMK2120[8], that are able to capture high quality images for enrollment as well as verification. **Long range data acquisition** - while acquiring images using our long range system, participants were asked to stand at distances of 9m, 10m and 11m from the system. Five images of each participant’s face and eyes were captured at each distance. The number of participants in this study is 70, resulting in a total of 350 face images, left eye images and right eye images. Example images of faces and eyes acquired at these distances are shown in Fig. 4.1. With regards to the choice of illumination wavelength, as discussed in section 2.6, a lot of the light in the visible spectrum incident on the iris, is absorbed while some portion of it is reflected off the cornea. Most of the light in the infra-red wavelength of the spectrum is reflected back and can be imaged by the sensor. An infra-red LED panel[39] is used in our system. Four panels of these low power LED panels are optimally aligned such that the individual outputs superimpose over the required acquisition range. The system is also fitted with a infra-red band-pass filter to be able to image within a 100nm band centered about the 850nm wavelength.

**Medium & short range data acquisition** - this database consists of left and right eye images acquired using the iCAM7000 and the IriShield-USBMK2120. It includes the same 70 participants as in the long range database and we capture three images per person. In total, from each device, we have collected 210 left eye and 210 right eye images. The iCAM7000 captures images from a distance of approximately 30cm from the subject, while the IriShield-USBMK2120 requires that the device be held right next to the subject’s eye.
Figure 4.2: This figure compares iris images from the same user using (a) our system from 9m, with images captured using the (b) IrisID iCAM7000 system [7] from 30cm, (c) the IrisShield-USBMK2120[8] from 3cm.
Fewer images are captured using the short/medium range systems, when compared to the long range system, since the former systems operate over a shorter range and involve a lot of cooperation from the user. The iCAM7000 for example requires the subject to follow audio prompts to position himself/herself at the ideal spot before imaging is initiated. Because of this, the images acquired vary very little and all images acquired are of high quality - as against the long range system, where the subject can blink or can move out of the depth of focus. It should be pointed out, however, that since these constraints are not enforced in the long range system, user interaction with the system is far easier and the system does the job of selecting the best iris images from the set of five collected during acquisition. Fig. 4.2 shows example eye images of the same participant acquired using all three systems.

4.2 Long range subject verification performance

This section studies the efficacy of the proposed system as an iris pattern verification tool. We assume that the subject presents credentials claiming to be a person ‘A’ and study whether his/her acquired iris pattern can correctly confirm if he/she is indeed person ‘A’. The iris feature extraction and matching techniques were outlined in section 2.8.3.

In order to test the proposed system, we enroll subjects in a gallery, using only an eye image captured from the 9$m$ mark. Three probe sets (the credentials presented by the user) are generated - one using three other images captured from 9$m$, another using three images from 10$m$ and the last set using three images from 11$m$. Fig. 4.3 and Fig. 4.4 show the receiver operating characteristic (ROC) curves for verification experiments when using only the left eye; Fig. 4.5 and Fig. 4.6 show the curves when using only the right eye. The performance when using both the optimal Gabor filter described in section 2.8.3 as well as when using a popular open source algorithm [9] are shown. An ROC curve plots the genuine acceptance rates (GAR) versus the false acceptance rates (FAR) for varying
Figure 4.3: ROC curves showing verification performance using left eyes, using our optimal Gabor filter. In all experiments, images from 9m were used in the gallery. The enhancement used is the technique without the gradient constraint proposed in section 3.3.2.
Figure 4.4: ROC curves showing verification performance using left eyes, using the open source implementation in [9]. In all experiments, images from 9m were used in the gallery. The enhancement used is the technique without the gradient constraint proposed in section 3.3.2.
Figure 4.5: ROC curves showing verification performance using right eyes, using our optimal Gabor filter. In all experiments, images from 9m were used in the gallery. The enhancement used is the technique without the gradient constraint proposed in section 3.3.2.
Figure 4.6: ROC curves showing verification performance using right eyes, using the open source implementation in [9]. In all experiments, images from 9m were used in the gallery. The enhancement used is the technique without the gradient constraint proposed in section 3.3.2.
values of hamming distance thresholds. By adjusting the distance threshold, based on the application at hand, the system operator can decide how many false accepts he/she is willing to tolerate for a particular number of genuine accepts. Ideally, we would require high GARs for very low FARs. Fig. 4.5a and 4.6a show the corresponding results when using only the right eye images. In either case, we see that the system is able to maintain very high values of genuine accepts for very low values of false accepts.

To serve as a benchmark, we used the data captured using both commercial systems, to perform the same verification experiments. These systems are popular in access control and verification scenarios in industry. One image per person is used in the gallery and the remaining are used in the probe set in either case. Fig. 4.7 shows the verification performance when using left eye images and right eye images acquired using both these systems.
systems. It is noteworthy that there is very little difference in performance, when using either of these close range systems, compared to using the proposed long range acquisition system. Specifically, we see GARs greater than 90% when using the Iritech and IrisID systems at low values of FAR (between 1% and 10%). The same level of performance is seen when using images from our system which have been acquired at the same distance as the gallery samples (9m in the case of this experiment). The probe images gathered from the 9m mark consistently report GARs above 90%, for very low values of FAR (0.1%). The caveat of the system though, as pointed out earlier, is a slight degradation in performance at 10m and 11m - this is to be expected due to the decrease in spatial resolution and increase in noise as discussed in section 2.2.

Fig. 4.3b, Fig. 4.4b, Fig. 4.5b and Fig. 4.6b show the verification performances when the images at 10m and 11m were enhanced using the methods proposed in the previous chapter. For the purpose of this experiment, we have used eqn. (3.5) for the purpose of resolution enhancement and de-noising. A low level of sparsity ($L = 3$) is used for the purpose of de-noising each patch in a given normalized iris image. The coefficients thus estimated are used in the high resolution over-complete dictionary $D_h$ to estimate the corresponding high resolution patch. The coupled dictionaries are estimated in the same manner as that described in section 3.3.1. The degradation matrix $H$ in this case is approximated using a Gaussian blur kernel to mimic the observed degradation when imaging a USAF resolution target, specifically when comparing Fig. 2.4a to Fig. 2.4b and Fig. 2.4c. A general upward trend is seen in the case of both the 10m and 11m curves when using the enhancement method, especially in the case of Fig. 4.4b and 4.6b. The reason for not seeing a greater improvement is because, linear degradation is an approximation of what happens to the eye as we move further back. There is a non-linear deformation component, due to pupil dilation as the subject moves further back from the system. The pupil dilation is due to less light reaching the eye, especially if the ambient illumination is limited (which was the case in our data acquisition setting). In addition, during the normalization of the iris
texture, there is some amount of interpolation during the unwrapping of the iris. This too is not taken into account by this approximation.

### 4.3 Long range subject identification performance

In this second set of experiments, as mentioned previously, we test the performance of our system when used for long range subject identification. The ability to tell who a person is, with a high level of confidence, is important for threat detection and subsequent access control. Traditionally, an iris pattern is ideal for this application because of the unique iris signature associated with each person. This test shows the potential for long range iris based identification as against its traditional role as an authentication/verification tool (which was presented in the previous sub-section).

To test this application, we use the enrollment images from $9m$ in the identification experiment, to try and identify probe images from $9m$, $10m$ and $11m$. The experiment was set up as an open set identification experiment, such that only those comparisons with hamming distance values less than a fixed threshold (in this case 0.3) are considered. If any probe image reports an $H > 0.3$, we consider that person as not belonging to the database.

Table 4.1 reports the identification accuracy when considering the top match and the top three matches for all probe images with $H < 0.3$. We first consider the results reported under the ‘original’ columns in that table, which uses the images prior to any enhancement. As is clear from the results, the identification accuracy is high when the user is close to the system ($9m$) and subsequently decreases with distance. The ‘enhanced’ column in this table reports the results of using enhanced images instead of the original ones. The method used for identification in this case was outlined by algorithm 3 in section 3.3.2. Past the ‘top 3’ case, the accuracy does not improve, since no other match falls below the threshold value. Hence, this is not reported in the table.

We see a distinct improvement across the board, when using the enhanced images.
Figure 4.8: Examples of four normalized iris images captured at 11m and their enhanced counterparts. The enhancement is done using the gradient constraint method outlined by algorithm 3 in section 3.3.2. A low level of sparsity $L = 3$ is used in this algorithm to ‘de-noise’ the images. The top row shows how this method enhances gradients in the low resolution input images. In the bottom row, the enhanced images appear of lower resolution because of the de-noising effect when using a low value of $L$. Summarizing the observation across the database, irrespective of whether the input image appears blurred or noisy, the output-enhanced images always have a ‘soft focus’ (due to the de-noising effect of the algorithm) while still maintaining gradient information along particular directions (due to resolution enhancement portion of the algorithm).
Table 4.1: Comparison of identification scores using original and resolution-enhanced images with an acceptance threshold of 0.4.

<table>
<thead>
<tr>
<th>Distance</th>
<th>Top match</th>
<th>Top 3 matches</th>
<th>Top 5 matches</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>original</td>
<td>enhanced</td>
<td>original</td>
</tr>
<tr>
<td>10m</td>
<td>73.3%</td>
<td>70.3%</td>
<td>75.2%</td>
</tr>
<tr>
<td>11m</td>
<td>64.8%</td>
<td>70.9%</td>
<td>73.3%</td>
</tr>
</tbody>
</table>

A few examples of enhanced images are shown in Fig. 4.8. We see that in case of low resolution texture images (the top row in the figure), some amount of enhancement results in textures with more gradient information. In the case of images that still have gradient information, there seems to be more of a de-noising effect and the enhancement results in a comparatively ‘softer’ image. A low level of sparsity $L = 3$ is used in algorithm 3; this results in simultaneous de-noising and resolution enhancement for all input texture images. This is why irrespective of whether the input image is blurred or whether it is noisy, the output enhanced images always have a ‘soft focus’ (due to the de-noising effect of the algorithm) while still maintaining gradient information along particular directions (due to the resolution enhancement by the algorithm). Fig. 4.9 compares the genuine and impostor score distributions when using the original probe images from 10m and 11m and compares them to the distributions when using enhanced images. Here too, for enhanced images, we can see a visible shift in the genuine distribution to the left (the desired direction for genuine scores), while the impostor distribution reports approximately the same distribution as the original case. Table 4.1 reports identification results when using both the original set of probe images and the enhanced set.

**Identification using VeriEye SDK** - In addition, we conducted an identification experiment using the VeriEye SDK from Neurotechnology[64]. This algorithm was one of the best performing algorithms as reported by NIST in the IREX II report[15]. In this experiment again, one image per person captured from 9m was used in the gallery and three images per person captured from 9m, 10m and 11m were used in the probe set. The
Figure 4.9: Comparison of genuine and impostor score distributions for both the left-(a),(b) and right-(c),(d) eye images. (a) and (c) show the distributions for probe images from 10m, while (b) and (d) correspond to 11m. In all cases, the dotted lines indicate the original distribution and the solid lines indicate the distributions after image enhancement. Red indicates impostor distributions, while blue indicates genuine distributions. In all cases, we see a distinct improvement when enhanced images are used instead of the original.
Table 4.2: Cross-device identification performance using a hamming distance acceptance threshold of 0.3.

<table>
<thead>
<tr>
<th>Distance</th>
<th>Top match</th>
<th></th>
<th>Top 3 matches</th>
<th></th>
<th>Top 5 matches</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>original</td>
<td>enhanced</td>
<td>original</td>
<td>enhanced</td>
<td>original</td>
<td>enhanced</td>
</tr>
<tr>
<td>9m</td>
<td>36.0%</td>
<td>41.8%</td>
<td>36.0%</td>
<td>60.1%</td>
<td>36.0%</td>
<td>78.8%</td>
</tr>
<tr>
<td>10m</td>
<td>30.0%</td>
<td>30.0%</td>
<td>30.0%</td>
<td>57.5%</td>
<td>30.0%</td>
<td>70.6%</td>
</tr>
<tr>
<td>11m</td>
<td>28.1%</td>
<td>28.1%</td>
<td>28.1%</td>
<td>58.8%</td>
<td>28.1%</td>
<td>72.6%</td>
</tr>
</tbody>
</table>

Identification rates reported by the algorithm, using the top match were 74.5%, 61.3% and 45.5% for the three probe sets respectively. **Subject identification across devices** - Another important application context for any biometric system, is the ability to enroll people using one device and identify them at a different location using another device. This is especially significant for surveillance scenarios, where security personnel maintain a database of high risk individuals - with the aim of identifying them later, at a different location, using a different acquisition system. This problem is particularly difficult for iris based biometric systems, due to the different properties of the optics and sensors used across acquisition systems and differences in imaging environments. However, as a first order approximation one can assume that these systems differ only in spatial resolving power. Within the context of this approximation, we ran an additional experiment, to explore identification across devices, using enrollment images from the short range system in our study - IriShield-USBMK2120. One image per person, from our database of 70 subjects is used as a gallery sample. Three separate probe image sets, as before, gathered from 9m, 10m and 11m are used in this identification experiment. Each probe set has 3 images per person, as in the previous experiment. Table 4.2 shows the identification results. Here too, we show the results before enhancement (‘original’ column) and after enhancement (‘enhanced’ column). The observed results are encouraging and show the potential of using the proposed enhancement method in such scenarios. However, a more accurate degradation model, that takes into account the different camera response functions has to be developed, to improve the identification scores further.
Chapter 5

Concluding Remarks and Future Work

The world of today is one of great political, economic and technological advances. Unfortunately, as has always been the case in history, the betterment of life always comes with a caveat of increasing insecurity. Today’s democratic societies face an ever increasing need to develop better tools to fight crime and terrorism, to better protect their way of life and their resources. It is impossible to always have a ‘human in the loop’ system for security, just because of the sheer size of our population and the sheer volume of resources that need protection. Machine vision as a result has been firmly rooted as the tool of choice in any security infrastructure and has become indispensable in the fight to keep societies safe. It has provided us the ability to have a virtual eye of sorts everywhere, even in locations where a human presence may be difficult or even harmful.

Over the past two decades, machine vision based security tools have seen further progress with the influx of biometrics. The aim of using these tools is to identify people by measuring physical traits, specific to the person in question; and thus detect any potential threats well before they have a chance to cause harm. However, the technology and the state-of-the-art are severely limited with respect to the range they can operate
over; the amount of cooperation required from the side of the person being imaged and even in terms of the image quality required by the back end algorithms that make up the system’s intelligence.

The aim of this dissertation is to address a sub-set of these problems with specific emphasis on the popular iris biometric. The iris has come to the fore as the biometric of choice, over the past decade, because of its uniqueness across the population just like fingerprints. Unlike fingerprints however, there is lesser likelihood of a change to a person’s iris pattern due to injury, illness or age. It is also possible to image the iris from a greater stand-off distance, unlike fingerprints, which require proximity between the sensor and the subject. Owing to its small size (12mm) however, it is challenging to image iris patterns from long distances and hence all the sensors currently in the market operate close to the subject of interest. The main contribution of this dissertation was to break away from this conventional stand-off distance and to discuss and address the challenges in designing a long range iris acquisition and recognition system. Chapter 2 outlined these challenges and solutions to achieve high quality iris acquisition from longer distances than what is possible currently in the commercial and academic space. Quantitative analyses were also presented with respect to different lens/sensor combinations that may be used in such a system. The final solution presented is capable of acquiring high resolution face and dual eye images from users standing at distances of 6m to 12m away. Examples of images acquired and the spatial resolution achievable were presented in the same chapter.

Chapter 4 reported iris recognition performance in both a verification experiment as well as an identification experiment, using a database of images gathered with the long range iris acquisition system. The performance is similar to that reported using commercial short range and medium range systems, as reported in the same chapter. One observation to note was the decrease in performance with increasing subject distance (compared to the distance at which the gallery images were acquired). Solutions for de-noising and super-resolving iris images captured using this system at greater stand-off distances were
presented in chapter 3. The solution was based on representing an iris texture using a linear combination of a sparse set of texture atoms from an over-complete dictionary. A computationally efficient greedy algorithm, namely orthogonal matching pursuit, was used to estimate this sparse set. In that section, a method to estimate a coupled dictionary model - a low resolution dictionary \( D_l \) coupled to a high resolution dictionary \( D_h \) - was presented. We saw how this model minimizes the reconstruction error for a low resolution patch and its high resolution counterpart simultaneously. As a result, by estimating a sparse coefficient set to reconstruct a given, previously unseen, low resolution iride texture patch in \( D_l \), the high resolution counterpart can be estimated by simply using the same coefficient set in \( D_h \). In addition, we showed how, using class specific gradient constraints, one can force the reconstruction to have gradients in a particular direction. Both these reconstruction paradigms were evaluated in the same chapter. It is seen from the experiments in chapter 4 that this method improves both the verification and identification results when using less than ideal iris images acquired with the system. This enables one to not only push the range of the acquisition system, but also to acquire images in less than ideal imaging conditions, when for example - one is forced to use non-ideal hardware (low quality optics/sensors), there is noise in the image due to low illumination, there is blur/de-focus due to inadequate focus estimation etc. - all of which are problems encountered in the real world.

5.1 Improving the design of the proposed system

A promising future direction in terms of system functionality is developing a module to identify subjects on the move. Preliminary work has been reported in [42] where we describe how focus estimation may be performed for users moving at a walking pace. With current and future developments in this direction, we will be able to acquire iris images from users moving at a faster pace, thus reducing constraints further on the user’s end. This will enhance the throughput of the current system, enabling it to capture enrollment
iris images from users on the move, with very little co-operation from them. A second method to achieve this, is to use a range finder to track the position of the subject and to keep the focal plane for acquisition fixed at a choke point through which subjects will have to pass. This choke point may be the point of immigration in airports, can be controlled entrances to public rallies etc. If the focal plane is fixed here, then acquisition needs to be performed only when the subject is in the vicinity of this point and we are always assured of getting in focus images. This is another method to increase throughput using long range systems, while minimizing cooperation required from subjects. Another useful feature is the ability to enroll/identify multiple users at the same time. This tool will be useful when trying to pick out individuals from a crowd and accurately identifying them, serving as an effective localization tool for city-wide surveillance. One way of achieving this is to use wide-angle lenses during acquisitions. Other distortions, not considered in this dissertation, such as barrel distortion have to be considered in such systems. An alternate method of capturing multiple subjects in one exposure, is to use catadioptric systems such as[65]. These cameras will be able to capture panoramas around the position of the camera, following which subjects of interest may be tracked and biometric patterns acquired. This will require, in addition to eliminating barrel distortion, a study into distortions resulting from imperfections in the mirror.

In addition to all these improvements, the current work can also be extended using new imaging techniques that have been developed over the past decade. These techniques use a combination of both novel optics as well as back-end computation to break free of the traditional ‘camera obscura’ model of imaging. A few thoughts on these methods as well as how the ideas proposed in this dissertation apply to them, are presented next.
5.2 A note on computational imaging and role in biometrics

At the outset, I would like to point out that the analyses presented earlier on in this dissertation is general and can be used in designing any biometric system and not just one for the iris in particular. A major point to be noted here is that, all of these are based on the traditional camera obscura model of imaging, which involves an object, sensor and a lens in between, to focus light rays in a required fashion. The principles of imaging are in essence the same as that of a standard pin hole camera - a very restrictive sampling of the complete set of rays, of the light field, emanating from any given scene/object.

There has been a surge of work that has attempted to break free of this traditional camera model by taking advantage of advances in computing and image processing. Computational cameras, as they are referred to in the literature, use a combination of novel optics and computations to produce a final image. The aim of most of these cameras is to find better ways to record all of the light rays from a scene instead of just a sub-set which is captured using traditional cameras. In the case of all these cameras, the captured image is optically coded and may not be meaningful in its raw form. The inverse computation module at the back end has a model of the optical setup and the related point spread function (PSF), which it uses to decode/deconvolve the captured image to estimate a new type of image that holds more benefits than an image from an conventional imaging system. A few examples of work on such systems are:

- Seminal work in building a light field camera (plenoptic camera) was done early in the late 20th century by Adelson and Wang[66]. Their design was based on placing an aperture behind the lens to sample only a sub-set of the light rays in each exposure. By varying the position of this aperture, they were able to show how to image the same scene from slightly varying view points. This preliminary design was used to
build a single-lens stereo system.

- Several other researchers in the field have developed variations of the design proposed by Adelson and Wang, some prominent ones being works by Okano et al. [67] and Naemura et al. [68], who use graded-index (GRIN) microlens arrays in front of the sensor to sample subsets of rays in a single exposure. Another approach to capture an entire light field in a single exposure was proposed by Wilburn et al. [69], using an array of cameras.

- One of the most popular systems for capturing light fields that takes inspiration from the design proposed in [66] is that proposed by Ng et al. in [70]. This design has been commercialized and is being currently marketed by Lytro [71]. This design is based on using a microlens array at the focal plane of a primary lens. The sensor captures the intensity from multiple light rays passing through each point on the primary lens during one exposure. By integrating over a sub-set of light rays Ng et al. show how we can recover images for different focal length values. Both [70] and [72] provide a detailed description of the camera design and associated theory.

- Another general class of imaging systems uses a form of encoding light rays at the pupil plane. An optical element such as phase plates or coded apertures are placed at, or close to, the pupil plane of a traditional lens. An important work in this category was the wavefront coding technique put forth by Dowski and Johnson [73]. This work uses a aspheric lens instead of the primary lens at the pupil plane, which produces a depth-independent blurred image on the sensor. The PSF of this aspheric lens is known beforehand. They use this PSF to deconvolve the actual image from the raw image on the sensor. The application of this technique extends the depth of field compared to traditional imaging systems.

- A system similar to the above is coded aperture photography proposed by Levin et al. in [74], which breaks the aperture up into smaller segments and thus is able to
simulate the effect of a low-pass filter with a larger support. In effect, the PSF of this system has non-zeros where the conventional system has zeros. Because of this, they are able to recover greater detail using inverse imaging techniques, when compared to using a standard fully open aperture.

All the advantages accrued using these novel imaging techniques can directly be carried over into a long range biometric system. Most of the analyses presented in chapter 2 still holds in the case of these cameras. Take the case of light field cameras such as that described by Ng et al. [70]:

• The aim of this camera is to mitigate the effect of depth of field by providing the ability to re-focus after the image has been acquired. This is done by sampling only a sub-set of rays and integrating them over a limited support on the actual sensor, to simulate varying positions of a sensor when using a traditional camera.

• The choice of focal length of the primary lens is still dictated by the choice of magnification as discussed in section 2.1

• The maximum spatial resolution resolvable also remains the same, since it depends on sensor pixel size and the aperture size of the primary lens as described in section 2.2.

• The new optical element introduced in the path of light in the case of this camera is the micro-lens array placed at the focal plane of the primary lens. This optical element will have two effects. First, it makes the discussion of depth of field in section 2.3 obsolete, because of the ability to re-focus after image acquisition. The size of the sensor pixels and the density will determine the directional resolution of the camera i.e. how finely can the light field be sampled. This will ultimately decide how fine of a focal stack can be re-created on the object side. Hence, smaller pixels will ultimately aid our spatial resolution as well as in achieving perfect focus on the focal plane on which the iris pattern resides.

• A second implication of using this optical element is a change in the field of view of
the device. In effect, the sensor serves as a plane to record light ray information from several smaller imaginary sensors placed at varying locations behind the primary lens. By choosing the location of the imaginary smaller sensor, we integrate over the corresponding set of light rays on our main sensor, to simulate the image that would have been formed on the smaller sensor. Because we integrate over only a sub-set of these light rays, the imaginary sensor images only a portion of the image circle at the output of the primary lens. The effect is the same as using a crop sensor such as Canon EOS70D[32] vs. using a full frame sensor such as Canon EOS5DMark2[31].

In order to account for the loss in field of view, many light field cameras have started opting to use medium format sensors, which are bigger in dimension such as [75].

The analyses are simpler in the case of computational cameras that use pupil plane encoding such as [73] and [74]. The effect in these cameras is a modification of the PSF as recorded by the sensor. This involves an additional term in the image formation expression eqn. 3.2. The inbuilt inverse imaging in these cameras, removes the effect of this linear operator and for all practical purposes we can consider these as imaging systems with an unconventional depth of field. However, in practice there will always be a difference in the recovered image due to imperfections in the materials used to generate the modified PSF. Empirical analyses will be required to determine the extent to which this will affect the biometric patterns imaged.

This dissertation has summarized the essential concepts and the pitfalls that have to be considered while designing a long range biometric imaging system, with specific emphasis on iris imaging. These concepts are generic and will aid in building new age biometric systems using existing imaging hardware as well as using emerging technologies. Future work in this area, as discussed in this chapter, will help to extend the reach of security systems in a manner that will help us identify and remove potential threats before they can cause harm to our societies. Further developments in this technology will go a long
way in aiding and protecting our men and women in uniform who put their lives on the line and guard our way of life day in and day out.
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