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Abstract

In this thesis, I ask the question “how do we compute reliably using thousands of distributed, unreliable nodes?” We propose a system-level solution where we add redundant data across distributed nodes using the technique called “coded computing.” Our main contribution is developing strategies for a masterless, fully-decentralized setting for important computation primitives in machine learning (ML) and scientific computing applications while minimizing the overhead of coding. For distributed matrix multiplication, we make a fundamental advance by proposing coded computing strategies that outperform prior works by an unbounded factor, including recently-developed coded computing strategies as well as traditional Algorithm-Based Fault Tolerance (ABFT) strategies. We also propose coded computing schemes for other primitives such as fast Fourier transform (FFT) and matrix QR factorization.

Completing computation reliably and in time under diverse unpredictabilities (e.g., stragglers, node failures, bit flips) is becoming a more important problem. The amount of data we collect is growing exponentially and recent developments in ML have enabled utilizing and processing such large quantities of data. This has not only led to an increase in the scale of computing but also the wide popularity of large-scale computing across our society. I will discuss how masterless coded computing can be a more efficient fault-tolerance technique under growing unpredictability in computing systems, providing both theoretical and experimental evidence.
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Chapter 1

Introduction

1.1 Reliability Issues in Computing

“Hardware Problems on October 14 and 15. The 360/91 was down from 4:50 P.M. Tuesday until 10:45 A.M. Wednesday because of a hardware failure due to a faulty SLT card in the floating point section of the CPU. The backup card had already been used. The IBM Emergency Parts Center located one Tuesday night in Palo Alto, but it was damaged in transit. Another card was located in Pennsylvania; it was due to arrive in Los Angeles by 6:30 P.M. Wednesday, but the IBM Customer Engineer succeeded in repairing the damaged card and got the 91 up by 11 A.M., averting an additional 9.5 hours of downtime.”

CCN Newsletter, University of California, Los Angeles, Oct. 15, 1975

“In 2003 in Schaerbeek, Belgium, a single-event upset (SEU) was responsible for giving a candidate in an election an extra 4,096 votes. This was only spotted because it meant the politician concerned had more votes than it was possible to get and an investigation ensued.”

The Independent, Feb. 17, 2017
It is easy to assume that computers are purely logical machines that take inputs, follow through pre-determined operations, and produce outputs, and to forget about the physical reality underneath the logical operations. Computers are still physical systems that follow the laws of physics. Albeit this sounds like a self-evident statement, it has an important implication: computers are subject to the statistical nature of particles, and hence subject to “noise”. One might question if computing can transcend the physical restrictions at all. However, through Szilard’s machine [68, 105], it was shown that information is fundamentally a physical quantity, and hence the processing of information is a physical process.

The question of how to assemble physical components together to output reliable computation results under inherent noise in nature has been an important thread in computer science research since the beginning of the field. The pioneer of modern computer architecture, John von Neumann initiated the discussion on this topic in a series of five lectures at Caltech [115] in 1952, and it attracted tremendous attention from prominent researchers [10, 122] including the founder of Information Theory, Claude Shannon [79].

While the deep-rooted problem of reliability in computing remains a fundamental issue, how it manifests depends on the physical substrate and the specifics of a computing system. Starting from vacuum tube computers in the 1940s, computing technology has gone through a myriad of revolutionary changes, and factors that affect the reliability of computing have been evolving at a fast pace. There are more diverse factors than one might imagine that could cause faulty computing. At the atomic level, cosmic rays, the flux of high-energy particles that come from outer space, could interfere with atoms in a chip and cause a bit flip. Computing failures can also result from faulty read from aging memory. For instance, flash memories have a finite read/write endurance, which means that after some number of cycles, a flash cell becomes unreliable and
unable to retain the stored information. Unexpected power outages can also bring important
computation to a sudden halt.\footnote{At Oak Ridge National Lab, which is on the wildlife reserve, wild animals running over power lines have led to power outages several times.} Software errors such as bugs for an unconsidered corner case comprise a large fraction of computer crashes.

An important change in computing paradigms in recent decades is scaling out instead of scaling up. As we are reaching the end of Moore’s law and Dennard’s scaling, going massively parallel became a more efficient solution for scaling computation. There are unreliability issues that arise from massive parallelism. Firstly, since we are concurrently using tens of thousands of processors, each of which has its own failure probability, as a whole, the probability of failure increases and mean-time-between-failure (MTBF) decreases. Consider the Fugaku supercomputer that is now being built in Japan to be available in 2021. The system will have 150,000 physical nodes with a total of 8 million cores \cite{fugaku}. For a system-level mean-time-between-failures (MTBF) of 24-48 hours, the MTBF of each node must be 411-822 years. Such nodes are difficult to design, implement, and test, and provide little-to-no room for unexpected reliability issues (e.g. dirty power, unexpected early wear-out \cite{dirty_power, early_wear}) that have been experienced in the past. Unreliability is not limited to hard crashes or soft errors; unpredictable program execution time is also a reliability issue since users want to obtain computation results within the expected time. The issue of unpredictably slow compute nodes, known as “stragglers”, are well-recognized in cloud computing literature \cite{stragglers, stragglers_cloud}. It is an increasing concern as we increase the number of compute nodes because each node exhibits different performance in practice (even identical ones) and it becomes harder to predict the job completion time with thousands of intrinsically heterogeneous nodes. Another factor that compounds the problem is that these large-scale systems are often multi-tenant. As there are dynamically changing job requests, it is not always possible to do optimal job distribution. Sub-optimal scheduling of jobs can lead to long job queues at certain compute nodes or network congestion, which all contribute to unpredictable program execution time.
The problem of reliable computing will continue to diversify as new technology and paradigm of computing emerge. To go beyond the limit of transistor-based computing technology, people are exploring completely new technologies such as quantum computing or biological computing. In the early phase of these new technologies, one of the biggest challenges would be providing high reliability and fidelity. Even with the same hardware technology, how we utilize and service computing technologies is going through innovations. For example, federated learning, in which edge devices (e.g., smartphones) and the central server communicate back and forth to train a private machine learning model, has been an exciting field of study [72]. A critical challenge in federated learning is dealing with unreliable edge devices that can drop out of computation due to connectivity or energy constraints. Another upcoming idea is serverless computing [58] offered by cloud providers where a user can run applications at a lower cost by not having a dedicated server but instead using machine resources that are dynamically allocated based on each provider’s policy. A user of serverless computing service cannot know which machine will become available or unavailable, and incorporating such dynamically-changing compute resources can be a new unreliability problem.

### 1.2 Coded Computing as a Low-Overhead Reliability Technique

Despite the effort for assuring the reliability of each component in computing systems, there remain uncontrollable factors. What are the techniques used to handle random unreliabilities in today’s large-scale computing systems? All current production-quality technologies rely on checkpointing, where we store the snapshot of computation at a regular interval and roll back to the most recent checkpoint in case of failure. To store the synchronized state of distributed nodes, checkpoints are often stored in a shared parallel file system. The time spent in checkpointing is significant (15–30 minutes in 20009) because of the I/O burden to the parallel file system [13].
There has been an active research to reduce the overhead of checkpointing, such as reducing the size of checkpoints [9, 53] or in-memory checkpointing [133].

Another reliability technique often considered in distributed computing systems is replication [2, 5, 33, 34, 117]. In replication strategies, we create replicas of the same process so that even when a node (or a process) fails, we can proceed with one of the surviving replicas, without having to roll back and restart. Replication has large resource overhead (at least 2x) as we have to use limited computing resources to perform identical computations just for reliability. However, recent studies have shown that using replication can be more efficient than checkpoint-restart in systems with small MTBF [34], and using replication along with checkpoint-restart can greatly reduce mean-time-between-interruption (MTBI) [5].

Checkpoint-restart and replication can be applied universally, agnostic to the computation task. Can we sacrifice the universality and come up with a more application-specific reliability method to reduce the time and resource overheads of these generic strategies? Especially, can we borrow ideas from information theory, that has served as the foundation of modern digital communication by contriving a mathematical tool to design redundancy that is unboundedly more efficient than replication? This is the approach we propose in this thesis, called “coded computing”, where we add redundancies through encoding and decoding using the ideas from error-correcting codes. We will explain the basic idea of coded computing in more detail in Chapter 2. In this section, we provide a brief history of the concept of coded computing, which is almost as old as the problem of reliable computing.

In 1958, Elias studied if we can extend Shannon’s noisy coding theorem in the landmark paper, “Communication in the presence of noise” [100], to noisy AND gates, and wrote a paper titled “Computation in the presence of noise” [30]. Subsequent works also studied how to incorporate noiseless encoders and decoders to build reliable Boolean gates [86, 121, 122]. A more advanced encoding and decoding technique called algorithm-based fault tolerance (ABFT) was proposed by Huang and Abraham in 1984 [52] to detect and correct errors on circuits during
linear algebra operations and later developed for other computations such as fast Fourier transform (FFT) \[18, 92\]. Chen and Dongarra discovered that the ABFT technique could be used for parallel matrix algorithms for HPC systems \[17\] to deal with node failures. This has initiated extensive research in ABFT \[8, 21, 47, 128\], and soft error detection/correction using ABFT was also studied \[16, 78\].

In 2015, the same idea was proposed by Lee et al. to combat the straggler problem \[67\], and was given the name “coded computing”. Since the pioneering work by Lee et al., coded computing has generated exciting results including: coding strategies for distributed optimization \[61, 91, 108, 129\], addressing von Neumann’s 60-year-old question of error-resilient neural network training \[28\], obtaining storage-optimal solutions to error-resilient matrix-multiplication \[29, 101, 132\], and obtaining the first solution to linear transforms with all elements being error-prone \[125\].

Compared to existing fault tolerance techniques, coded computing can be a much more efficient solution in terms of system overhead. Coded computing does not require roll-back or
restart to recover the lost result from a failed node. Instead, it requires communication from
the surviving nodes and low-complexity decoding operation to recover the computation output.
Also, compared to replication-based schemes, coded computing requires much less redundancy.
Replication-based schemes require 2x redundancy for detecting an error and 3x redundancy (also
known as triple modular redundancy (TMR)) for correcting an error. Coded computing, on the
other hand, can provide single error detection and correction capability with a small (asymptoti-
cally negligible) redundancy.

1.3 Definitions and Notation

Computation System Models

We will mainly use two models of distributed computation system in this thesis: a master-worker
setup and a masterless setup.

![Computational System](image)

Figure 1.2: A computational system: The master node receives the computational inputs and
sends appropriate tasks to the workers. The workers are prone to faults and delays. The fusion
node aggregates the computational outputs from the subset of successful workers and produces
the desired computational outputs.

**Definition 1.3.1.** [Master-Worker Setup] In the master-worker setup, we assume that there are
three types of nodes: (i) a master node; (ii) worker nodes; and (iii) a fusion node whose roles are
the following:
(i) A master node that receives computational inputs and perform pre-processing if required. It then distributes (pre-processed) input data to worker nodes.

(ii) Worker nodes perform the given computation on the input it received from a master node. A successful worker sends the resulting computation to the fusion node. A failed worker does not send the result to the fusion node.

(iii) A fusion node that receives outputs from the subset of successful worker nodes. If a fusion node receives enough number of successful workers, it will perform post-processing (e.g., decoding) and produces the final computational output. Otherwise, it declares a “computation failure.”

Note that we make a distinction between a master node and a fusion node as they serve different functionalities. However, the distinction is more logical, and both master node and fusion node will reside in one physical node. Sometimes, we will omit this distinction, and call a fusion node as a master node in some places. Details of each node’s role would depend on the computation goal.

Definition 1.3.2. [Masterless Setup] A masterless setup consists of a set of identical compute nodes. There is no central node present during the computation and nodes do not have any shared memory. Data located at different nodes can be shared only through explicit communication between two nodes. We assume a fully-connected network where any worker node can communicate with any other node in the system directly.

Also, we will use the term nodes and processors interchangeably in this document. In real-world distributed systems, nodes are composed of multiple processors, and a processor has multiple cores. While we will acknowledge these differences in Chapter 4, where we discuss experiments, in other places, one should regard nodes as a more abstract notion.
**Error-Correcting Codes**

We will very briefly review the basics of error-correcting codes as they have been designed for communication and storage systems. For more comprehensive understanding, we refer the readers to excellent textbooks including [74, 94, 95].

The objective of error-correcting codes is to add redundancy on the given data to recover lost or corrupted data through redundancy. Mathematically, this can be described as follows. Let \( \mathbf{m} \in \mathbb{F}^k \) denote a length-\( k \) message vector. By adding \( n - k \) redundant symbols, we want to encode this message vector into a length-\( n \) code vector \( \mathbf{x} \in \mathbb{F}^n \). The encoding function:

\[
\mathcal{E} : \mathbb{F}^k \to \mathbb{F}^n
\]

that maps \( \mathbf{m} \) to \( \mathbf{x} \) can be any function, but in this work, we will only consider linear functions. This is referred to as *linear encoding*. Given that \( \mathcal{E} \) is linear, now the encoding process can be represented as:

\[
\mathbf{x} = \mathbf{mG},
\]

where \( G \) is a \( k \)-by-\( n \) matrix, called a *generator matrix*. One important parameter in error-correcting codes is a code rate \( R = k/n \) that represents how much portion of \( \mathbf{x} \) contain the original information.

A crucial question to ask is: how many lost symbols can we recover if we add \( n - k \) redundant symbols? A reasonable hope would be tolerating \( n - k \) erasures since we added \( n - k \) more symbols. This is indeed the provably best performance any encoding function can achieve, and there exists a linear encoding scheme that achieves this. Codes that achieve this are called maximum distance separable (MDS) codes.

*Systematic codes* under the linear encoding \([1.2]\) are codes that have a generator matrix of the form:

\[
G = \begin{bmatrix}
I_{k \times k} & P
\end{bmatrix},
\]

\[(1.3)\]
The left $k$-by-$k$ square block is identity matrix, followed by a $k$-by-$(n - k)$ parity generating matrix $P$. This means that the first $k$ symbols of $x$ would be just a copy of the original message $m$, and the last $n-k$ symbols would be linear combinations of $m$ encoded by: $mP$. In systematic codes, we will call the encoded symbols \textit{parity symbols} or \textit{checksums}.

Now, we introduce some notions that are closely related to distributed computing settings. The \textit{recovery threshold} is the minimum number of successful workers required by the fusion node to recover the computation output. We will denote the recovery threshold by $K$. The \textit{recovery bandwidth} is the minimum number of symbols to be communicated to the fusion node to recover the computation output.

**Failure Models**

Largely, the failure model we consider in this thesis is \textit{“an erasure model”} where we assume that when a node fails, we lose the entire data it held. An erasure can happen for various reasons. It could be due to \textit{fail-stop errors} which is a commonly used abstraction for failures in HPC to describe a situation where process behavior becomes arbitrary. It could be also due to \textit{stragglers}. If a process does not respond within the set deadline, it could be considered as an erasure. Also, we assume that a node failure can be isolated\footnote{One failure can easily trickle down to other nodes and isolating a failure is not always straightforward in real-world systems. However, we limit ourselves to a simple model in this thesis.}.

**Latency Models**

We use the $\alpha$-$\beta$ model to estimate the point-to-point communication cost. In the $\alpha$-$\beta$ model, the time to send or receive a message of $s$ bytes is:

$$T = \alpha + s \cdot \beta \quad (1.4)$$

Here, $\alpha$ is startup time to establish a connection between two nodes, and $\beta$ is the bandwidth cost required to transfer one symbol. For an algorithm that requires multiple rounds of message
exchanges, total communication time can be written as follows:

\[ T = C_1 \alpha + C_2 \beta, \]  

(1.5)

where \( C_1 \) is the number of communication rounds, \( C_2 \) is the number of symbols communicated in a sequence. To be more precise, if we denote \( b_i \) as the maximum number of symbols communicated between two nodes at the \( i \)-th round, \( C_2 \) can be written as:

\[ C_2 = \sum_{i=1}^{C_1} b_i. \]  

(1.6)

This is because the next round does not start until the previous round is completed, and the bandwidth latency for each round is dominated by the largest message. Symbols can have different units, such as bits or bytes, but in this work we do not specify any units.

In some places, we will use the \( \alpha-\beta-\gamma \) model to incorporate the computation cost into equation:

\[ T = \alpha C_1 + \beta C_2 + \gamma C_3, \]  

(1.7)

where \( C_3 \) is the number of floating point operations (flops).

### 1.4 Main Contributions and Outline

This thesis considers a long-standing intellectual problem of computing reliably with unreliable components adapted to the present-day computing systems by marrying large-scale distributed algorithms and coding theory. Main contributions of this thesis are as follows:

- We propose MatDot codes for matrix multiplication that advance on the existing literature in ABFT and coded computing strategies in terms of recovery threshold. It was later proven that the recovery threshold of MatDot codes is optimal under input storage constraint \([132]\). We also constructed PolyDot codes that can flexibly trade off communication cost and storage cost. (Chapter 2)
• We argue that coded computing with a master node is not scalable (with some preliminary experimental evidence), and we introduce the idea of “masterless coded computing”, where data pre- and post-processing are also done without a central master node. (Chapter 3)

• An important topic to be thought over in masterless coded computing is reducing the communication cost of distributed encoding and decoding. By borrowing the idea of locally-recoverable (LRC) codes from the latest distributed storage codes literature, we propose LRC coded matrix multiplication which allows for more communication-efficient recovery in case of a single failure. (Chapter 3.1)

• We propose fully-distributed coded computing algorithms for existing numerical algorithms that are extensively used in a broad set of HPC applications such as: Scalable Universal Matrix Multiplication Algorithm (SUMMA) and the 4-step algorithm for FFT. (Chapter 3.2)

• Finally, we show experimental evaluation of the proposed 3D Coded SUMMA on a HPC system. Through extensive experiments, we compare when coded computing can outperform existing fault-tolerance techniques such as replication or ABFT. (Chapter 4)

1.4.1 Excluded Work

During my Ph.D., I also worked on energy-adaptive error-correcting codes which is not included in this thesis. The goal of this research was to design an error-correcting code that can adapt to time-varying environments (e.g., SNR, energy constraints) to minimize energy consumption for encoding/decoding. I proposed two novel designs of energy-adaptive codes: (1) energy-adaptive polar codes (theoretical analysis), (2) energy-adaptive LDPC codes (simulation analysis). For interested readers, we refer to [54, 55, 57].
Chapter 2

Introduction to Coded Computing

“It seems somewhat strange to be writing a paper on parallel matrix multiplication almost two decades after commercial parallel systems first became available. One would think that by now we would be able to manage such an apparently straightforward task with simple, highly efficient implementations. Nonetheless, we appear to have gained new insight into this problem.”

The first paragraph of “SUMMA: scalable universal matrix multiplication algorithm” by R. A. van de Geijn and J. Watts, 1997

This chapter will be a gentle introduction to coded computing. We will first walk through the basic concept of coded computing by showing how we can apply coding to distributed matrix multiplication since matrix multiplication is not only a crucial building block of numerical algorithms but also straightforward to understand. After providing a few simple examples in Chapter 2.1.1 we illustrate MatDot codes and PolyDot codes more formally, which are our major breakthroughs in coded matrix multiplication. Then, in Chapter 2.2 we take one step back from coded matrix multiplication, and discuss a more global view on how coded computing can be applied to other classes of computation.
2.1 Coded Matrix Multiplication

Throughout this chapter, we will assume the master-worker setup defined in 1.3 and our computation goal is to compute the following matrix multiplication:

\[ C = AB, \]  

(2.1)

where \( A, B, C \) are assumed to be \( N \)-by-\( N \) square matrices for simplicity\(^1\). The key idea of coded matrix multiplication is encoding redundancy on the inputs \( A \) and \( B \) before the computation so that the computation output \( C \) can be protected from any possible failures during computation. We believe that this would be best understood through simple examples.

Below are a few more notations we use throughout this chapter:

- \( P \): The total number of worker nodes used.
- \( m \): The storage parameter that denotes that a fixed \( 1/m \) fraction of each of the input matrices can be stored at each node.
- \( k \): The recovery threshold of a coding strategy.

2.1.1 Simple examples

We provide simple examples of three different coded matrix multiplication strategies: (i) ABFT matrix multiplication [52] (also called Product codes in [67]), (ii) Polynomial codes [130] and then (iii) our proposed construction, MatDot codes. We will evaluate the straggler tolerance of a strategy by its recovery threshold, \( k \). For all the examples, we consider the simplest case with \( m = 2 \). Let us begin by describing the first strategy, ABFT matrix multiplication.

Example 2.1.1 (ABFT codes [52] \( (m = 2, k = 2\sqrt{P}) \)). Consider two \( N \times N \) matrices \( A \) and \( B \) that are split as follows:

\[
A = \begin{bmatrix} A_0 \\ A_1 \end{bmatrix}, \quad B = \begin{bmatrix} B_0 & B_1 \end{bmatrix}
\]

\(^1\)Coding strategies we introduce here can be extended to rectangular matrices as well.
where \( A_0, A_1 \) are sub-matrices (row-blocks) of \( A \) of dimension \( N/2 \times N \) and \( B_0, B_1 \) are sub-matrices (column-blocks) of \( B \) of dimension \( N \times N/2 \). Using ABFT, it is possible to compute \( AB \) over \( P \) nodes such that, (i) each node uses \( N^2/2 \) linear combinations of the entries of \( A \) and \( N^2/2 \) linear combinations of the entries of \( B \) and (ii) the overall computation is tolerant to \( P - 2\sqrt{P} \) stragglers in the worst case. Thus, any \( P - (P - 2\sqrt{P}) = 2\sqrt{P} \) worker nodes suffice to recover \( AB \).

ABFT codes use the following strategy: \( P \) processors are arranged in a \( \sqrt{P} \times \sqrt{P} \) grid. ABFT codes encode two row-blocks of \( A \) and two column-blocks of \( B \) separately using two systematic \((\sqrt{P}, 2)\) MDS codes. Then, we distribute the \( i \)-th encoded row-block of \( A \) to all the worker nodes on the \( i \)-th row of the grid, and the \( j \)-th encoded column-block of \( B \) to all the worker nodes on the \( j \)-th column of the grid. Note that here the grid indexing is \( i = 1, 2, \ldots, \sqrt{P} \) and \( j = 1, 2, \ldots, \sqrt{P} \). An example for \( P = 9 \) is shown in Fig. 2.1. The worst case arises when all but one worker node in the lower right \((\sqrt{P} - 1) \times (\sqrt{P} - 1)\) part of the grid fail. Thus, the worst case recovery threshold is \( P - (\sqrt{P} - 1)^2 + 1 = 2\sqrt{P} \). For the example given in Fig. 2.1, where \( P = 9 \), recovery threshold is \( 2\sqrt{P} = 6 \).

![Figure 2.1: ABFT matrix multiplication](image)

Figure 2.1: ABFT matrix multiplication \([52]\) for \( P = 9 \) worker nodes with \( m = 2 \), where the recovery threshold is 6.

In the previous example, the recovery threshold was a function of \( P \) and thus it requires more successful worker nodes as we use more processors. However, as we will show in the next
Figure 2.2: Polynomial Codes [130] with $m = 2$. The recovery threshold is 4.

Figure 2.3: An illustration of the computational system with four worker nodes and applying MatDot codes with $m = 2$. The recovery threshold is 3.

example, Polynomial codes [130] provide a superior recovery threshold that does not depend on $P$.

**Remark 2.1.1.** In the worst-case ABFT codes might require $\Theta(\sqrt{P})$ nodes to finish, but in the best-case only $m^2$ nodes might suffice, e.g., if all the systematic nodes finish first. Therefore, some specific subsets of nodes of size smaller than the recovery threshold can sometimes suffice for reconstruction, even though not all subsets of this size suffice. For a detailed discussion on best-case and average-case recovery, the reader is referred to [67].

**Example 2.1.2** (Polynomial codes [130] ($m = 2, k = 4$)). Consider two $N \times N$ matrices $A$ and
that are split as follows:

\[ A = \begin{bmatrix} A_0 \\ A_1 \end{bmatrix}, \quad B = \begin{bmatrix} B_0 & B_1 \end{bmatrix}. \]

Polynomial codes compute \( AB \) over \( P \) nodes such that, (i) each node uses \( N^2/2 \) linear combinations of the entries of \( A \) and \( N^2/2 \) linear combinations of the entries of \( B \) and (ii) the overall computation is tolerant to \( P - 4 \) stragglers, i.e., any 4 nodes suffice to recover \( AB \). Polynomial codes use the following strategy: Node \( i \) computes \((A_0 + A_1 i)(B_0 + B_1 i^2), i = 1, 2, \ldots, P, \) so that from any 4 of the \( P \) nodes, the polynomial \( p(x) = (A_0 B_0 + A_1 B_0 x + A_0 B_1 x^2 + A_0 B_1 x^3) \) can be interpolated. Having interpolated the polynomial, \( AB \) as

\[ \begin{bmatrix} A_0 B_0 & A_0 B_1 \\ A_1 B_0 & A_1 B_1 \end{bmatrix} \]

can be obtained from the coefficients (matrices) of the polynomial. ■

Finally, we show an example of our novel MatDot code construction that achieves a smaller recovery threshold as compared with Polynomial codes. Unlike ABFT and Polynomial codes, MatDot divides matrix \( A \) vertically into column-blocks and matrix \( B \) horizontally into row-blocks.

**Example 2.1.3.** [MatDot codes \((m = 2, k = 3)\)]

MatDot codes compute \( AB \) over \( P \) nodes such that, (i) each node uses \( N^2/2 \) linear combinations of the entries of \( A \) and \( N^2/2 \) linear combinations of the entries of \( B \) and (ii) the overall computation is tolerant to \( P - 3 \) stragglers, i.e., 3 nodes suffice to recover \( AB \). The proposed MatDot codes use the following strategy: Matrix \( A \) is split vertically and \( B \) is split horizontally as follows:

\[ A = [A_0 \quad A_1], \quad B = \begin{bmatrix} B_0 \\ B_1 \end{bmatrix}, \quad (2.2) \]

where \( A_0, A_1 \) are column-blocks of \( A \) of dimension \( N \times N/2 \) and \( B_0, B_1 \) are row-blocks of \( B \) of dimension \( N/2 \times N \).

Let \( p_A(x) = A_0 + A_1 x \) and \( p_B(x) = B_0 x + B_1 \). Let \( x_1, x_2, \ldots, x_P \) be distinct elements in \( \mathbb{F} \).

The master node sends \( p_A(x_r) \) and \( p_B(x_r) \) to the \( r \)-th worker node where the \( r \)-th worker node
performs the multiplication $p_A(x_r)p_B(x_r)$ and sends the output to the fusion node. The exact computations at each worker node are depicted in Fig. 2.3. We can observe that the fusion node can obtain the product $AB$ using the output of any three successful workers as follows: Let the worker nodes 1, 2, and 3 be the first three successful worker nodes, then the fusion node obtains the following three matrices:

\[
\begin{align*}
p_A(x_1)p_B(x_1) &= A_0B_1 + (A_0B_0 + A_1B_1)x_1 + A_1B_0x_1^2, \\
p_A(x_2)p_B(x_2) &= A_0B_1 + (A_0B_0 + A_1B_1)x_2 + A_1B_0x_2^2, \\
p_A(x_3)p_B(x_3) &= A_0B_1 + (A_0B_0 + A_1B_1)x_3 + A_1B_0x_3^2.
\end{align*}
\]

Since these three matrices can be seen as three evaluations of the matrix polynomial $p_A(x)p_B(x)$ of degree 2 at three distinct evaluation points $x_1, x_2, x_3$, the fusion node can obtain the coefficients of $x$ in $p_A(x)p_B(x)$ using polynomial interpolation. This includes the coefficient of $x$, which is $A_0B_0 + A_1B_1 = AB$. Therefore, the fusion node can recover the matrix product $AB$.

\[\blacksquare\]

### 2.1.2 MatDot and PolyDot codes

We will now provide the formal description of MatDot and PolyDot codes. We start by defining a rigorous system model.

#### 2.1.2.1 System Model

We consider a master-worker setup given in 1.3.1 and define an $(N, k, P, m)$ Computational system for Matrix Multiplication based on it.

**Definition 2.1.1.** [An $(N, k, P, m)$ Computational system for Matrix Multiplication]

(i) A master node receives computational inputs, i.e., two $N \times N$ matrices $A$ and $B$ and obtains, via linear pre-processing, $2P$ matrices as follows:

\[
\tilde{A}_i = f_i(A) \quad \text{and} \quad \tilde{B}_i = g_i(B) \quad \text{for} \quad i = 1, 2, \ldots, P.
\]
Here, $f_i$ and $g_i$ are two functions such that $f_i : \mathbb{F}^{N \times N} \to \mathbb{F}^{N/t \times N/s}$ and $g_i : \mathbb{F}^{N \times N} \to \mathbb{F}^{N/s \times N/t}$. Each $\tilde{A}_i$ for $i = 1, 2, \ldots, P$ is an $N/t \times N/s$ matrix and each $\tilde{B}_i$ for $i = 1, 2, \ldots, P$ is an $N/s \times N/t$ matrix, where $s$ and $t$ are two integers that satisfy $st = m$ and $m$ is an integer that divides $N$. Specifically, each entry of $\tilde{A}_i$ (respectively $\tilde{B}_i$) is restricted to be an $\mathbb{F}$-linear combination of the entries of $A$ (respectively $B$).

(ii) $P$ worker nodes that perform the following operations: For $i = 1, \cdots, P$, the $i$-th worker node receives $\tilde{A}_i, \tilde{B}_i$ from the master node, and performs some computation on these matrices.

(iii) A fusion node that receives outputs from the subset of successful worker nodes.

(iv) The recovery threshold is $k$, i.e., a fusion node will perform post-processing if the number of successful worker is at least $k$, and produces the final output $\tilde{A}\tilde{B}$.

We make some informal remarks on the system model before describing our problem statement.

• For a given computation system, the parameter $k$ is referred to as its recovery threshold. Note that as per the definition, the recovery threshold is a worst-case evaluation, i.e., over the worst possible choice of inputs $A, B$ as well as the worst set of worker failures.

• The parameter $m$ controls the memory of each worker in the model, i.e., each worker node can store only up to a $1/m$ fraction of each of the input matrices.

• For convenience, we simply refer to an $(N, k, P, m)$ computation system for matrix multiplication as a computation system in this paper; the parameters $N, k, P, m$ can be inferred from context.

• A worker node can fail due to various reasons such as: (i) straggling due to other jobs in the queue; (ii) straggling due to network congestion; (iii) temporary unavailability (e.g.,

We restrict pre-processing to be linear to capture memory constraints of each worker node. Note that, allowing for non-linear pre-processing with infinite precision can allow the master node to encode the entire input $A, B$ into smaller dimensional matrices over real or complex fields.
system updates or power outage). In particular, while our model states that the failed worker nodes do not send their computational outputs to the fusion node, in practice, a straggling worker node that sends its result later than an acceptable deadline may also be considered as a failure in our model. We use the term failed nodes interchangeably with the term *straggling nodes* in this paper. The parameter $P - k$ represents fault-tolerance, or equivalently, the straggler-tolerance of the system.

- Elementary coding theory also implies that an $(N, k, P, m)$ computation systems can correct $\lceil \frac{P - k}{2} \rceil$ erroneous worker nodes, i.e., nodes that can output incorrect computations, though we do not focus explicitly on error correction in this paper.

- For a given computation system, the computational complexities of the master, workers, and the fusion node are referred to as the pre-processing, online, and decoding complexities. In addition to recovery thresholds, we also evaluate various computation schemes in terms of these computation complexities, as well as the communication cost from the worker nodes to the fusion node. The communication cost between the master node and worker nodes is constant in all the strategies because of the storage constraint, i.e., the master sends up to $N^2/m$ symbols to each worker node.

- Our strategies also extend when the matrices $\tilde{A}_i$ and $\tilde{B}_i$ are allowed to be of dimensions $N/t_1 \times N/s$ and $N/s \times N/t_2$ (discussed in Remark 2.1.3 later), i.e., asymmetric storage constraints for the two inputs. Our system model also assumes that $A, B$ are square matrices with equal dimensions for simplicity of notation. Our ideas and results will naturally apply for cases where $A, B$ are non-square matrices as well, as long as the product $AB$ is defined.

### 2.1.2.2 Problem Statement

We consider an $(N, k, P, m)$ computation system where the computational complexities of the master, worker and fusion nodes, when evaluated in terms of parameter $N, P, m$, are all less than
the complexity of any sequential algorithm that takes inputs $A$, $B$ and computes the product $AB$ as the output\[^1\]. Given parameters $N, P, m$, among these considered systems, our problem is to determine the computation system with the smallest achievable recovery threshold.

Although the problem stated here remains open, we will present non-trivial coding strategies that achieve significantly smaller recovery threshold than previously known systems. For simplicity, we report results assuming naive matrix multiplication with complexity $\Theta(N^3)$ in our paper; our ideas and results extend, with minor modifications, to include lower complexity algorithms such as Strassen’s algorithm [104].

2.1.2.3 Some Notations and Definitions

For $f(n)$ and $g(n)$ that are two functions of the variable $n$, $f(n) = O(g(n))$ if there exists an $n_0$ and a constant $c$ such that for all $n > n_0$, $f(n) \leq cg(n)$. Similarly, $f(n) = o(g(n))$ if for any chosen $\epsilon > 0$, one can find an $n_0$ such that for all $n > n_0$, $f(n) \leq \epsilon g(n)$. Lastly, $f(n) = \Theta(g(n))$ if $f(n) = O(g(n))$ and $g(n) = O(f(n))$.

We will be using the term “row-block” to denote the sub-matrices formed when we split a matrix $A$ horizontally as follows: $A = \begin{bmatrix} A_0 \\ A_1 \end{bmatrix}$. Similarly, we will be using the term “column-block” to denote the sub-matrices formed when we split a matrix vertically into sub-matrices as follows: $A = \begin{bmatrix} A_0 & A_1 \end{bmatrix}$.

2.1.2.4 MatDot Code Construction

In this section, we will describe the distributed matrix-matrix multiplication strategy using MatDot codes, and then examine the computation and communication costs of the proposed strategy.

\[^3\]The computational complexity requirement is necessary. Without this requirement, it is easy to design a $(N, k = m, P, m)$ computation system by simply storing $A, B$ using a $(P, m)$ Maximum Distance Separable code at the workers, which sends the stored symbols to the fusion node which then decodes $A, B$ and then performs the multiplication. However, in practice, this is not parallelizing the matrix-multiplication task.
From the examples in Section 2.1.1 we have seen that for \( m = 2 \), the recovery threshold of MatDot codes is \( k = 3 \), which is lower than Polynomial codes and ABFT matrix multiplication. The following theorem shows that for any integer \( m \), the recovery threshold of MatDot codes is \( k = 2m - 1 \).

**Theorem 2.1.1.** For the matrix multiplication problem specified in Section 2.1.2.2 computed on the system defined in Definition 2.1.1 a recovery threshold of \( 2m - 1 \) is achievable where \( m \geq 2 \) is a positive integer that divides \( N \).

Before we prove Theorem 2.1.1 we first describe the construction of MatDot codes.

**Construction 2.1.1.** [MatDot Codes]

**Splitting of input matrices:** The matrix \( A \) is split vertically into \( m \) equal column-blocks (of \( N^2/m \) symbols each) and \( B \) is split horizontally into \( m \) equal row blocks (of \( N^2/m \) symbols each) as follows:

\[
A = \begin{bmatrix}
A_0 & A_1 & \ldots & A_{m-1}
\end{bmatrix}, \quad B = \begin{bmatrix}
B_0 \\
B_1 \\
\vdots \\
B_{m-1}
\end{bmatrix},
\]

where, for \( i \in \{0, \ldots, m-1\} \), and \( A_i, B_i \) are \( N \times N/m \) and \( N/m \times N \) dimensional sub-matrices, respectively.

**Master node (encoding):** Let \( x_1, x_2, \ldots, x_P \) be distinct elements in \( \mathbb{F} \). Let \( p_A(x) = \sum_{i=0}^{m-1} A_i x^i \) and \( p_B(x) = \sum_{j=0}^{m-1} B_j x^{m-1-j} \). The master node sends to the \( r \)-th worker the evaluations of \( p_A(x_r), p_B(x_r) \) at \( x = x_r \), that is, it sends \( p_A(x_r), p_B(x_r) \) to the \( r \)-th worker.

**Worker nodes:** For \( r \in \{1, 2, \ldots, P\} \), the \( r \)-th worker node computes the matrix product \( p_C(x_r) = p_A(x_r)p_B(x_r) \) and sends it to the fusion node on successful completion.

**Fusion node (decoding):** The fusion node uses outputs of any \( 2m - 1 \) successful workers to compute the coefficient of \( x^{m-1} \) in the product \( p_C(x) = p_A(x)p_B(x) \) (the feasibility of this step will be shown later in the proof of Theorem 2.1.1). If the number of successful workers is smaller than \( 2m - 1 \), the fusion node declares a failure.
Notice that in MatDot codes, we have
\[ AB = \sum_{i=0}^{m-1} A_i B_i, \]  
(2.4)
where \( A_i \) and \( B_i \) are as defined in (2.3). The simple observation of (2.4) leads to a different way of computing the matrix product as compared with Polynomial-codes-based computation. In particular, to compute the product, we only require, for each \( i \), the product of \( A_i \) and \( B_i \). We do not require products of the form \( A_i B_j \) for \( i \neq j \) unlike Polynomial codes, where, after splitting the matrices \( A, B \) in to \( m \) parts, all \( m^2 \) cross-products are required to evaluate the overall matrix product. This leads to a significantly smaller recovery threshold for our construction.

Proof of Theorem 2.1.1. To prove the theorem, it suffices to show that in the MatDot code construction described above, the fusion node is able to reconstruct \( C \) from any \( 2m - 1 \) worker nodes. Observe that the coefficient of \( x^{m-1} \) in:
\[ p_C(x) = p_A(x)p_B(x) = \left( \sum_{i=0}^{m-1} A_i x^i \right) \left( \sum_{j=0}^{m-1} B_j x^{m-1-j} \right) \]
(2.5)
is \( AB = \sum_{i=0}^{m-1} A_i B_i \) (from (2.4)), which is the desired matrix-matrix product. Thus it is sufficient to compute this coefficient at the fusion node as the computation output for successful computation. Now, because the polynomial \( p_C(x) \) has degree \( 2m - 2 \), evaluation of the polynomial at any \( 2m - 1 \) distinct points is sufficient to compute all of the coefficients of powers of \( x \) in \( p_A(x)p_B(x) \) using polynomial interpolation. This includes \( AB = \sum_{i=0}^{m-1} A_i B_i \), the coefficient of \( x^{m-1} \).

In Section 2.1.2.5, we provide a complexity analysis that shows that using this strategy, the master and fusion nodes have a lower computational complexity as compared to the worker nodes in the regime where \( m, P \ll N \).

2.1.2.5 Complexity Analysis of MatDot codes

Encoding/decoding complexity: Encoding for each worker requires evaluating two polynomials \( p_A(x) \) and \( p_B(x) \), each of degree \( m - 1 \), at a unique value of \( x \) where the coefficients of
these polynomials are sub-matrices of size $N^2/m$. We examine the encoding complexity using two algorithms here. One encoding algorithm could be to take a linear combination of $m$ sub-matrices of size $N^2/m$, leading to an overall encoding complexity of $O(mN^2/m) = O(N^2)$ for each worker. Thus, the overall computational complexity of encoding for $P$ workers is $O(N^2P)$.

Alternatively, one could also use fast polynomial evaluation algorithms [63, 65] which allow one to evaluate a polynomial (of degree $m - 1$) at $P(>m)$ arbitrary points within a time complexity of $O(P \log^2 m)$ (or more practically $O(P \log^2 m \log \log m)$). Because this evaluation has to be repeated $N^2/m$ times, the overall encoding complexity using fast polynomial evaluation algorithms becomes $O \left( \frac{N^2P \log^2 m \log \log m}{m} \right)$.

Next, we examine the decoding complexity. Decoding requires interpolating the coefficient of $x^{m-1}$ (of size $N^2$) in the polynomial $p_C(x)$ of degree $2m - 2$. Because we are interested in only one coefficient of the polynomial $p_C(x)$ and not all of them, we consider the problem of inverting the corresponding Vandermonde matrix for polynomial interpolation and then computing the corresponding coefficient of $x^{m-1}$ separately.

Let $p_C(x) = C_0 + C_1x + \ldots + C_{k-1}x^{k-1}$ where $k = 2m - 1$ and we are interested in interpolating only $C_{m-1}$. Also, let $\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_k$ denote the $k(=2m-1)$ unique values at which the $k$ fastest workers evaluated the polynomial $p_C(x)$ and $V$ denote the $k \times k$ Vandermonde matrix given by:

$$V = \begin{bmatrix}
1 & \bar{x}_1 & \bar{x}_1^2 & \ldots & \bar{x}_1^{k-1} \\
1 & \bar{x}_2 & \bar{x}_2^2 & \ldots & \bar{x}_2^{k-1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & \bar{x}_k & \bar{x}_k^2 & \ldots & \bar{x}_k^{k-1}
\end{bmatrix}.$$  \hspace{1cm} (2.6)
Observe that

\[
(V \otimes I_{N \times N}) \begin{bmatrix}
C_0 \\
C_1 \\
\vdots \\
C_{k-1}
\end{bmatrix} = \begin{bmatrix}
p_C(\tilde{x}_1) \\
p_C(\tilde{x}_2) \\
\vdots \\
p_C(\tilde{x}_k)
\end{bmatrix},
\]

where $\otimes$ denotes the Kronecker product and $I_{N \times N}$ denotes an identity matrix of dimensions $N \times N$. The decoder first inverts the matrix $V$ (complexity is at most $O(k^3)$ using naive inversion algorithms\(^4\)) and then picks the $m$-th row of $V^{-1}$ which corresponds to the linear combination of evaluations leading to the coefficient of $x^{m-1}$. Next, it linearly combines these $k$ evaluations $p_C(\tilde{x}_1), p_C(\tilde{x}_2), \ldots, p_C(\tilde{x}_k)$ (of size $N^2$ each) using the $k$ values in the $m$-th row of $V^{-1}$, effectively performing the computation

\[
C_{m-1} = ([m\text{-th row of } V^{-1}] \otimes I_{N \times N}) \begin{bmatrix}
p_C(\tilde{x}_1) \\
p_C(\tilde{x}_2) \\
\vdots \\
p_C(\tilde{x}_k)
\end{bmatrix}.
\]

This second step is of complexity $O(N^2k)$. Thus, the total decoding complexity is $O(N^2k + k^3)$, of which, the first term dominates as we are interested in regimes where $k(=2m-1) \ll N$.

**Each worker's computational cost:** Each worker multiplies two matrices of dimensions $N \times N/m$ and $N/m \times N$, requiring $N^3/m$ operations (using standard matrix multiplication algorithms). Note that, it might be possible to reduce the term $k^3$ to $k^2$ using improved methods of inverting Vandermonde matrices [6, 40, 62, 85, 112]. However, since this is not the dominant term in this decoding complexity analysis, we stick with the most conservative estimate $k^3$. 

---

\(^4\)Note that, it might be possible to reduce the term $k^3$ to $k^2$ using improved methods of inverting Vandermonde matrices [6, 40, 62, 85, 112]. However, since this is not the dominant term in this decoding complexity analysis, we stick with the most conservative estimate $k^3$. 
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Hence, the computational complexity for each worker is $O(N^3/m)$. Thus, as long as $P$ and $m$ are sufficiently small compared to $N$, the encoding and decoding complexity is smaller than per-worker computational complexity in a scaling sense. More specifically, for the decoding complexity to be negligible, we need $m^2 = o(N)$ (derived from $N^2(2m - 1) = o(N^3/m)$). Similarly, for the encoding complexity to be negligible, we need $mP = o(N)$ (derived from $N^2P = o(N^3/m)$), again sticking to the conservative estimate of encoding complexity.

**Communication cost:** The master node communicates $O(PN^2/m)$ symbols, and the fusion node receives $O(mN^2)$ symbols from the successful worker nodes. While the master node communication cost is identical to that in Polynomial codes, the fusion node there only receives $O(m^2N^2/m^2) = O(N^2)$ symbols.

**Remark 2.1.2.** We note that in addition to communication costs, the computational cost per node is also higher for MatDot codes ($O(N^3/m)$) as compared to Polynomial codes ($O(N^3/m^2)$). This is suggestive of a trade-off. Thus, we also propose PolyDot codes which provide a trade-off between MatDot codes (lowest recovery threshold, higher communication and computation cost) and Polynomial codes (higher recovery threshold, lower communication and computation cost), with these two codes being its two special cases. These trade-offs are also pictorially illustrated later in Fig. 2.4 and Fig. 2.5.

**Discussion on applicability of MatDot codes:**

- In our recent work [101], we demonstrate the potential advantages of MatDot codes in practice. Reference [101] presents a distributed implementation of Fast approximate k-Nearest Neighbor computation using MatDot codes. The problem reduces to the online multiplication of only a set of few selected rows of a large matrix with another matrix/vector in real-time. Encoding and storing sub-matrices in advance is allowed, but the index set of rows of the first matrix is only available in the online phase. It is difficult to apply

5 More sophisticated algorithms [104] also require super-quadratic complexity in $N$, and so a similar conclusion can be derived here if those algorithms are used at workers as well, as long as the complexity is super-quadratic in $N$. 26
horizontal splitting in this case as the index set of rows is not known a priori, and vertical splitting of the first matrix, as done in MatDot codes, is better suited.

- In several large-scale computing settings, storage is the primary cause that necessitates parallelizing or distributing the computation across multiple nodes. The actual computation cost is often cheap, and in fact often cheaper than communication costs too. The main cause of latency or straggling is attributed to several factors, which also include queuing of other tasks or limitations of communication bandwidth [116, 117]. Thus, the actual time that each worker node takes is a combination of three terms: the delay-free computation cost, the delay-free communication cost and the unpredictable delay or straggling, which could even be higher than the first two terms depending on the nature of the queuing in the system. In several models in existing literature, the total time has also been modeled with distributions which do not depend on the computation cost or communication cost [116, 117]. In such scenarios, MatDot codes would be significantly beneficial in reducing latency as compared to existing techniques as it requires the fusion node to wait for the fewest workers. Alternatively, when the computation and communication costs dominate storage costs, one could use Polynomial codes, or interpolate between these two codes using our proposed PolyDot framework (see Section 2.1.2.6).

- MatDot codes can also be written in a systematic form. See Chapter 3.1.2.

2.1.2.6 PolyDot Code Constructions

In this section, we present a code construction, named PolyDot codes, that provides a trade-off between per-worker computation/communication costs and recovery thresholds. Polynomial codes [130] have a higher recovery threshold of $m^2$, but have a lower per-worker computation cost of $O(N^3/m^2)$ and communication cost of $O(N^2/m^2)$ per worker node. On the other hand, MatDot codes have a lower recovery threshold of $2m - 1$, but have a higher per-worker computation cost of $O(N^3/m)$ and a higher communication cost of $O(N^2)$ per-worker. This section
constructs a code that bridges the gap between Polynomial codes and MatDot codes so that we can get intermediate per-worker computation/communication costs and recovery thresholds, with Polynomial and MatDot codes being two special cases. To achieve this goal, we propose PolyDot codes, which may be viewed as an interpolation of MatDot codes and Polynomial codes, with one extreme being MatDot codes and the other extreme being Polynomial codes.

We follow the same problem setup and system assumptions as in MatDot codes. In the following theorem, we obtain the recovery threshold achieved by PolyDot codes.

**Theorem 2.1.2.** For the matrix multiplication problem specified in Section 2.1.2.2 computed on the system defined in Definition 2.1.1 there exist codes with a recovery threshold of \(t^2(2s - 1)\) and a communication cost from each worker node to the fusion node bounded by \(O(N^2/t^2)\) for any positive integers \(s, t\) such that \(st = m\) and both \(s\) and \(t\) divide \(N\).

Before we move on to describe the PolyDot code construction and prove Theorem 2.1.2, we first introduce PolyDot codes with a simple example for \(m = 4\) and \(s = t = 2\).

**Example 2.1.4.** [PolyDot codes \((m = 4, s = 2, k = 12)\)]

Matrix \(A\) is split into sub-matrices \(A_{0,0}, A_{0,1}, A_{1,0}, A_{1,1}\), each of dimension \(N/2 \times N/2\). Similarly, matrix \(B\) is split into sub-matrices \(B_{0,0}, B_{0,1}, B_{1,0}, B_{1,1}\) each of dimension \(N/2 \times N/2\) as follows:

\[
A = \begin{bmatrix} A_{0,0} & A_{0,1} \\ A_{1,0} & A_{1,1} \end{bmatrix}, \quad B = \begin{bmatrix} B_{0,0} & B_{0,1} \\ B_{1,0} & B_{1,1} \end{bmatrix}. \tag{2.8}
\]

Notice that, from (2.8), the product \(AB\) can be written as

\[
AB = \begin{bmatrix} \sum_{i=0}^{1} A_{0,i}B_{i,0} & \sum_{i=0}^{1} A_{0,i}B_{i,1} \\ \sum_{i=0}^{1} A_{1,i}B_{i,0} & \sum_{i=0}^{1} A_{1,i}B_{i,1} \end{bmatrix}. \tag{2.9}
\]

Now, we define the encoding functions \(p_A(x)\) and \(p_B(x)\) as

\[
p_A(x) = A_{0,0} + A_{1,0}x + A_{0,1}x^2 + A_{1,1}x^3,
\]

\[
p_B(x) = B_{0,0}x^2 + B_{1,0} + B_{0,1}x^8 + B_{1,1}x^6.
\]
Observe the following:

(i) the coefficient of \(x^2\) in \(p_A(x)p_B(x)\) is \(\sum_{i=0}^{1} A_{0,i}B_{i,0}\),

(ii) the coefficient of \(x^8\) in \(p_A(x)p_B(x)\) is \(\sum_{i=0}^{1} A_{0,i}B_{i,1}\),

(iii) the coefficient of \(x^3\) in \(p_A(x)p_B(x)\) is \(\sum_{i=0}^{1} A_{1,i}B_{i,0}\), and

(iv) the coefficient of \(x^9\) in \(p_A(x)p_B(x)\) is \(\sum_{i=0}^{1} A_{1,i}B_{i,1}\).

Let \(x_1, \ldots, x_P\) be distinct elements of \(\mathbb{F}\). The master node sends \(p_A(x_r)\) and \(p_B(x_r)\) to the \(r\)-th worker node for \(r \in \{1, \ldots, P\}\). The \(r\)-th worker node performs the multiplication \(p_A(x_r)p_B(x_r)\) and sends the result to the fusion node.

Let worker nodes indexed from 1 to 12 be the first 12 worker nodes that send their results to the fusion node. Then the fusion node obtains the matrices \(p_A(x_r)p_B(x_r)\) for all \(r \in \{1, \ldots, 12\}\). Since these 12 matrices are essentially twelve distinct evaluations of the matrix polynomial \(p_A(x)p_B(x)\) of degree 11 at twelve distinct points \(x_1, \ldots, x_{12}\), the coefficients of the matrix polynomial \(p_A(x)p_B(x)\) can be obtained using polynomial interpolation. This includes the coefficients of \(x^{i+2+6j}\) for all \(i, j \in \{0, 1\}\), i.e., \(\sum_{k=0}^{1} A_{i,k}B_{k,j}\) for all \(i, j \in \{0, 1\}\). Once the matrices \(\sum_{k=0}^{1} A_{i,k}B_{k,j}\) for all \(i, j \in \{0, 1\}\) are obtained, the product \(AB\) is obtained by (2.9).

The recovery threshold for \(m = 4\) in Example 2.1.4 is \(k = 12\). This is larger than the recovery threshold of MatDot codes, which is \(k = 2m - 1 = 9\), and smaller then the recovery threshold of Polynomial codes, which is \(k = m^2 = 16\). Hence, we can see that the recovery thresholds of PolyDot codes are between those of MatDot codes and Polynomial codes.

Construction 2.1.2 describes the general construction of PolyDot\((m, s, t)\) codes. Note that, although two parameters \(m\) and \(s\) are sufficient to characterize a PolyDot code, we include \(t\) in the parameters for better readability.

**Construction 2.1.2.** \([\text{PolyDot}(m, s, t)\) codes\]
Splitting of input matrices: A and B are split both horizontally and vertically:

\[
A = \begin{bmatrix}
A_{0,0} & \cdots & A_{0,s-1} \\
\vdots & \ddots & \vdots \\
A_{t-1,0} & \cdots & A_{t-1,s-1}
\end{bmatrix},
\]

\[
B = \begin{bmatrix}
B_{0,0} & \cdots & B_{0,t-1} \\
\vdots & \ddots & \vdots \\
B_{s-1,0} & \cdots & B_{s-1,t-1}
\end{bmatrix},
\]

where, for \(i = 0, \cdots, s-1, j = 0, \cdots, t-1\), \(A_{i,j}\)'s are \(N/t \times N/s\) sub-matrices of A and \(B_{i,j}\)'s are \(N/s \times N/t\) sub-matrices of B. We choose \(s\) and \(t\) such that both \(s\) and \(t\) divide \(N\) and \(st = m\).

**Master node (encoding):** Define the encoding polynomials as:

\[
p_A(x, y) = \sum_{i=0}^{t-1} \sum_{j=0}^{s-1} A_{i,j} x^i y^j,
\]

\[
p_B(y, z) = \sum_{k=0}^{t-1} \sum_{l=0}^{s-1} B_{k,l} y^{s-1-k} z^l.
\]

The master node sends the evaluations of \(p_A(x, y), p_B(y, z)\) at \(x = x_r, y = x_r^t, z = x_r^{t(2s-1)}\) to the \(r\)-th worker where \(x_r\)'s are all distinct for \(r \in \{1, 2, \ldots, P\}\). By this substitution, we are transforming the three-variable polynomial to a single-variable polynomial as follows:

\[
p_C(x, y, z) = p_C(x) = \sum_{i,j,k,l} A_{i,j} B_{k,l} x^{i+t(s-1+j-k)+t(2s-1)l},
\]

and evaluate the polynomial \(p_C(x, y, z)\) at \(x_r\) for \(r = 1, \cdots, P\). In Lemma 2.1.1 we show that this transformation is one-to-one.

**Worker nodes:** For \(r \in \{1, 2, \ldots, P\}\), the \(r\)-th worker node computes the matrix product \(p_C(x_r, y_r, z_r) = p_A(x_r, y_r) p_B(y_r, z_r)\) and sends it to the fusion node on successful completion.

**Fusion node (decoding):** The fusion node uses outputs of the first \(t^2(2s - 1)\) successful workers to compute the coefficient of \(x^{i-1} y^{s-1} z^{l-1}\) in \(p_C(x, y, z) = p_A(x, y) p_B(y, z)\), i.e., it
Figure 2.4: An illustration of the trade-off between communication cost (from the workers to the fusion node) and the recovery threshold of PolyDot codes by varying $s$ and $t$ for a fixed $m$ ($m = 36$). The minimum communication cost is $N^2$, corresponding to polynomial codes, that have the largest recovery threshold. It is important to note here that in the above, we are only including the communication cost from the workers to the fusion node. The communication from the master node to the workers is not included, and it can dominate in situations when the workers are highly unreliable.

computes the coefficient of $x^{i-1+(s-1)t+(2s-1)t(t-1)}$ of the transformed single-variable polynomial. The proof of Theorem 2.1.2 shows that this is indeed possible. If the number of successful workers is smaller than $t^2(2s - 1)$, the fusion node declares a failure.

Discussion on applicability of PolyDot codes: Before we prove the theorem, let us discuss the utility of PolyDot codes. Under a fixed storage constraint ($1/m$), as $t$ increases and $s$ decreases while keeping $st(=m)$ fixed, the recovery threshold keeps increasing and the computation and communication costs keep decreasing. By choosing different $s$ and $t$, we can trade off communication/computation cost and recovery threshold. For $s = m$ and $t = 1$, PolyDot($m, s = m, t = 1$) code is a MatDot code which has a low recovery threshold but a high communication/computation cost. At the other extreme, for $s = 1$ and $t = m$, PolyDot($m, s = 1, t = m$) code is a Polynomial code. Now, let us consider a code with intermediate $s$ and $t$ values, such
Figure 2.5: An illustration of the trade-off between the computation cost per worker and the recovery threshold of PolyDot codes by varying $s$ and $t$ for a fixed $N, m$ ($N = 72, m = 36$). The minimum computation cost per worker is 288 multiplication operations per worker, corresponding to polynomial codes, that have the largest recovery threshold.

as, $s = \sqrt{m}$ and $t = \sqrt{m}$. A PolyDot($m, s = \sqrt{m}, t = \sqrt{m}$) code has a recovery threshold of $m(2\sqrt{m} - 1) = \Theta(m^{1.5})$, and the total number of symbols to be communicated to the fusion node is $\Theta((N/\sqrt{m})^2 \cdot m^{1.5}) = \Theta(\sqrt{m}N^2)$, which is smaller than $\Theta(mN^2)$ as required by MatDot codes but larger than $\Theta(N^2)$ as required by Polynomial codes. This trade-off between communication cost and recovery threshold is illustrated in Fig. 2.4 for $m = 36$. Similarly, in terms of computational cost per worker node, a PolyDot($m, s = \sqrt{m}, t = \sqrt{m}$) code requires $O(N^3/m^{1.5})$ operations, which is less than the $O(N^3/m)$ operations required by MatDot codes but higher than the $O(N^3/m^2)$ operations required by Polynomial codes. This trade-off between the computation per worker and the recovery threshold is illustrated in Fig. 2.5 for $N = 72, m = 36$.

In regimes where the storage-constraint is more critical than the computation or communication time, PolyDot codes with the MatDot configuration (or at least closer to MatDot codes, i.e., higher $s$, lower $t$) is more appropriate. Alternatively, in settings where computation and communication time dominate significantly, PolyDot codes with Polynomial codes’ configuration (or at
least close to Polynomial codes, i.e., higher \( t \), lower \( s \) may be more preferable. Interestingly though, even in systems where communication costs may be significant, it is possible that more communication from fewer successful workers is less expensive than requiring more successful workers as required in Polynomial codes, which we hope to explore experimentally in future work.

Now, we proceed to prove Theorem 2.1.2. We need the following lemma.

**Lemma 2.1.1.** The following function

\[
f : \{0, \cdots, t-1\} \times \{0, \cdots, 2s - 2\} \times \{0, \cdots, t-1\} \\
\rightarrow \{0, \cdots, t^2(2s - 1) - 1\} \\
(\alpha, \beta, \gamma) \mapsto \alpha + t\beta + t(2s - 1)\gamma
\]

(2.12)

is a bijection.

**Proof.** Let us assume, for the sake of contradiction, that for some \((\alpha', \beta', \gamma') \neq (\alpha, \beta, \gamma)\), \(f(\alpha', \beta', \gamma') = f(\alpha, \beta, \gamma)\). Then \((f(\alpha, \beta, \gamma) \mod t) = \alpha = (f(\alpha', \beta', \gamma') \mod t) = \alpha'\) and hence \(\alpha = \alpha'\). Similarly, \((f(\alpha, \beta, \gamma) \mod t(2s - 1)) = (f(\alpha', \beta', \gamma') \mod t(2s - 1))\) gives \(\alpha + t\beta = \alpha' + t\beta',\) and thus \(\beta = \beta'\) (because \(\alpha = \alpha'\)). Now, because \(\alpha = \alpha'\) and \(\beta = \beta'\), as we just established, \(f(\alpha, \beta, \gamma) = f(\alpha', \beta', \gamma')\) from our assumption, it follows that \(\gamma = \gamma'\). This contradicts our assumption that \((\alpha, \beta, \gamma) \neq (\alpha', \beta', \gamma')\).

**Proof of Theorem 2.1.2** The product of \(p_A(x,y)\) and \(p_B(y,z)\) can be written as follows:

\[
p_C(x,y,z) = p_A(x,y)p_B(y,z) \\
= \left( \sum_{i=0}^{t-1} \sum_{j=0}^{s-1} A_{i,j}x^iy^j \right) \left( \sum_{k=0}^{s-1} \sum_{l=0}^{t-1} B_{k,l}y^{s-1-k}z^l \right) \\
= \sum_{i,j,k,l} A_{i,j}B_{k,l}x^iy^{s-1+j}z^l. \tag{2.13}
\]

Note that the coefficient of \(x^{i-1}y^{s-1}z^{l-1}\) in \(p_C(x,y,z)\) is equal to \(C_{i,l} = \sum_{k=0}^{s-1} A_{i,k}B_{k,l}\).
our choice of \( y = x^t \) and \( z = x^{t(2s-1)} \) we can further simplify \( p_C(x, x^t, x^{t(2s-1)}) \):

\[
p_C(x, y, z) = p_C(x) = \sum_{i,j,k,l} A_{i,j} B_{k,l} x^{i+t(s-1+j-k)+t(2s-1)t}.
\] (2.14)

The maximum degree of this polynomial is when \( i = t - 1, j - k = s - 1 \) and \( l = t - 1 \), which is \((t - 1) + (2s - 2)t + t(2s - 1)(t - 1) = t^2(2s - 1) - 1\). Furthermore, if we let \( \alpha = i, \beta = s - 1 + j - k, \gamma = l \), the function \( f(\alpha, \beta, \gamma) \) in Lemma 2.1.1 is the degree of \( x \) in (2.14). This implies that for different pairs of \((i, j - k, l)\), we get different powers of \( x \). When \( j - k = 0 \), we obtain \( \left( \sum_{k=0}^{s-1} A_{i,k} B_{k,l} \right) x^{i+t(s-1)+t(2s-1)t} = C_{i,l} x^{i+t(s-1)+t(2s-1)t} \) which is the desired product we want to recover.

This implies that if we have \( t^2(2s - 1) \) successful worker nodes, we can compute all the coefficients in (2.14) by polynomial interpolation. Hence, we can recover all \( C_{i,l} \)'s, i.e., the coefficients of \( x^{i+t(s-1)+t(2s-1)t} \), for \( i, l = 0, \ldots, t - 1 \).

\[\blacksquare\]

**Remark 2.1.3.** We first introduce the novel PolyDot framework for *matrix-matrix* multiplication which block-partitions the two matrices \( A \) and \( B \) into \( t \times s \) and \( s \times t \) respectively, using two multivariate polynomials:

\[
\begin{align*}
p_A(x, y) &= \sum_{i=0}^{t-1} \sum_{j=0}^{s-1} A_{i,j} x^i y^j, \\
p_B(y, z) &= \sum_{k=0}^{s-1} \sum_{l=0}^{t-1} B_{k,l} y^{s-1-k} z^l.
\end{align*}
\] (2.15)

It is trivial to see that for an asymmetric partitioning, e.g., where \( A \) is split in \( t_1 \times s \) and \( B \) is split in \( s \times t_2 \) blocks, the encoding polynomials in the PolyDot framework change as:

\[
\begin{align*}
p_A(x, y) &= \sum_{i=0}^{t_1-1} \sum_{j=0}^{s-1} A_{i,j} x^i y^j, \\
p_B(y, z) &= \sum_{k=0}^{s-1} \sum_{l=0}^{t_2-1} B_{k,l} y^{s-1-k} z^l.
\end{align*}
\] (2.16)

In this work, the novelty lies in cleverly choosing \( p_A(x, y) \) and \( p_B(y, z) \), such that, in the product of the two multivariate polynomials, i.e., in \( p_C(x, y, z) = p_A(x, y)p_B(y, z) \) some coefficients
correspond to parts of the required resultant matrix $\mathbf{A}\mathbf{B}$. After this, we convert the multivariate polynomial $p_{\mathbf{C}}(x, y, z)$ into a polynomial of a single variable using a substitution which preserves bijection between all the coefficients (including the ones that are not required).

Because only some of the coefficients of $p_{\mathbf{C}}(x, y, z)$ are actually required for reconstructing $\mathbf{A}\mathbf{B}$, it is not necessary to preserve bijection between all the coefficients in the polynomial of a single variable. In subsequent works [26,132] a lower recovery threshold is obtained by choosing an improved substitution such that some of the garbage coefficients in $p_{\mathbf{C}}(x, y, z)$ align with each other resulting in a polynomial of a single variable with fewer coefficients.

2.1.2.7 Complexity Analysis of PolyDot codes

Encoding/decoding complexity: Encoding for one worker requires the evaluation of the polynomials $p_{\mathbf{A}}(x)$ and $p_{\mathbf{B}}(x)$ at a unique value of $x$. As both the polynomials have $m$ non-zero coefficients which are sub-matrices of $\mathbf{A}$ and $\mathbf{B}$ respectively, the encoder scales the $m$ sub-matrices with $N^2/m$ elements each and adds them up. This requires computational complexity of $O(m \cdot N^2/m) = O(N^2)$. Thus, the overall computational complexity of encoding for $P$ worker nodes is $O(N^2P)$. One could alternatively also use fast polynomial evaluation algorithms [63,65] to evaluate the two polynomials of respective degrees $st - 1$ and $t^2(2s - 1) - st$ at $P$ arbitrary points, leading to an encoding complexity of at most $O \left( N^2 P \frac{\log^2(st^2) \log \log (st^2)}{m} \right)$, that can be rewritten as $O \left( N^2 P \frac{\log^2(m^2/s) \log \log (m^2/s)}{m} \right)$ using $st = m$.

Decoding requires interpolating $t^2$ coefficients of the polynomial $p_{\mathbf{C}}(x)$ of degree $t^2(2s-1) - 1$ where each coefficient is of size $N^2/t^2$. We examine a choice of two decoding algorithms here, and interestingly, again observe a trade-off between MatDot and Polynomial codes in decoding. If we use a decoding technique similar to MatDot codes by considering the problem of deriving the required $t^2$ linear combinations from the inverse of the $k \times k$ Vandermonde matrix $\mathbf{V}$ and then combining the $k$ evaluated sub-matrices sent by the worker nodes using these $t^2$ linear combinations, then the overall decoding complexity is $O(t^2 \cdot \frac{N^2}{t^2}k + k^3) = O(N^2k + k^3)$ where
$k = t^2(2s - 1)$. Again, as $k \ll N$, the complexity is dominated by the term $N^2k$.

Alternatively, the decoder could also choose to solve for all the coefficients of $p_C(x)$ from the evaluations, as a single interpolation problem. There exist fast polynomial interpolation methods that have a complexity of $O(k \log^2 k)$ theoretically [65] (or more practically $O(k \log^2 k \log \log k)$ [63]) for a polynomial of degree $k - 1$. For this problem $k = t^2(2s - 1)$. Therefore, using these fast polynomial interpolation algorithms, the decoding complexity per coefficient matrix element is $O(t^2(2s - 1) \log^2 t^2(2s - 1) \log \log t^2(2s - 1)) = O(t^2s \log^2(m^2/s) \log \log m^2/s)$ using $m = st$. As the interpolation is performed $N^2/t^2$ times for the coefficient matrices of size $N^2/t^2$, the overall decoding complexity is $O(N^2s \log^2(m^2/s) \log \log (m^2/s))$.

**Remark 2.1.4.** Note that, when we substitute $t = 1, s = m$ in the second expression of decoding complexity for PolyDot codes, we get $O(N^2m \log^2(m) \log \log (m))$ which differs from the decoding complexity of MatDot and systematic MatDot codes by a factor of $\log^2(m) \log \log (m)$ although it matches with the decoding complexity of Polynomial codes for $t = m, s = 1$. This is because for MatDot codes, we only require one coefficient of the polynomial $p_C(x)$ and hence the decoding complexity can be lowered by $\log^2(m) \log \log (m)$ by treating the matrix-inversion and the final coefficient computation separately than solving them together as a single interpolation problem as done in the second case because interpolation also produces all the other coefficients that are not required in MatDot codes. Alternatively, for Polynomial codes, it makes sense to solve a single interpolation problem as all the coefficients of $p_C(x)$ are useful. For a general PolyDot coding scheme, one can choose to invert first and then compute only the required coefficients (first decoding algorithm) or to decode as a single interpolation problem (second decoding algorithm) depending on whether $O(N^2st^2)$ or $O(N^2s \log^2(m^2/s) \log \log (m^2/s))$ is lower.

**Each worker’s computational complexity**: Multiplication of matrices of size $N/t \times N/s$ and $N/s \times N/t$ requires $O(N^3/m^2) = O(N^3s/m^4)$ computations. For the decoding complexity to be negligible in comparison to the per-node computational complexity, we need either $m^2t^2 = m^4/s^2 = o(N)$ or $m^2 \log^2(m^2/s) \log \log (m^2/s) = o(N)$. Similarly, for the encoding complexity
to be negligible in comparison to the per-node computational complexity, we need $m^2 P/s = o(N)$.

**Communication complexity**: Master node communicates $\mathcal{O}(N^2/ts) = \mathcal{O}(N^2/m)$ symbols to each worker, hence total outgoing symbols from the master node will be $\mathcal{O}(PN^2/M)$. For decoding, each node sends $\mathcal{O}(N^2/t^2)$ symbols to the fusion node and the recovery threshold is $\mathcal{O}(t^2/(2s - 1))$. Total number of symbols communicated to the fusion node is $\mathcal{O}((2s - 1)N^2)$.

### 2.2 Beyond Coded Matrix Multiplication: Coded Dwarfs

Hundreds of papers on ML are being published on arxiv every week, and new computation algorithms are being released at a dazzling speed. It is impossible to develop a coding technique for each and every algorithm that comes out. A sensible goal is to identify a set if computations that are small enough to be universal but also big enough to justify the overhead of coding. Matrix multiplication is certainly one indispensable computation building block in modern-day computing, including machine learning, data analytics, and scientific computing. What are other computation primitives that make up today’s computing applications? In mid 2000s, the high-performance computing community arrived at a set of such canonical computations, so-called “seven dwarfs of computation” [19], and the set was later expanded to “thirteen dwarfs” [3]. Each dwarf is a class of computations that share similar computation and communication patterns. Below is the list of seven computation dwarfs:

- Dense Linear Algebra
- Sparse Linear Algebra
- Spectral Methods
- N-Body Methods
- Structured Grids
- Unstructured Grids
Monte Carlo (MapReduce)

The seven dwarfs have served as a guideline for building and testing a parallel system [15, 88]. We believe that looking at computation dwarfs is a good way to look at the landscape of coded computing as well. In fact, most existing works in coded computing literature belong to one of the dwarf categories, which we will call “coded dwarfs”. In this chapter, we want to provide a brief review of coded dwarfs and our perspective on the future directions of coded computing.

Dense Linear Algebra

Dense linear algebra comprises a large set of operations on dense vectors or matrices which is large classified into three categories: vector-vector operations, matrix-vector operations, and matrix-matrix operations. As these operations are essential in scientific computing and machine learning [20], some of the first analog “nanofunctions” have been built to support them [80, 118]. At system-level, there exist multiple libraries implementing these operations (e.g., BLAS and LAPACK). It is also one of the dwarfs that are substantially studied.

For matrix-vector multiplication, a recent work [67] proposed the use of Minimum Distance Separable (MDS) codes for coded matrix-vector products, which can be viewed as a rediscovery of the ABFT approach adopted in the original work of Huang and Abraham [52]. Specifically for short and fat linear transforms, which is commonly used in processing high-dimensional data such as principal component analysis (PCA), short-dot codes [27] were proposed. Short-Dot codes trade off between the length of the dot products $s$ and the recovery threshold $K = P \frac{p_s}{N} + M$. The MDS coding strategy and the uncoded strategy are two special cases of Short-Dot codes.

For matrix-matrix multiplication, there have been an ample amount of research including: ABFT/Product codes [52, 67], high-dimensional product codes [66], Polynomial codes [130], MatDot codes [29], PolyDot and Generalized PolyDot codes [28, 132]. The performance com-
Figure 2.6: Scaling of recovery threshold with storage parameter \( m \), \( i.e. \), when each node can store a fraction \( 1/m \) of each of the matrices being multiplied. Total number of nodes is \( P = 1000 \). MatDot codes achieve the lowest recovery threshold for the storage constrained matrix multiplication problem. Generalized PolyDot codes interpolate between MatDot codes and Polynomial codes. (Figure from [28])

Another interesting line of work is coded binary linear transform with entirely unreliable components [124]. This is a departure from a common assumption in coded computing that the computing engines are unreliable, but that the encoding/decoding mechanisms can be performed reliably. In [124], “ENcoded COmputation with Decoders EmbeddeD,” (or “ENCODED”) was proposed where embedded decoding units to combat information dissipation [31] that makes errors to accumulate over the computation paths.

Sparse Linear Algebra

Sparse linear algebra concerns the problems and methods of manipulating sparse matrices, such as multiplying a sparse matrix to a vector, or performing graph analytics (graphs have sparse matrix representations). Sparse linear algebra has become increasingly important as numerous datasets for machine learning applications are very sparse (e.g., user ratings on products). How-
where the matrix $A$ is extremely sparse. This can be solved through the power iterations:

$$x^{(l+1)} = (1 - d)Ax^{(l)} + dr$$

until $x^{(l)}$ converges to the fixed point of (2.17). The novel idea of “substitute decoding” was proposed that utilizes the result from the previous iteration, $x^{(l)}$, as a side information to recover $x^{(l)} x^{(l+1)}$ assuming that the difference between two iterations is small. This idea is summarized in Figure 2.7.


**Spectral Methods**

Spectral methods refer to Fourier representations and related operations (such as the Fast Fourier Transform; FFT), which convert data into frequency domain. Typically, spectral methods use multiple stages of a butterfly network, which combine multiply-add operations, and employ a specific pattern of data permutation, with all-to-all communication for some stages and strictly local for others [3]. FFT operations are widely used in signal processing, and are a valuable tool to speed up scientific computing such as solving differential equations with FFT acceleration [50, 96].

Several ABFT techniques for FFT [59, 82, 109, 120] were proposed for FFT circuit implementations, and more recent works studied coded FFT algorithms for distributed FFT computation [56, 131]. This will be discussed in detail in Chapter 3.2.2.

**MapReduce**

MapReduce is a widely used framework in large-scale data processing. It has two phases, “map” and “reduce”. In the map phase, the input data is split into independent chunks and sent to distributed nodes. At distributed nodes, key/value pairs are processed locally to generate a set of intermediate key/value pairs. The second phase reduces the returned values from all the nodes into a summarized result by merging intermediate values associated with the same intermediate key. The “Monte Carlo” dwarf in the original seven dwarfs was later generalized to MapReduce as the pattern of communication and computing essentially follows that of Monte Carlo [3].

Coded MapReduce was suggested by Lit et al. [69] not for fault tolerance, but for reducing communication cost during the “data shuffling”. Between the map and reduce phase, “data shuffling” is required to rearrange data so that the data with the same intermediate key value can be located in the same worker server. Often, this data shuffling bottlenecks the performance of MapReduce computations. Their follow-up work showed that coded MapReduce for linear operations can be used as a fault-tolerance as well [70].
The crux of the coded MapReduce strategy \cite{69,70} is to leverage the tradeoff between computation and communication: add redundant computations at each worker node to reduce the amount of data that has to be communicated during the shuffle stage. We illustrate this through a simple example in Figure 2.8. Some notations required are:

- $N$: number of input files
- $K$: number of compute nodes
- $Q$: number of output functions
- $r$: computation load ($1 \leq r \leq K$) – the average number of nodes that map each input file

Latency gains achieved by the coded MapReduce strategy were quantified experimentally in \cite{71}.

**Future Directions**

Integrating these techniques closely with design of emerging devices and systems is perhaps the most important future direction. For instance, in an unpublished work with Ning Wang and Eric Pop (the authors of \cite{118}), we developed the concept of “nanoflags.” These analog engines, attached to a nanofunction, indicate the confidence a nanofunction has in its own output, based on its modeling of input dependent errors (as discussed in \cite{118}, this modeling is possible for graphene-based dot-product nanofunctions). Such novel systems that complement nanofunctions can help simplify the system-level problem because it can help identify which nodes have erroneous outputs, and discard those outputs from decoding.

In storage systems, we have seen many successful cases where research collaborations between system/device designers and information/coding theorists generated not only practical values but also theoretical advances. E.g., new classes of codes were developed for flash memory \cite{25,43} and resistive memory \cite{64} which are designed to combat device-specific fault patterns and vulnerabilities. Codes designed to overcome the constraints of today’s distributed storage systems \cite{24,89,90} are now widely adopted in practice. We believe that the same can
be achieved for computing systems and devices. By thinking beyond traditional fault tolerance
techniques and designing codes based on the understanding of the limitations and device-specific
characteristics, newly emerging computing systems can be made robust and resilient with mini-
mal overhead.
Figure 2.8: [71, Fig.1] An example coded MapReduce for $Q = 3$, $N = 6$, $K = 3$. Three different shapes (blue triangle, green square, red circle) represent 3 different output functions, and we use numbers to denote 6 different input files. The goal is to compute these 3 output functions on all 6 input files. During the data shuffle stage, we want to send all the values associated with the same output function to the same node – all the red circle outputs to Node 1, green square to Node 2, and blue triangle to Node 3. (a) Uncoded: Data is located in only one server, and hence $r = 1$. For the data rearrangement before the reduce phase, each node has to send two of its outputs to the other nodes. Thus, 4 intermediate values should be communicated from each node, and the total of 12 values need to be communication. (b) Coded: Each input file is present in two nodes, i.e., $r = 2$. Now, if we do not leverage coding, each node needs two more intermediate values to proceed to the reduce phase. This requires $2 \times 3 = 6$ values to be communicated in total. However, by sending the XOR of the intermediate values, the communication can be reduced to multicasting three values.
Chapter 3

Masterless Coded Computing

A majority of suggested coded computing strategies assume a master-worker setup where a system has a powerful master node that distributes data to and aggregates the result from worker nodes. However, this is not a practical system model especially when the scale of computation grows. When we scale the computation to thousands of worker nodes, it means that a master node must communicate with the thousands of nodes simultaneously. A similar problem called “TCP incast problem” is well-known in distributed storage literature [23, 93, 114]. TCP incast is a catastrophic TCP throughput collapse that happens when synchronized request workloads flood in past the ability of an Ethernet switch to buffer packets [87]. Similarly, large data movements to a single master node will create an unbalanced communication pattern that could result in switch buffer overflows and packet drops. Even without any issue in the network, the processing of thousands of packets at the master node will cause significant latency. We will present some experimental evidence of this in Chapter 4. Furthermore, the master-worker setup assumes that a master node has a very large memory that can store the entire data. Let us denote the number of workers as $P$. Then, the master node must have $P$ times more memory than the workers, which is not realistic as $P$ becomes large. Lastly, a master node itself can fail, at which point, computation results cannot be guaranteed. For the aforementioned reasons, large-scale parallel algorithms for HPC applications are generally designed for fully-distributed nodes without a
master. Introducing a master node just for the sake of coding would not be a compelling solution to practitioners.

In this thesis, we propose “masterless coded computing”. The goal of masterless coded computing is to design encoding and decoding strategies that can be performed without the presence of a master node so that they can be seamlessly integrated into existing fully-parallel algorithms.

An important challenge that has to be addressed in masterless coded computing is the communication overhead of coding. With the absence of a master node, all the nodes have to communicate with each other to perform distributed encoding and decoding. In distributed computing, communication is often the bottleneck, not computation, because communication bandwidth is not growing as fast as flop rates of processors [99]. If we blindly apply existing coded computing techniques to the fully distributed setting, the communication overhead of encoding/decoding could dominate and coded computing approach could end up much slower than the uncoded counterpart.

In Chapter 3.1, we will discuss how we can reduce the communication overhead of distributed decoding, especially in coded matrix multiplication. To the best of our knowledge, reducing communication overhead for distributed encoding is largely an open problem. However, we believe that existing works in sparse codes can be utilized [37, 48, 76, 123]. In Chapter 3.2, we will go over masterless coded computing algorithms that are designed for popularly-used parallel algorithms in practice: SUMMA for matrix multiplication and the transpose algorithm for FFT. In each of them, we will thoroughly analyze the communication overhead of coding and show conditions under which the overhead can be amortized.
3.1 Reducing Communication Overhead in Distributed Decoding

In this section, we introduce two ideas for reducing communication overhead of distributed decoding: locally-recoverable coded matrix multiplication and systematic coded matrix multiplication. We will explain at the beginning of each subsection how these ideas can be beneficial for reducing communication costs in masterless coded computing. Finally, we will show a code construction that is locally recoverable and systematic.

3.1.1 Locally Recoverable Coded Matrix Multiplication

3.1.1.1 Motivation

Locally recoverable (LRC) codes have been extensively studied for distributed storage as they can reduce the number of node access to repair a failed storage node [12, 41, 42, 51, 81, 84, 102, 106, 107]. In classical MDS codes, which are optimal in terms of the total amount of redundancy, we always need $k$ symbols to recover the original message when we use an $(n, k)$ MDS code. On the other hand, LRC codes let us to recover a lost symbol using just $r$ other symbols where $r < k$ for the case of single erasure. Using LRC codes, when one storage node fails, we can recover it using just a few local nodes.

Having repair locality can also be useful in distributed computing for several scenarios:

- When we want to perform consecutive matrix multiplications, e.g., computing the product $D = ABC$, we can repair a failed node locally after computing the first product $D' = AB$. Then, we carry on the next computation $D = D'C$ without all the nodes sending their intermediate results to the master node.

- In the fully distributed setting, which does not have a powerful master node, we can use a systematic code with locality. Assuming that the fault rate is low and single node failure is the most common scenario, we can recover a failed systematic node by contacting only
a few other nodes.

To the best of our knowledge, this is the first work that proposes locally recoverable matrix multiplication codes. We leverage novel matrix multiplication codes \cite{29,130} and optimal LRC codes \cite{106} to obtain locally-recoverable Polynomial codes (which require minimal communication from workers to master node) and locally-recoverable MatDot codes (which are storage optimal).

\subsection{Preliminaries on LRC Codes}

We say that a code $C$ has locality $r$ if every symbol of the codeword can be recovered from a subset of $r$ other symbols. In \cite{41}, a Singleton-type bound was derived on the maximum distance of LRC codes with locality $r$.

**Theorem 3.1.1.** Let $C$ be an $(n, k, r)$ LRC code. Then the minimum distance of $C$ satisfies:

\[ d \leq n - k - \left\lfloor \frac{k}{r} \right\rfloor + 2. \]  

(3.1)

Comparing this with the $(n, k)$ MDS code without locality which has $d = n - k + 1$, we can see that the overhead of having locality is at least $\left\lfloor \frac{k}{r} \right\rfloor - 1$. In this work, we use a family of optimal LRC codes presented in \cite{106} that achieves the equality in (3.1).

**Construction 3.1.1** (Optimal (n,k,r) LRC code \cite{106}). Let $\alpha \in \mathbb{F}_q^k$ be a message vector and let us re-index $\alpha$ as $\alpha = (a_{ij}, i = 1, \cdots, r; j = 1, \cdots \frac{k}{r})$. For simplicity, we will assume that $r$ divides $k$ here. Then, the encoding polynomial is defined as:

\[ f_\alpha(x) = \sum_{i=1}^{r} \sum_{j=1}^{\frac{k}{r}} a_{ij} x^{i-1} g(x)^{j-1}. \]  

(3.2)

Let $A = \{\alpha_1, \cdots, \alpha_n\}$ be a subset of $\mathbb{F}_q$ ($q \geq n$). The codeword is the evaluation of the polynomial $f_\alpha$ at $\alpha_1, \cdots, \alpha_n$. $c = (f_\alpha(\alpha), \alpha \in A)$. A core of this construction is choosing a good polynomial $g(x)$ which satisfies the following:

i) $\deg(g) = r + 1$.  
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ii) There exists a partition of \( A \), \( A = A_1 \cup \cdots \cup A_{\frac{n}{r+1}} \), where \( |A_i| = r + 1 \) such that \( g \) is constant on each set \( A_i \). In other words, for all \( \alpha, \alpha' \in A_i \), \( g(\alpha) = g(\alpha') \).

First, note that by choosing \( g \) with degree \( r + 1 \), the degree of \( f_a \) becomes \((r+1)(k/r-1)+r-1 = k + r/k - 2 \). Hence, the distance \( d = n - k - \frac{k}{r} + 2 \). This satisfies the equality in (3.1).

Now, let us see how choosing such a \( g \) guarantees locality \( r \). Let us denote \( A_1 = \{\alpha_1, \cdots, \alpha_{r+1}\} \).

Without loss of generality, let us assume that \( f_a(\alpha_1) \) is lost. We want to recover \( f_a(\alpha_1) \) using \( r \) other symbols. Note that, by the second condition, \( g(\alpha_1) = g(\alpha_2) = \cdots = g(\alpha_{r+1}) = \gamma \). Then, \( f_a(x) \) at \( \alpha_1, \cdots, \alpha_{r+1} \) can be represented as:

\[
f_a(\alpha_l) = \sum_{i=1}^{r} \sum_{j=1}^{\frac{k}{r}} a_{ij}\alpha_l^{i-1}\gamma^{j-1}
= \sum_{i=1}^{r} \left( \sum_{j=1}^{\frac{k}{r}} a_{ij} \gamma^{j-1} \right) \alpha_l^{i-1}
= \sum_{i=1}^{r} \psi_i \alpha_l^{i-1} \quad (l = 1, \cdots, r + 1)
\]

Since this is degree-\((r - 1)\) polynomial in \( \alpha_l \), the coefficients, \( \psi_i \)'s can be recovered from evaluation at \( r \) points: \( f_a(\alpha_2), \cdots, f_a(\alpha_{r+1}) \). Then, we can recover \( f_a(\alpha_1) \) by computing:

\[
f_a(\alpha_1) = \sum_{i=1}^{r} \psi_i \alpha_1^{i-1}.
\]

\[\blacksquare\]

3.1.1.3 Problem Statement

We want to give a coding strategy for computing \( C = AB \) with locality \( r \). More specifically, we want to construct locally recoverable Polynomial codes with locality \( r \) and locally recoverable MatDot codes with locality \( r \).

3.1.1.4 Locally Recoverable Polynomial Codes

We first give an example of locally recoverable Polynomial codes for \( m = 4 \) and \( r = 4 \) with \( P = 25 \) worker nodes.
In Example 3.1.1, we have to find a degree-5 polynomial and $\gamma_1, \cdots, \gamma_5$ which satisfies $g(A_i) = \gamma_i$. The plot shows one possible choice of $g(x)$ and $\gamma_1, \cdots, \gamma_5$. After choosing $g(x)$ and $\gamma_i$’s ($i = 1, \cdots, 5$), $\alpha_j$’s are automatically decided ($j = 1, \cdots, 25$). For instance, $A_1 = \{\alpha_1, \cdots, \alpha_5\}$ are shown on the plot.

**Example 3.1.1** ($m = 4, r = 4, P = 25$). We first split the matrices $A$ and $B$ into 4 blocks as follows:

$$A = \begin{bmatrix} A_1 \\ A_2 \\ A_3 \\ A_4 \end{bmatrix}, \quad B = [B_1 \ B_2 \ B_3 \ B_4], \quad (3.3)$$

where $A_i$’s and $B_i$’s are $N/4 \times N$ and $N \times N/4$ dimensional submatrices, respectively. Let $A = \{\alpha_1, \cdots, \alpha_{25}\}$ be a set of 25 distinct real numbers and let $A_1 = \{\alpha_1, \cdots, \alpha_5\}, \cdots, A_5 = \{\alpha_{21}, \cdots, \alpha_{25}\}$ be subsets of $A$ that form a partition of $A$.

Then, we encode the matrices $A$ and $B$ with the following polynomials:

$$p_A(x) = A_1 + A_2x + A_3x^2 + A_4x^3$$

$$p_B(x) = B_1 + B_2g(x) + B_3g(x)^2 + B_4g(x)^3$$

where $g(x)$ is a polynomial of degree 5 that satisfies $g(A_i) = \gamma_i$. An example choice of $g(x)$ and $\gamma_i$’s is shown in Fig.3.1.
The $i$-th worker gets the encoded matrices, which are the evaluations of the polynomials $p_A(x)$ and $p_B(x)$ at $x = \alpha_i$. The $i$-th worker then computes the following product:

$$p_C(x) = \sum_{i=1}^{4} \sum_{j=1}^{4} A_iB_j x^{i-1} g(x)^{j-1}$$

at $x = \alpha_i$ and returns the result to the master node.

The degree of polynomial $p_C(x)$ is $3 \cdot 5 + 3 = 18$, so the master node can recover the coefficients of $p_C(x)$ from its evaluation at any 19 distinct points. Hence, the recovery threshold $K = 19$.

To see that locality $r = 4$, let us assume that node 3 is erased, and notice that $g(\cdot)$ satisfies $g(\alpha_1) = g(\alpha_2) = g(\alpha_3) = g(\alpha_4) = g(\alpha_5) = \gamma_1$. Now, $p_C(x)$ at $\alpha_1, \cdots, \alpha_5$ can be rewritten as:

$$p_C(x) = \sum_{i=1}^{4} \left( \sum_{j=1}^{4} B_j \gamma_1^{j-1} \right) A_i x^{i-1}.$$  

(3.5)

Notice that this is a polynomial of degree 3 which can be recovered from evaluation at any four distinct points, and in this case, $\alpha_1, \alpha_2, \alpha_4, \alpha_5$.

We now provide a general construction of LRC Polynomial codes. Note that our construction is limited to the case when $r = m$.

**Construction 3.1.2 (LRC Polynomial code with $r = m$).** Splitting of the matrices $A$ and $B$ follows Construction 3.1.6:

$$A = \begin{bmatrix} A_1 \\ A_2 \\ \vdots \\ A_m \end{bmatrix}, \quad B = \begin{bmatrix} B_1 & B_2 & \cdots & B_m \end{bmatrix}.$$  

(3.6)

Let $\mathcal{A} = \{ \alpha_1, \cdots, \alpha_P \}$ be a set of $P$ distinct real numbers and let $\{ \mathcal{A}_1, \cdots, \mathcal{A}_{r+1} \}$ be subsets of $\mathcal{A}$ with size $(r + 1)$ which form a partition of $\mathcal{A}$. For simplicity, we assume that $(r + 1)$ divides $P$.

We encode matrix $A$ and $B$ using the following polynomials:

$$p_A(x) = \sum_{i=1}^{m} A_i x^{i-1}, \quad p_B(x) = \sum_{i=1}^{m} B_i g(x)^{i-1},$$  

(3.7)
where \( g(x) \) is a polynomial of degree \((r + 1)\) which is constant on each set \( \mathcal{A}_i \). The \( i \)-th worker gets the evaluation of \( p_{\mathcal{A}}(x) \) and \( p_{\mathcal{B}}(x) \) at \( x = \alpha_i \). Then a worker node computes the following product:

\[
p_C(x) = \sum_{i=1}^{m} \sum_{j=1}^{m} A_i B_j x^{i-1} g(x)^{j-1},
\]

and return the result to a master node.

Before proving the recovery threshold and locality property of LRC Polynomial code, we want to make an important remark on choosing \( g(x) \) and \( \mathcal{A} \).

**Remark 3.1.1.** [Finding a good polynomial \( g(x) \) and a set \( \mathcal{A} \)] In [106], a major challenge was to find a suitable polynomial \( g \) over \( \mathbb{F}_q \) while keeping \( q \) small. However, in this work we consider real numbers. In \( \mathbb{R} \), as long as \( g(x) = 0 \) has \( r + 1 \) distinct real roots (sufficient but not necessary condition), we can always find \( \gamma_1, \cdots, \gamma_{r+1} \) and \( A_1, \cdots, A_{r+1} \) that satisfies \( g(A_i) = \gamma_i (i = 1, \cdots, r+1) \).

However, choosing evaluation points (\( \alpha_i \)’s) that satisfy the above condition can create numerical stability issues. The numerical stability issue is a persistent problem in coded computing when trying to extend the coding technique from finite field to \( \mathbb{R} \) [46, 125]. This is because decoding MDS codes close to capacity often leads to matrices that have poor condition number [38]. Adding locality could worsen the problem. As the degree of \( g \) becomes large (i.e., large \( r \)), the slope of the polynomial \( g(\cdot) \) becomes steep very quickly. This will force us to choose \( \alpha_i \)’s that are very close to each other which can make the resulting Vandermonde matrix close to singular. How much locality effect the stability issue and how to choose a good polynomial \( g(\cdot) \) and \( \gamma_i \)’s to make the decoding as numerically stable as possible needs to be studied further.

The following theorem shows the recovery threshold and locality property of the proposed LRC Polynomial code construction.

**Theorem 3.1.2.** LRC Polynomial code given in Construction 3.1.2 achieves locality \( r = m \) and recovery threshold \( K = m^2 + m - 1 \). Hence, this is an optimal LRC code for locality \( r = m \).

**Proof.** The degree of the polynomial \( p_C \) is \((m - 1) + (m + 1)(m - 1) = m^2 + m - 2 \). Hence,
we can obtain the coefficients of \( p_C \) from evaluation at any \( m^2 + m - 1 \) distinct points. Because \( x^{i-1}g(x)^{j-1} \) all have distinct degrees, we can decode \( A_iB_j \) sequentially from the coefficients. First, recover \( A_mB_m \) from the coefficient of \( x^{m^2+m-2} \), then recover \( A_mB_{m-1} \) from the coefficient of \( x^{m^2+m-2} \) and \( A_mB_m \) that was already decoded, and so on. Thus, the recovery threshold \( K = m^2 + m - 1 \).

Locality \( r = m \) is guaranteed as (3.8) follows the form of (3.2) in Construction 3.1.1 by setting \( r = m \) and \( k/r = m \). The overhead of having locality \( r = m \) is \( m^2/m - 1 = k/r - 1 \). This shows the optimality of the LRC Polynomial code. ■

3.1.1.5 Locally Recoverable MatDot Codes

Before giving a general construction of locally recoverable MatDot codes, we want to give a simple example of LRC MatDot codes for \( m = 6 \) and \( r = 3 \).

Example 3.1.2 (LRC MatDot with \( m = 6, r = 3 \)). First, we split the matrices \( A \) and \( B \) as follows:

\[
A = [A_1 \ A_2 \ldots A_6], \quad B = \begin{bmatrix} B_1 \\ B_2 \\ \vdots \\ B_6 \end{bmatrix}.
\]

Let \( A = \{\alpha_1, \ldots, \alpha_P\} \) be a set of \( P \) distinct real numbers and let \( A_1 = \{\alpha_1, \ldots, \alpha_4\}, \ldots, A_{P-3} = \{\alpha_{P-3}, \ldots, \alpha_P\} \) be subsets of \( A \) of size 4 that form a partition of \( A \). Let \( g(x) \) be a polynomial with degree 4 that is constant on each subset \( A_i \). We encode matrix \( A \) and \( B \) as follows:

\[
p_A(x) = (A_1 + A_2x) + (A_3 + A_4x)g(x) + (A_5 + A_6x)g(x)^2, \\
p_B(x) = (B_6 + B_5x) + (B_4 + B_3x)g(x) + (B_2 + B_1x)g(x)^2.
\]

The \( i \)-th worker node receives the encoded matrices, \( p_A(\alpha_i) \) and \( p_B(\alpha_i) \), and then computes the fol-
lowing product:

\[ p_C(x) = (A_1 + A_2x)(B_6 + B_5x) + \cdots + (A_1B_1 + \cdots A_6B_6)xg(x)^2 + \cdots + (A_5 + A_6x)(B_2 + B_1x)g(x)^4 \]

(3.9)

at \( x = \alpha_i \). Notice that the coefficient of \( xg(x)^2 \) in (3.9) is \( C = A_1B_1 + \cdots A_6B_6 \). The degree of polynomial \( p_C \) is \( 4 \cdot 4 + 2 = 18 \), so we can recover the coefficients of the polynomial with evaluation at any 19 distinct points. After obtaining the coefficients of \( p_C \), the coefficients of \( x^i g(x)^j \) for \( i = 0, 1, 2, j = 0, \cdots, 4 \) can be obtained as they all have distinct degrees. Hence, the recovery threshold \( K = 19 \).

To see the locality property, let us assume that node 3 is erased, and let us denote \( g(A_1) = \gamma \), i.e., \( g(\alpha_1) = g(\alpha_2) = g(\alpha_3) = g(\alpha_4) = \gamma \). Then \( p_C(x) \) at \( \alpha_1, \cdots, \alpha_4 \) can be rewritten as:

\[ p_C(x) = (A_1 + A_2x)(B_6 + B_5x) + \cdots + (A_1B_1 + \cdots A_6B_6)x\gamma^2 + \cdots + (A_5 + A_6x)(B_2 + B_1x)\gamma^4. \]

Now, notice that this is a polynomial of degree 2, which can be recovered from evaluation at any three points, and in this case, \( \alpha_1, \alpha_2, \alpha_4 \).

\[ \blacksquare \]

We now give a construction of LRC MatDot codes with general \( m \) and \( r \). Unlike LRC Polynomial codes, in the LRC MatDot code construction, \( r \) can take any value between 1 and \( 2m - 1 \).

**Construction 3.1.3 (LRC MatDot Codes).** Splitting of the matrices \( A \) and \( B \) follows Construction 2.1.1:

\[
A = \begin{bmatrix} A_1 & A_2 & \cdots & A_m \end{bmatrix}, \quad B = \begin{bmatrix} B_1 \\ B_2 \\ \vdots \\ B_m \end{bmatrix}. \tag{3.10}
\]
Let $\mathcal{A} = \{\alpha_1, \cdots \alpha_P\}$ be a set of $P$ distinct real numbers and let $\mathcal{A}_1, \cdots, \mathcal{A}_{P-1}$ be subsets of $\mathcal{A}$ with size $(r+1)$ which form a partition of $\mathcal{A}$. For simplicity, we assume that $r+1$ divides both $P$ and $m$. Let $g(x)$ be a polynomial of degree $r+1$ which is constant on each subset $\mathcal{A}_i$.

The encoding polynomials of the matrices $A$ and $B$ are as follows:

$$p_A(x) = \left( A_1 + \cdots + A_{\frac{r+1}{2}} x^{\frac{r-1}{r+1}} \right)$$
$$\left. \begin{array}{l}
\quad \quad + \left( A_{\frac{r+1}{2}} + \cdots + A_{(r+1)\frac{r+1}{2}} x^{\frac{r-1}{r+1}} \right) g(x) + \cdots \\
\quad \quad + \left( A_{m-\frac{r+1}{2}} + \cdots + A_{m-1} x^{\frac{r-1}{r+1}} \right) g(x)^{\frac{2m}{r+1}-1},
\end{array} \right\} \quad (3.11)$$

$$p_B(x) = \left( B_m + \cdots + B_{m-\frac{r+1}{2}+1} x^{\frac{r-1}{r+1}} \right)$$
$$\left. \begin{array}{l}
\quad \quad + \left( B_{m-\frac{r+1}{2}} + \cdots + B_{m-r} x^{\frac{r-1}{r+1}} \right) g(x) + \cdots \\
\quad \quad + \left( B_{\frac{r-1}{2}} + \cdots + B_1 x^{\frac{r-1}{r+1}} \right) g(x)^{\frac{2m}{r+1}-1}.
\end{array} \right\} \quad (3.12)$$

The $i$-th worker gets the evaluation of $p_A(x)$ and $p_B(x)$ at $x = \alpha_i$ ($i = 1, \cdots, P$). Then a worker node computes the following product:

$$p_C(x) = p_A(x) p_B(x)$$
$$= \sum_{j=1}^{r+1} A_j x^{j-1} \sum_{j=1}^{r+1} B_{m-j+1} x^{j-1} + \cdots$$
$$+ \left( A_1 B_1 + \cdots + A_m B_m \right) x^{\frac{r+1}{r-1}} g(x)^{\frac{2m}{r+1}-1} + \cdots$$
$$+ \sum_{j=1}^{r+1} A_{m-j+1} x^{j-1} \sum_{j=1}^{r+1} B_j x^{j-1} g(x)^{\frac{4m}{r+1}-2}, \quad (3.13)$$

and return the result to a master node.

The following theorem shows the locality and recovery threshold of the proposed LRC MatDot code construction.

**Theorem 3.1.3.** The LRC MatDot code given in Construction 3.1.3 achieves locality $r$ and recovery threshold $K = 4m - r - 2$.

**Proof.** The degree of the polynomial $p_C$ in (3.13) is

$$r-1 + \left( \frac{4m}{r+1} - 2 \right) (r+1) = 4m - r - 3,$$

so with evaluation at any $4m - r - 2$ distinct points, the coefficients of $p_C$ can be recovered. Also,
notice that the coefficient of \( x^{r-1} \) is \( C = A_1 B_1 + \cdots + A_m B_m \). As \( x^i g(x)^j \) all have distinct degrees for \( i = 0, \cdots, r-1, j = 0, \cdots, 4m - r - 2 \), we can obtain the coefficient of \( x^i g(x)^j \) from the coefficients of \( p_C(x) \). Hence, the recovery threshold is \( K = 4m - r - 2 \).

Now, let us show that the locality of the construction is \( r \). The polynomial \( p_C(x) \) can be rewritten as:

\[
p_C(x) = \sum_{j=1}^{r+1} A_j x^{j-1} \sum_{j=1}^{r+1} B_{m-j+1} x^{j-1} + \left( \sum_{j=1}^{r+1} A_j x^{j-1} \sum_{j=1}^{r+1} B_{m-r-j+1} x^{j-1} \right) g(x) + \cdots \]

\[
+ \left( \sum_{j=1}^{r+1} A_{m-j+1} x^{j-1} \sum_{j=1}^{r+1} B_j x^{j-1} \right) g(x)^{4m - r - 2} = f_1(x) + f_2(x) g(x) + \cdots + f_{4m - r - 2}(x) g(x)^{4m - r - 2}.
\]

Notice that \( f_1, \cdots, f_{4m - r - 2} \) are all polynomials of degree \( r - 1 \). Let \( p_C(\alpha) \) be the lost matrix and let \( \alpha \in A_i \). For all \( \beta \in A_i \),

\[
p_C(\beta) = f_1(\beta) + f_2(\beta) \gamma_i + \cdots + f_{4m - r - 2}(\beta) \gamma_i^{4m - r - 2},
\]

because \( g(A_i) = \gamma_i \). This is a degree-(\( r - 1 \)) polynomial in \( \beta \), so the coefficients of \( p_C \) can be recovered from its evaluation at the \( r \) points in \( A_i \{\alpha\} \). Then the lost matrix can be recovered by evaluating \( p_C(\beta) \) given in (3.14) at \( \beta = \alpha \).

By comparing the recovery threshold given in Theorem 3.1.3 and the recovery threshold of MatDot codes without locality (Construction 2.1.1), we can see that the overhead of having locality \( r \) is \( 2m - r - 1 \). However, the optimal overhead suggested by Theorem 3.1.1 is \( \lceil \frac{2m-1}{r} \rceil - 1 \). Thus, there is a gap between the proposed LRC MatDot codes and the optimal LRC codes; while the optimal overhead of having locality \( r \) decreases in the order of \( 1/r \), the overhead of LRC
MatDot codes decreases linearly in $r$ (see Fig. 3.2). Whether this sub-optimality is inevitable due to the structure of MatDot codes is an open question.

### 3.1.2 Systematic Coded Matrix Multiplication

#### 3.1.2.1 Motivation

To understand the advantages of systematic codes in a masterless setup, let us consider computing matrix product $C = AB$ and assume the splitting of matrices as follows:

$$A = \begin{bmatrix} A_1 \\ \vdots \\ A_m \end{bmatrix}, \quad B = \begin{bmatrix} B_1 & \cdots & B_m \end{bmatrix}. \quad (3.15)$$
Note that this splitting is same as Polynomial codes [130] and Product codes [67]. In an uncoded strategy, \( m^2 \) workers will compute the product:

\[
C = AB = \begin{bmatrix}
A_1B_1 & \cdots & A_1B_m \\
\vdots & \ddots & \vdots \\
A_mB_1 & \cdots & A_mB_m
\end{bmatrix},
\]

where each worker computes one sub-block of \( C \), i.e., \( A_iB_j \). Introducing redundancy for resilience, we add \( p \) additional nodes. When failures happen during the computation, any \( m^2 \) successful nodes out of \( m^2 + p \) nodes can reconstruct the computation output \( C \). In many settings, failures are rare. Under our masterless setting, if we use a non-systematic code, \( m^2 \) nodes have to communicate with each other to recover the product \( C \) even when there is no failure, which can be extremely expensive. On the other hand, if we use a systematic code, we do not need any communication to recover \( C \) when all \( m^2 \) systematic node – nodes that compute \( A_iB_j \)'s \((i, j = 1, \cdots, m)\) – are successful. Further, even when there is a failure among the systematic workers, recovering a failed node only requires communication from \( m^2 \) nodes to the failed node. This has a smaller communication complexity than all \( m^2 \) nodes communicating with each other. Lastly, encoding systematic codes is more communication efficient since we only have to encode \( p \) additional nodes as compared to encoding all \( m^2 + p \) nodes in non-systematic codes.

We will first give the systematic construction on MatDot codes we discussed in Section 2.1.2. Then, we discuss why it is not straightforward to construct systematic Polynomial codes. Finally, we will present a general framework for designing systematic codes for the matrix splitting given in (3.15) (as in Polynomial codes).

### 3.1.2.2 Systematic MatDot Codes

We will first define systematic codes in the MatDot context.

**Definition 3.1.1.** [Systematic code for distributed matrix multiplication problem (Section 2.1.2.2)]

For the problem stated in Section 2.1.2.2 computed on the system defined in Definition 2.1.1 such
Figure 3.3: An illustration of the computational system with four worker nodes and applying systematic MatDot codes with \( m = 2 \). The recovery threshold is 3.

that the matrices \( A \) and \( B \) are split as in (2.3), a code is called \textit{systematic} if the output of the \( r \)-th worker node is the product \( A_r B_r \), for all \( r \in \{1, \cdots, m\} \). We refer to the first \( m \) worker nodes, that output \( A_r B_r \) for \( r \in \{1, \cdots, m\} \), as \textit{systematic worker nodes}.

Note that the final output \( AB \) can be obtained by summing up the outputs from the \( m \) systematic worker nodes:

\[
AB = \sum_{r=1}^{m} A_{r-1}B_{r-1}.
\]

The presented systematic code, named \textit{“systematic MatDot code”}, is advantageous over MatDot codes in two aspects. Firstly, even though both MatDot and systematic MatDot codes have the same recovery threshold, systematic MatDot codes can recover the output as soon as the \( m \) systematic worker nodes successfully finish, this is unlike MatDot codes which \textit{always} require \( 2m - 1 \) workers to successfully finish to recover the final result. Furthermore, when the \( m \) systematic worker nodes successfully finish first, the decoding complexity using systematic MatDot codes is \( O(mN^2) \), which is slightly less than the decoding complexity of MatDot codes, i.e., \( O(kN^2 + k^3) \) where \( k = 2m - 1 \). Another advantage for systematic MatDot codes over MatDot codes is that the systematic MatDot approach may be useful for \textit{backward-compatibility with current practice}. What this means is that, for systems that are already established and operating with no straggler tolerance, but do an \( m \)-way parallelization, it is easier to apply the systematic...
approach as the infrastructure could be appended to additional worker nodes without modifying what the first $m$ nodes are doing.

The following theorem shows that there exists a systematic MatDot code construction that achieves the same recovery threshold as MatDot codes.

**Theorem 3.1.4.** For the matrix-matrix multiplication problem specified in Section 2.1.2.2 computed on the system defined in Definition 2.1.1 there exists a systematic code, where the product $AB$ is the summation of the output of the first $m$ worker nodes, that solves this problem with a recovery threshold of $2m - 1$, where $m \geq 2$ is any positive integer that divides $N$.

Before we describe the construction of systematic MatDot codes, that will be used to prove Theorem 3.1.4 we first present a simple example to illustrate the idea of systematic MatDot codes.

**Example 3.1.3.** [Systematic MatDot code, $m = 2, k = 3$]

Matrix $A$ is split vertically into two sub-matrices (column-blocks) $A_0$ and $A_1$, each of dimension $N \times \frac{N}{2}$ and matrix $B$ is split horizontally into two sub-matrices (row-blocks) $B_0$ and $B_1$, each of dimension $\frac{N}{2} \times N$ as follows:

$$A = \begin{bmatrix} A_0 & A_1 \end{bmatrix}, \quad B = \begin{bmatrix} B_0 \\ B_1 \end{bmatrix}. \quad (3.17)$$

Now, we define the encoding functions $p_A(x)$ and $p_B(x)$ as $p_A(x) = A_0 \frac{x-x_2}{x_1-x_2} + A_1 \frac{x-x_1}{x_2-x_1}$ and $p_B(x) = B_0 \frac{x-x_2}{x_1-x_2} + B_1 \frac{x-x_1}{x_2-x_1}$, for distinct $x_1, x_2 \in \mathbb{F}$. Let $x_3, \ldots, x_P$ be elements of $\mathbb{F}$ such that $x_1, x_2, x_3, \ldots, x_P$ are distinct. The master node sends $p_A(x_r)$ and $p_B(x_r)$ to the $r$-th worker node, for all $r \in \{1, \ldots, P\}$, where the $r$-th worker node performs the multiplication $p_A(x_r)p_B(x_r)$ and sends the output to the fusion node. The exact computations at each worker node are depicted in Fig. 3.3.

We can observe that the outputs of the worker nodes 1, 2 are $A_0B_0, A_1B_1$, respectively, and hence this code is systematic. Let us consider a scenario where the systematic worker nodes, i.e., worker nodes 1 and 2, complete their computations first. In this scenario, the fusion node does
not require a decoding step and can obtain the product $AB$ by simply performing the summation of the two outputs it has received: $A_0B_0 + A_1B_1$. Now, let us consider a different scenario where worker nodes 1, 3, 4 are the first three successful workers. Then, the fusion node receives three matrices, $p_A(x_1)p_B(x_1), p_A(x_3)p_B(x_3),$ and $p_A(x_4)p_B(x_4)$. Since these three matrices can be seen as three evaluations of the polynomial $p_A(x)p_B(x)$ of degree 2 at three distinct evaluation points $x_1, x_3, x_4$, the coefficients of the polynomial $p_A(x)p_B(x)$ can be obtained using polynomial interpolation. Finally, to obtain the product $AB$, we evaluate $p_A(x)p_B(x)$ at $x = x_1, x_2$ and sum them up:

$$p_A(x_1)p_B(x_1) + p_A(x_2)p_B(x_2) = A_0B_0 + A_1B_1 = AB.$$ 

We now describe the general construction of the systematic MatDot codes for matrix-matrix multiplication. As all the code constructions in this paper follow the polynomial format given in Construction 2.1.1 in our subsequent constructions, we will only highlight major differences, such as, encoding polynomials.

**Construction 3.1.4. [Systematic MatDot codes]**

**Splitting of input matrices:** $A$ and $B$ are split as in (2.3).

**Master node (encoding):** The master node encodes matrices $A$ and $B$ using the following polynomials:

$$p_A(x) = \sum_{i=1}^{m} A_{i-1}L_i(x), \quad p_B(x) = \sum_{i=1}^{m} B_{i-1}L_i(x),$$

where

$$L_i(x) = \prod_{j=\{1,\ldots,m\}\setminus\{i\}} \frac{x - x_j}{x_i - x_j}.$$  

**Fusion node (decoding):** For any $k$ such that $m \leq k \leq 2m - 1$, whenever the outputs of the first $k$ successful workers contain the outputs of the systematic worker nodes 1, $\ldots$, $m$, i.e., $\{p_C(x_r)\}_{r=\{1,\ldots,m\}}$ is contained in the set of the first $k$ outputs received by the fusion node, the fusion node performs the summation $\sum_{r=1}^{m} p_C(x_r)$. Otherwise, if $\{p_C(x_r)\}_{r=\{1,\ldots,m\}}$ is not
contained in the set of the first $2m - 1$ evaluations received by the fusion node, the fusion node performs the following steps: (i) interpolates the polynomial $p_C(x) = p_A(x)p_B(x)$ (the feasibility of this step will be shown later in the proof of Theorem 3.1.4), (ii) evaluates $p_C(x)$ at $x_1, \cdots, x_m$, (iii) performs the summation $\sum_{r=1}^m p_C(x_r)$.

If the number of successful worker nodes is smaller than $2m - 1$ and the first $m$ worker nodes are not included in the successful worker nodes, the fusion node declares a failure.

The following lemma proves that the construction given here is systematic.

**Lemma 3.1.1.** For Construction 3.1.4 the output of the $r$-th worker node, for $r \in \{1, \cdots, m\}$, is the product $A_{r-1}B_{r-1}$. That is, Construction 3.1.4 is a systematic code for distributed matrix-matrix multiplication as defined in Definition 3.1.1

**Proof of Lemma 3.1.1** The lemma follows from the fact that $p_A(x_r) = A_{r-1}$, and $p_B(x_r) = B_{r-1}$, for $r \in \{1, \cdots, m\}$. Thus, $p_C(x_r) = p_A(x_r)p_B(x_r) = A_{r-1}B_{r-1}$, for any $r \in \{1, \cdots, m\}$. ■

Now, we proceed with the proof of Theorem 3.1.4

**Proof of Theorem 3.1.4** Since Construction 3.1.4 is a systematic code for matrix-matrix multiplication (Lemma 3.1.1), in order to prove the theorem, it suffices to show that Construction 3.1.4 is a valid construction with a recovery threshold $k = 2m - 1$. From (3.19), observe that the polynomials $L_i(x)$, $i \in \{1, \cdots, m\}$, have degrees $m - 1$ each. Therefore, each of $p_A(x) = \sum_{i=1}^m A_i-1L_i(x)$ and $p_B(x) = \sum_{i=1}^m B_i-1L_i(x)$ has a degree of $m - 1$ as well. Consequently, $p_C(x) = p_A(x)p_B(x)$ has a degree of $2m - 2$. Now, because the polynomial $p_C(x)$ has degree $2m - 2$, evaluation of the polynomial at any $2m - 1$ distinct points is sufficient to interpolate $C(x)$ using polynomial interpolation algorithm. Now, since Construction 3.1.4 is systematic (Lemma 3.1.1), the product $AB$ is the summation of the outputs of the first $m$ workers, i.e., $AB = \sum_{r=1}^m p_C(x_r)$. Therefore, after the fusion node interpolates $C(x)$, evaluating $p_C(x)$ at $x_1, \cdots, x_m$, and performing the summation $\sum_{r=1}^m p_C(x_r)$ yields the product $AB$. ■
3.1.2.2.1 Complexity Analysis of Systematic MatDot codes  Apart from the encoding/decoding complexity, the complexity analyses of systematic MatDot codes are the same as their MatDot counterpart. In the following, we investigate the encoding/decoding complexity of Construction 3.1.4.

**Encoding/Decoding Complexity:** Encoding for each worker first requires performing evaluations of polynomials $L_i(x)$ for all $i \in \{1, \ldots, m\}$, with each evaluation requiring $O(m)$ operations. This gives $O(m^2)$ operations for all polynomial evaluations. Afterwards, two linear combinations of $m$ sub-matrices of size $N^2/m$ each is taken, which is of complexity $O(mN^2/m) = O(N^2)$. Therefore, the overall encoding complexity for each non-systematic worker is $O(\max(N^2, m^2)) = O(N^2)$ because $m \ll N$. For the systematic workers, no further encoding is required on the sub-matrices of $A$ and $B$. Thus, the overall computational complexity of encoding for $P$ workers is $O(N^2(P - m))$.

For decoding, two cases would arise depending on whether all the $m$ systematic nodes finished first or not. When all the $m$ systematic nodes finish first, the decoding is equivalent to taking the sum of the $m$ systematic evaluations and is thus of complexity $O(N^2m)$. Alternatively, when the $m$ systematic nodes do not finish first, the decoder waits for the first $k(= 2m - 1)$ nodes to send their evaluations of $p_C(x)$. Then it is required to interpolate the coefficients of $p_C(x)$, evaluate it at the systematic points $x_1, x_2, \ldots, x_m$, and then take the sum of the systematic evaluations. Because we are interested in only the final sum of the systematic evaluations and not in the individual systematic evaluations or coefficient interpolations, we again consider the problem of deriving the appropriate linear combination and taking the final linear combination on the matrices separately.

Recall that $p_C(x) = C_0 + C_1x + \ldots + C_{k-1}x^{k-1}$ where $k = 2m - 1$ but now we are interested in computing the sum of the systematic evaluations of $p_C(x)$ at $x_1, x_2, \ldots, x_m$. Also let $\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_k$ denote the $k(= 2m - 1)$ unique values at which the $k$ fastest workers evaluated the polynomial $p_C(x)$ and $V$ denote the $k \times k$ Vandermonde matrix as defined in (2.6).
Let $\tilde{V}$ denote the $m \times k$ Vandermonde matrix for evaluation, consisting of increasing powers of the $m$ systematic values $x_1, x_2, \ldots, x_m$, as follows:

$$
\tilde{V} = \begin{bmatrix}
1 & x_1 & x_1^2 & \cdots & x_1^{k-1} \\
1 & x_2 & x_2^2 & \cdots & x_2^{k-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & x_m & x_m^2 & \cdots & x_m^{k-1}
\end{bmatrix}.
$$

Now, the evaluation of $p_C(x)$ at the systematic values $x_1, x_2, \ldots, x_m$ is equivalent to the following operation:

$$
\left(\tilde{V} \otimes I_{N \times N}\right) \begin{bmatrix}
C_0 \\
C_1 \\
\vdots \\
C_{k-1}
\end{bmatrix} = \left(\tilde{V}\tilde{V}^{-1} \otimes I_{N \times N}\right) \begin{bmatrix}
p_C(\tilde{x}_1) \\
p_C(\tilde{x}_2) \\
\vdots \\
p_C(\tilde{x}_k)
\end{bmatrix}.
$$

Finally, the summation of these $m$ systematic evaluations can be written as:

$$
\left([1, 1, \ldots, 1]_{1 \times m} \otimes I_{N \times N}\right) \left(\tilde{V} \otimes I_{N \times N}\right) \begin{bmatrix}
C_0 \\
C_1 \\
\vdots \\
C_{k-1}
\end{bmatrix} = \left([1, 1, \ldots, 1]_{1 \times m} \tilde{V}\tilde{V}^{-1} \otimes I_{N \times N}\right) \begin{bmatrix}
p_C(\tilde{x}_1) \\
p_C(\tilde{x}_2) \\
\vdots \\
p_C(\tilde{x}_k)
\end{bmatrix}.
The decoder first computes the final row-vector $[1, 1, \ldots, 1]_{1 \times m} \hat{V}V^{-1}$ (complexity is at most $O(k^3)$ as it is dominated by the inversion of the matrix $V$). Next, it linearly combines the $k$ evaluations $p_C(\tilde{x}_1), p_C(\tilde{x}_2), \ldots, p_C(\tilde{x}_k)$ (of size $N^2$ each) using the $k$ values in the final row vector (complexity is $O(N^2k)$). Thus, the total decoding complexity is $O(N^2k + k^3) = O(N^2k)$ when $k = 2m - 1 \ll N$. This is similar to MatDot codes.

Note that, these encoding and decoding complexities may be improved further in functions of $m$ and $P$ in different scenarios, e.g., using alternate methods of faster evaluation, or using the outputs of the systematic nodes more efficiently during decoding if at least some of them are in the set of $k$ fastest workers (if not all) that will be pursued as a future work. Here, we restrict ourselves to somewhat conservative estimates for our proposed strategy as our main goal is to explore dependence on $N$ in the regime where $m, P \ll N$.

### 3.1.2.3 Systematic Polynomial Codes

Using the similar technique as we used in systematic MatDot codes does not easily yield a systematic construction for Polynomial codes [130]. We follow the univariate polynomial construction in [130] and assume that the matrices $A$ and $B$ are encoded using the polynomials $p_A(x)$ and $p_B(x)$:

$$p_A(x) = \sum_{d=1}^{D_A} f_d(A_1, \ldots, A_m)x^d, \quad \text{(3.20)}$$

and

$$p_B(x) = \sum_{d=1}^{D_B} g_d(B_1, \ldots, B_m)x^d, \quad \text{(3.21)}$$

for some (possibly linear) functions $f_d(\cdot)$’s and $g_d(\cdot)$’s.

Let us assume that we use polynomial $p_A(x)$ and $p_B(x)$ and the first $m^2$ workers compute $A_iB_j$’s ($i, j = 1, \cdots, m$). This implies the following:

$$p_A(\alpha_n)p_B(\alpha_n) = A_iB_j, \quad \text{(3.22)}$$
for \( n = m \cdot (i - 1) + j \). Then, ignoring constant factors, the following should be satisfied:

\[
p_A(\alpha_n) = A_i, \quad p_B(\alpha_n) = B_j.
\] (3.23)

This imposes \( m^2 \) evaluation points on both \( p_A \) and \( p_B \). Hence, the degree of the polynomials \( p_A \) and \( p_B \) should be at least \( m^2 - 1 \). Their product, \( p_C(x) = p_A(x) \cdot p_B(x) \), thus has degree at least \( 2m^2 - 2 \). This makes the recovery threshold \( 2m^2 - 1 \), instead of \( m^2 \).

### 3.1.2.4 A General Description of Systematic Matrix Multiplication Codes

We first introduce some notations and set up a framework for systematic matrix multiplication codes under the matrix splitting specified in (3.15). We denote the “block-vectorized” version of the final matrix \( C \) by:

\[
\text{block-vec}(C) = [A_1 B_1 \cdots A_1 B_m \cdots A_m B_1 \cdots A_m B_m]^T.
\] (3.24)

Let us assume that the matrix blocks \( A_i \)'s and \( B_j \)'s are scalars for the ease of explanation. We will first explain how we encode input matrices \( A \) and \( B \) and then show how the product \( C \) is encoded as a result.

Systematic encoding matrices for \( A \) and \( B \) are written as:

\[
G_A = \begin{bmatrix}
I_{m \times m} \otimes 1_{m \times 1} \\
a_{1,1} & \cdots & a_{1,m} \\
\vdots & \ddots & \vdots \\
a_{p,1} & \cdots & a_{p,m}
\end{bmatrix},
\] (3.25)
We will call the bottom submatrices of these matrices as $P_A$ and $P_B$ respectively, as they are the parity-generating parts. Assuming that $A_1, \cdots, A_m, B_1, \cdots, B_m$ are scalars, our encoding can be written as:

$$
\begin{bmatrix}
\mathbf{\tilde{A}}_1 \\
\vdots \\
\mathbf{\tilde{A}}_{m^2 + 1} \\
\vdots \\
\mathbf{\tilde{A}}_{m^2 + p}
\end{bmatrix} = G_A
\begin{bmatrix}
A_1 \\
\vdots \\
A_m
\end{bmatrix}
= \begin{bmatrix}
A_1 \\
\vdots \\
A_m
\end{bmatrix}
= \begin{bmatrix}
a_{1,1}A_1 + \cdots + a_{1,m}A_m \\
\vdots \\
a_{p,1}A_1 + \cdots + a_{p,m}A_m
\end{bmatrix},
$$

(3.27)

$$
\begin{bmatrix}
\mathbf{\tilde{B}}_1 \cdots \mathbf{\tilde{B}}_{m^2} \mathbf{\tilde{B}}_{m^2 + 1} \cdots \mathbf{\tilde{B}}_{m^2 + p}
\end{bmatrix}
= \begin{bmatrix}
B_1 \cdots B_m \\
B_1 \cdots B_m \ b_{1,1}B_1 + \cdots + b_{1,m}B_m \\
\vdots \\
b_{p,1}B_1 + \cdots + b_{p,m}B_m
\end{bmatrix} G_B^T
$$

(3.28)

$\mathbf{\tilde{A}}_i$ and $\mathbf{\tilde{B}}_i$ represent encoded data the node $i$ receives ($i = 1, \cdots, m^2 + p$).
The final encoded product can now be written as:

\[
\tilde{C} = \text{block-vec}(C)G_C
\]

\[
= \begin{bmatrix}
    A_1B_1 \\
    A_1B_2 \\
    \vdots \\
    A_mB_m
\end{bmatrix}
\]

\[
= \begin{bmatrix}
    (a_{1,1}A_1 + \cdots + a_{1,m}A_m)(b_{1,1}B_1 + \cdots + b_{1,m}B_m) \\
    \vdots \\
    (a_{p,1}A_1 + \cdots + a_{p,m}A_m)(b_{p,1}B_1 + \cdots + b_{p,m}B_m)
\end{bmatrix}
\]

which encodes the block-vectorized form in (3.24) using an encoding matrix of the form:

\[
G_C = \begin{bmatrix}
    I_{m^2 \times m^2} \\
    P_A \ast P_B
\end{bmatrix}
\]

The \( \ast \) denotes “row-wise Kronecker product”, also known as the Khatri-Rao product [75].

**Remark 3.1.2.** Remember that we used a simplifying assumption that \( A_i \)'s and \( B_j \)'s are scalars. To extend this to actual matrices of dimension \( N/m \times N \) and \( N \times N/m \), we can treat \( A_i, B_j \)'s as elements in the vector space of \( \mathbb{R}^{N/m \times N} \) and \( \mathbb{R}^{N \times N/m} \). Then, we can think of the matrix \( \begin{bmatrix}
    A_1 \\
    \vdots \\
    A_m
\end{bmatrix} \) as an \( m \times 1 \) column vector with each element in \( \mathbb{R}^{N/m \times N} \). In a similar fashion, the matrix \( \begin{bmatrix}
    B_1 & \cdots & B_m
\end{bmatrix} \) can be regarded as an \( 1 \times m \) row vector with each element in \( \mathbb{R}^{N \times N/m} \). The
matrix product $G_A \cdot \begin{bmatrix} A_1 \\
\vdots \\
A_m \end{bmatrix}$ is now a matrix-vector product where the dimension of the matrix is $(m^2 + p) \times m$ and the length of the vector is $m$. Each element in the matrix is in the field $\mathbb{R}$ and each element in the vector is in the vector space $\mathbb{R}^{N/m \times N}$. This can be understood as a set of scalar multiplications on the vectors and vector additions.

While considering the submatrices as vectors is a more intuitive way to understand our construction, we include a “non-vectorized” explanation here. Since our multiplications and additions are performed in a block-wise fashion, the same number should be multiplied to all the elements in the sub-matrix. E.g., for encoding the first parity node, $a_{1,1}$ should be multiplied with all elements in $A_1$; $a_{1,2}$ should be multiplied with all elements in $A_2$, and so on. Since each submatrix $A_i$ has $N/m$ rows, we have to expand the encoding matrix $G_A$ by $N/m$ as follows:

$$G_A = G_A \otimes I_{N/m \times N}.$$  \hspace{1cm} (3.31)

Now, $G_A$ is a matrix of dimension $(m^2 + p)N/m \times N$, and (3.27) can be rewritten as:

$$\begin{bmatrix} \tilde{A}_1 \\
\vdots \\
\tilde{A}_{m^2 + p} \end{bmatrix} = G_A \begin{bmatrix} A_1 \\
\vdots \\
A_m \end{bmatrix}.$$  \hspace{1cm} (3.32)

We can construct different codes by choosing different coefficients in $P_A$ and $P_B$. Our code constructions provided in the following will use this general framework and, we will highlight only how $P_A$ and $P_B$ are constructed.

### 3.1.2.5 Random Code Construction and Probabilistic Guarantees

**Construction 3.1.5** (Random Code). Following the general framework given in (3.30), all entries in $P_A$ and $P_B$ are drawn iid from the standard Gaussian distribution $\mathcal{N}(0, 1)$.

**Theorem 3.1.5.** Construction 3.1.5 provides a systematic MDS matrix-multiplication code with
probability 1, i.e., the results from any $m^2$ out of the overall $m^2 + p$ nodes are sufficient to reconstruct the final result $C$.

To prove the theorem, we need two lemmas.

**Lemma 3.1.2** (Corollary 3, p.319 in [77]). A matrix $G$ is an encoding matrix of a systematic MDS code if and only if every square submatrix of the parity generating submatrix $G_P$ is non-singular.

**Lemma 3.1.3.** If the entries of $P_A$ and $P_B$ are drawn iid from the standard Gaussian distribution, every square submatrix of the parity generating submatrix $P_A \ast P_B$ is non-singular with probability 1.

**Proof.** We will first show that the determinants of any $r \times r$ submatrix ($r \leq p$) are non-zero polynomials by mathematical induction. When $r = 1$, this is trivial. Now, assume that every $(r - 1) \times (r - 1)$ submatrix of $P_A \ast P_B$ has a non-zero determinant. Let us denote an arbitrary $r \times r$ submatrix as:

$$S = \begin{bmatrix} a_{i_1,j_1}b_{i_1,k_1} & a_{i_1,j_2}b_{i_1,k_2} & \cdots & a_{i_1,j_r}b_{i_1,k_r} \\ a_{i_2,j_1}b_{i_2,k_1} & a_{i_2,j_2}b_{i_2,k_2} & \cdots & a_{i_2,j_r}b_{i_2,k_r} \\ \vdots & \vdots & \ddots & \vdots \\ a_{i_r,j_1}b_{i_r,k_1} & a_{i_r,j_2}b_{i_r,k_2} & \cdots & a_{i_r,j_r}b_{i_r,k_r} \end{bmatrix}.$$  \hspace{1cm} (3.33)

The determinant of this matrix can be written as:

$$\det(S) = a_{i_1,j_1}b_{i_1,k_1}D_1 + a_{i_1,j_2}b_{i_1,k_2}D_2 + \cdots + a_{i_1,j_r}b_{i_1,k_r}D_r,$$  \hspace{1cm} (3.34)

where $D_i$ is the determinant of the $(r - 1) \times (r - 1)$ submatrix without the first row and the $i$-th column of the matrix $S$, and they are non-zero polynomials due to the induction assumption. Because $(j_1, k_1), (j_2, k_2), \cdots, (j_r, k_r)$ are all distinct, $r$ terms in (3.34) cannot cancel each other out. Hence, $\det(S)$ is not a zero polynomial.

It is easy to see that the set of $a_{i,j}, b_{i,k}$’s in matrix $S$ such that $\det(S) = 0$ is a measure-0 subset of the entire space. For a given $r$, there are $\binom{m^2}{r} \cdot \binom{p}{r}$ possible submatrices. Let us call

\[\text{Depending on which rows and columns are chosen for the submatrix } S, \text{ the entire space can be as small as } \mathbb{R}^{r^2} \text{ and as big as } \mathbb{R}^{2r^2}.\]
the set of \(a_{i,j}, b_{i,k}\)'s that makes any square submatrix of \(P_A \ast P_B\) to have determinant 0, a “bad set”. The bad set is a union of \(\sum_{r=1}^{p} \binom{m^2}{r} \cdot \binom{p}{r}\) measure-0 subsets. Hence, \(P(\text{bad set}) = 0\) when \(a_{i,j}, b_{i,k}\)'s are chosen randomly from a Gaussian distribution.


### 3.1.2.6 Bivariate Polynomial Code Construction

Let us denote a Vandermonde matrix as follows:

\[
\text{Vand}_d(u_1, u_2, \ldots, u_k) = \begin{bmatrix}
1 & u_1 & \cdots & u_1^{d-1} \\
1 & u_2 & \cdots & u_2^{d-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & u_k & \cdots & u_k^{d-1}
\end{bmatrix}.
\]

**Construction 3.1.6** (Bivariate Polynomial Code). Let

\[
\mathcal{A} = \text{Vand}_m(\alpha_1, \cdots, \alpha_m), \quad \mathcal{B} = \text{Vand}_m(\beta_1, \cdots, \beta_m), \\
\mathcal{A}_p = \text{Vand}_m(\alpha_{m+1}, \cdots, \alpha_{m+p}), \\
\mathcal{B}_p = \text{Vand}_m(\beta_{m+1}, \cdots, \beta_{m+p}),
\]

(3.35)

where \(\alpha_i\)'s and \(\beta_i\)'s \((i = 1, \cdots, m^2 + p)\) drawn iid from the standard Gaussian distribution.

Following the general framework given in (3.30), \(P_A\) and \(P_B\) are constructed as follows:

\[
P_A = \mathcal{A}_p \mathcal{A}^{-1}, \quad P_B = \mathcal{B}_p \mathcal{B}^{-1}.
\]

(3.36)

The following lemma explains how Construction [3.1.6] is based on polynomials.

**Lemma 3.1.4.** If \(\alpha_1, \cdots, \alpha_m\) and \(\beta_1, \cdots, \beta_m\) are drawn iid from the standard Gaussian distribution, with probability 1, there exists a polynomial of degree \(2m - 2\), \(h(x, y)\) that satisfies

\[
h(\alpha_i, \beta_j) = \mathcal{A}_i \mathcal{B}_j,
\]

(3.37)

for \(i, j = 1, \cdots, m\).
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Proof. If $\alpha_i$’s are all distinct, we can construct a polynomial $f(x)$ as follows:

$$f(x) = \sum_{i=1}^{m} A_i \prod_{j \neq i} \frac{x - \alpha_j}{\alpha_i - \alpha_j}. \quad (3.38)$$

Similarly, if $\beta_i$’s are all distinct, we can construct a polynomial $g(x)$ as follows:

$$g(x) = \sum_{i=1}^{m} B_i \prod_{j \neq i} \frac{x - \beta_j}{\beta_i - \beta_j}. \quad (3.39)$$

Then, if we let $h(x, y) = f(x)g(y)$, (3.37) is satisfied. For iid samples from Gaussian distribution, $\Pr(\alpha_i = \alpha_j) = 0$ for $i \neq j$. Hence, the polynomial $h$ exists with probability 1. ■

Since the degree of the polynomials $f$ and $g$ we constructed in (3.38) and (3.39) is $m - 1$, let us write them as follows:

$$f(x) = f_0 + f_1 x + \cdots + f_{m-1} x^{m-1}, \quad (3.40)$$
$$g(x) = g_0 + g_1 x + \cdots + g_{m-1} x^{m-1}. \quad (3.41)$$

Because $f(\alpha_i) = A_i$ for $i = 1, 2, \ldots, m$, we have:

$$\begin{bmatrix} f_0 \\ \vdots \\ f_{m-1} \end{bmatrix} = A^{-1} \begin{bmatrix} A_1 \\ \vdots \\ A_m \end{bmatrix}. \quad (3.42)$$

For the parity nodes, we encode $A$ and $B$ using polynomial evaluations $f(\alpha_i)$ and $g(\beta_i)$, $i = m + 1, \ldots, m + p$, and let each parity node compute:

$$h(\alpha_i, \beta_i) = f(\alpha_i)g(\beta_i). \quad (3.43)$$

Using this, our encoding matrix can be written as:

$$G_A = \begin{bmatrix} I_{m \times m} \otimes 1_{m \times 1} \\ A_P A^{-1} \end{bmatrix}. \quad (3.44)$$

The bottom submatrix $P_A = A_P A^{-1}$ is the result of polynomial encoding at the parity nodes given in (3.43). $P_B$ can be obtained similarly.
**Theorem 3.1.6.** Construction [3.1.6] provides a systematic MDS matrix-multiplication code with probability 1, i.e., the results from any \( m^2 \) out of the overall \( m^2 + p \) nodes are sufficient to reconstruct the final result \( C \).

**Proof.** First, notice that if we can reconstruct the coefficients \( f_i \)'s and \( g_j \)'s in polynomial \( h(x, y) \), we can recover \( C \) by evaluating \( h(x, y) \) at \( x = \alpha_i, y = \beta_j \) for \( i, j = 1, \ldots, m \). Hence, we will prove that we can reconstruct the polynomial \( h(x, y) \) from any \( m^2 \) nodes with probability 1, i.e., any \( m^2 \times m^2 \) submatrix of the following matrix is invertible:

\[
H = \begin{bmatrix}
    \mathcal{A} \otimes \mathcal{B} \\
    \mathcal{A}_P \star \mathcal{B}_P
\end{bmatrix}_{(m^2+p) \times m^2}.
\]  

(3.45)

Denote an arbitrary \( m^2 \times m^2 \) square submatrix of \( H \) by \( S \). We will show that \( \det(S) \) is a non-zero polynomial of the standard Gaussian random variables \( \alpha_i \)'s and \( \beta_j \)'s, and hence \( \Pr(\det(S) = 0) = 0 \). We will use 0 to denote a zero polynomial.

Let us rewrite \( S \) as:

\[
S = \begin{bmatrix}
    S_{sys} \\
    S_{par}
\end{bmatrix},
\]

where \( S_{sys} \) and \( S_{par} \) are from rows of \( \mathcal{A} \otimes \mathcal{B} \) and \( \mathcal{A}_P \star \mathcal{B}_P \), respectively. Let us denote the number of rows in \( S_{sys} \) and \( S_{par} \) as \( \sigma \) and \( \rho \).

**Case 1:** \( \sigma = m^2 \) and \( \rho = 0 \). In other words, \( S = \mathcal{A} \otimes \mathcal{B} \). Then, from the property of Kronecker product,

\[
\det(S) = \det(\mathcal{A})^m \det(\mathcal{B})^m
= \prod_{i \neq j} (\alpha_i - \alpha_j)^m \prod_{i \neq j} (\beta_i - \beta_j)^m,
\]

which is a non-zero polynomial.

**Case 2:** \( 1 \leq \rho \leq p \). We will use induction on \( \rho \).

i) \( \rho = 1 \).
In this case, $S_{\text{par}}$ is a row vector of the following form:

$$S_{\text{par}} = \begin{bmatrix} \text{Vand}_m(\alpha_k) \otimes \text{Vand}_m(\beta_k) \end{bmatrix},$$

where $k > m$. Using this row vector, the determinant can be expanded as follows:

$$\det(S) = \det(S_1) - \beta_k \det(S_2) + \cdots - \alpha_k^{m-1} \beta_k^{m-1} \det(S_{m^2}), \quad (3.46)$$

where $S_i$’s are submatrices of $S$ excluding the $i$-th column and the $m^2$-th row. The signs in (3.46) assume that $m$ is even, but the proof holds the same for an odd $m$. Notice that $\det(S_1), \cdots, \det(S_{m^2})$ are polynomials only in $\alpha_i$’s and $\beta_j$’s for $i, j = 1, \cdots m$, and they do not have any $\alpha_k$ or $\beta_k$ terms for $k > m$. Hence, $\det(S) = 0$ only when

$$\det(S_1) = \cdots = \det(S_{m^2}) = 0. \quad (3.47)$$

i.e., when all these are zero polynomials.

Let us denote $I = \{(i, j) | i, j = 1, \cdots, m\}$ and $I(S) \subseteq I$ as a set of indices of $\alpha_i, \beta_j$ that are included in $S_{\text{sys}}$. In this case, we have only one element in $I \setminus I(S)$ and let us denote the element as $(\tilde{i}, \tilde{j})$. Now, let us define another matrix $S'$ by replacing $S_{\text{par}}$ with

$$\begin{bmatrix} \text{Vand}_m(\alpha_{\tilde{i}}) \otimes \text{Vand}_m(\beta_{\tilde{j}}) \end{bmatrix}.$$

Notice that the matrix $S'$ now consists of $m^2$ rows of the systematic part. Therefore, from Case 1, we get:

$$\det(S') = \det(S_1) - \beta_{\tilde{j}} \det(S_2) + \cdots - \alpha_{\tilde{i}}^{m-1} \beta_{\tilde{j}}^{m-1} \det(S_{m^2})$$

$$= \prod_{i \neq \tilde{j}} (\alpha_i - \alpha_{\tilde{j}})^m \prod_{i \neq \tilde{j}} (\beta_i - \beta_{\tilde{j}})^m \neq 0.$$

This contradicts (3.47). Thus, $\det(S) \neq 0$.

ii) Let as assume that $\det(S) \neq 0$ for any $\rho \leq k$. Then, showing that this holds for $\rho = k + 1$ is similar to what we did for $\rho = 1$.

$$\det(S) = \det(S_1) - \beta_{k+1} \det(S_2) + \cdots - \alpha_{k+1}^{m-1} \beta_{k+1}^{m-1} \det(S_{m^2}). \quad (3.48)$$
Now, let us assume that \( \det(S) = 0 \). This implies that (3.47) holds. Let us choose \((\tilde{i}, \tilde{j}) \in I \setminus I(S)\) and construct \( S' \) by replacing the last row with

\[
\begin{bmatrix}
\text{Vand}_m(\alpha_i) \otimes \text{Vand}_m(\beta_j)
\end{bmatrix}.
\]

Then \( S' \) has \( k \) rows from \( A_P \ast B_P \) and \( m^2 - k \) rows from \( A \otimes B \). Thus, by inductive assumption,

\[
\det(S') = \det(S_1) - \beta_j \det(S_2) + \cdots - \alpha_i^{m-1} \beta_j^{m-1} \det(S_{m^2})
\]

\[
\neq 0.
\]

This contradicts (3.47). Thus \( \det(S) \neq 0 \).}

3.1.3 Systematic LRC MatDot Codes

In this section, we discuss systematic LRC MatDot code construction that has both the desired properties: being systematic and being locally-recoverable. Although we assume a master-worker system in this paper, LRC matrix multiplication nodes will be also valuable in a fully-distributed system that does not have a master node. Systematic encoding would be particularly useful in this setting because we can obtain the final computation output by only repairing failed systematic nodes. Assuming that failure rate is low, locality will let us repair a failed systematic node by communicating with only a few other nodes instead of communicating with all the other nodes.

We will first give an example of systematic LRC MatDot codes for \( m = 4, r = 3 \) with \( P = 16 \) worker nodes.

Example 3.1.4 (Systematic LRC MatDot Codes with \( m = 4, r = 3, P = 16 \)). We first split

\[\text{Example 3.1.4 (Systematic LRC MatDot Codes with } m = 4, r = 3, P = 16). \text{ We first split}\]

\[\text{The definition of systematic codes follows Definition 3.1.1}\]
matrices $A$ and $B$ into 4 blocks as follows:

$$A = [A_1 A_3 A_4], \quad B = \begin{bmatrix} B_1 \\ B_2 \\ B_3 \\ B_4 \end{bmatrix}$$

where $A_i$’s and $B_i$’s are $N \times N/4$ and $N/4 \times N$ dimensional submatrices, respectively. Let $A = \{\alpha_1, \cdots, \alpha_{16}\}$ be a set of 16 distinct real numbers and let $A_1 = \{\alpha_1, \cdots, \alpha_4\}, \cdots, A_4 = \{\alpha_{13}, \cdots, \alpha_{16}\}$ be disjoint subsets of $A$ that form a partition of $A$. Let $g(x)$ be a polynomial of degree 4 which satisfies: $g(A_i) = \gamma_i$ for $i = 1, \cdots, 4$. Then, we encode the matrices $A$ and $B$ with the following polynomials:

$$p_A(x) = (A_1 \frac{x - \alpha_1}{\alpha_2 - \alpha_1} + A_2 \frac{x - \alpha_1}{\alpha_2 - \alpha_1}) f_1(x) + (A_3 \frac{x - \alpha_6}{\alpha_5 - \alpha_6} + A_4 \frac{x - \alpha_5}{\alpha_6 - \alpha_5}) f_2(x)$$

$$p_B(x) = (B_1 \frac{x - \alpha_1}{\alpha_2 - \alpha_1} + B_2 \frac{x - \alpha_2}{\alpha_1 - \alpha_2}) f_1(x) + (B_3 \frac{x - \alpha_6}{\alpha_5 - \alpha_6} + B_4 \frac{x - \alpha_5}{\alpha_6 - \alpha_5}) f_2(x)$$

where $f_1(x) = \lambda_{11} + \lambda_{12} g(x)$ and $f_2(x) = \lambda_{21} + \lambda_{22} g(x)$. The coefficients $\lambda_{ij}$’s are chosen so that $f_i(A_j) = \delta_{ij}$ for $i, j = 1, 2$. They can be obtained by solving:

$$\begin{bmatrix} \lambda_{11} & \lambda_{12} \\ \lambda_{21} & \lambda_{22} \end{bmatrix} \begin{bmatrix} 1 & 1 \\ \gamma_1 & \gamma_2 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.$$ 

The $i$-th worker node receives the encoded matrices, $p_A(\alpha_i)$ and $p_B(\alpha_i)$, and then computes the
following product:

\[
p_c(x) = p_A(x)p_B(x) \\
= (A_1 \frac{x - \alpha_1}{\alpha_2 - \alpha_1} + A_2 \frac{x - \alpha_1}{\alpha_2 - \alpha_1}) (B_1 \frac{x - \alpha_1}{\alpha_2 - \alpha_1} \\
+ B_2 \frac{x - \alpha_2}{\alpha_1 - \alpha_2}) f_1(x)^2 + (\cdots) f_1(x)f_2(x) \\
+ (A_3 \frac{x - \alpha_6}{\alpha_5 - \alpha_6} + A_4 \frac{x - \alpha_6}{\alpha_5 - \alpha_6}) (B_3 \frac{x - \alpha_6}{\alpha_5 - \alpha_6} \\
+ B_4 \frac{x - \alpha_5}{\alpha_6 - \alpha_5}) f_2(x)^2
\]

at \( x = \alpha_i \). First, note that the following holds:

\[
p_c(\alpha_1) = A_1B_1, \quad p_c(\alpha_2) = A_2B_2, \\
p_c(\alpha_5) = A_3B_3, \quad p_c(\alpha_6) = A_4B_4.
\]

Hence, this is a systematic code. The degree of \( p_C(\cdot) \) is \( 2 \cdot 4 + 2 = 10 \), so with evaluation at any 11 points, we can recover the coefficients on \( p_C(x) \). The recovery threshold \( K = 11 \).

Now, to examine the locality property, let as assume that node 3 is erased. Because \( f_1 \) and \( f_2 \) are linear combinations of constant and \( g(x) \), they are also constant on each subset \( A_i \). For \( i = 1, \cdots, 4 \), \( p_C(\alpha_i) \) becomes a polynomial of degree 2 in \( \alpha_i \) as \( f_1(\alpha_i), f_2(\alpha_i) \) are constant for \( \alpha_1, \cdots, \alpha_4 \). Hence, the coefficients of \( p_C \) can be recovered from three evaluations, \( p_C(\alpha_1), p_C(\alpha_2), \) and \( p_C(\alpha_4), \) and thus the lost matrix \( p_C(\alpha_3) \) can be recovered.  

We now give a construction of systematic LRC MatDot codes for general \( m \) and \( r \).

**Construction 3.1.7** (Systematic LRC MatDot Codes). The key idea is to replace \( g(x)^{i-1} \) in \( p_A(x) \) given in (3.11) with \( f_i(x) \) which satisfies \( f_i(A_j) = \delta_{ij} \) (i, j = 1, \cdots, \frac{2m}{r+1})\), and to replace \( \sum_{j=1}^{r+1} A_{i+1}^{i+j} x^j x^j \) in (3.12) with Lagrange interpolation (i = 1, \cdots, \frac{2m}{r+1}). We do similar replacements for \( p_B(x) \) in (3.12). Let us explain this in more detail.

First, we generate \( f_i \)'s by linearly combining \( 1, g(x), \cdots, g(x)^{\frac{2m}{r+1}-1} \): \( f_i(x) = \sum_{j=1}^{\frac{2m}{r+1}} \lambda_{ij} g(x)^{j-1} \).
Let us denote $g(A_i) = \gamma_i$. We obtain $\lambda_{ij}$’s by solving the following equation:

$$
\begin{bmatrix}
1 & 1 & \cdots & 1 \\
\gamma_1 & \gamma_2 & \cdots & \gamma_\frac{2m}{r+1} \\
\vdots & \vdots & \ddots & \vdots \\
\gamma_\frac{2m}{r+1} & \gamma_\frac{2m}{r+1} & \cdots & \gamma_\frac{2m}{r+1}
\end{bmatrix}
= I_{\frac{2m}{r+1}}
$$

where $\Lambda = [\lambda_{ij}]$ and $I_{\frac{2m}{r+1}}$ is an identity matrix of dimension $\frac{2m}{r+1} \times \frac{2m}{r+1}$. It is easy to see that by this choice of $\lambda_{ij}$’s, $f_i(A_j) = \delta_{ij}$ for $i, j = 1, \cdots, \frac{2m}{r+1}$.

Let $\tilde{A}_i$ be a subset of $A_i$ which has the first half of the elements, that is,

$$
\tilde{A}_i = \{\alpha_{(r+1)(i-1)+1}, \cdots, \alpha_{(r+1)(i-1)+\frac{r+1}{2}}\},
$$

and let $\tilde{A}_i(j) = \tilde{A}_i \setminus \{\alpha_{(r+1)(i-1)+j}\}$. Now, let us define $\phi_{ij}(x)$ as follows:

$$
\phi_{i,j}(x) = \prod_{\alpha \in \tilde{A}_i(j)} \frac{x - \alpha}{\alpha_{(r+1)(i-1)+j} - \alpha}.
$$

Then, we encode $A$ and $B$ using the following polynomials:

$$
p_A(x) = \sum_{j=1}^{\frac{r+1}{2}} A_{\frac{r+1}{2}+j} \phi_{1,j}(x) f_1(x) + \sum_{j=1}^{\frac{r+1}{2}} A_{\frac{r+1}{2}+j} \phi_{2,j}(x) f_2(x) + \cdots + \sum_{j=1}^{\frac{r+1}{2}} A_{m-\frac{r+1}{2}+j} \phi_{2,m}(x) f_2(x) + \sum_{j=1}^{\frac{r+1}{2}} A_{\frac{r+1}{2}+j} \phi_{1,j}(x) f_1(x),
\tag{3.50}
$$

$$
p_B(x) = \sum_{i=1}^{\frac{2m}{r+1}} \sum_{j=1}^{\frac{r+1}{2}} B_{\frac{r+1}{2}+j} \phi_{i,j}(x) f_1(x),
\tag{3.51}
$$

The $i$-th worker receives the evaluation of $p_A(x)$ and $p_B(x)$ at $x = \alpha_i$. A worker node then
computes the following product:

\[ p_C(x) = p_A(x)p_B(x) = \left( \sum_{i=1}^{2m} \sum_{j=1}^{r+1} A_{r+1(i-1)+j} \phi_{i,j}(x) f_i(x) \right) \]
\[ \cdot \left( \sum_{i=1}^{2m} \sum_{j=1}^{r+1} B_{r+1(i-1)+j} \phi_{i,j}(x) f_i(x) \right), \]

and returns the result to the master node.

The following theorem shows that the Construction 3.1.7 is indeed systematic, and achieves the same locality and recovery threshold as the non-systematic version LRC MatDot codes.

**Theorem 3.1.7.** The systematic LRC MatDot code given in Construction 3.1.7 is systematic, and achieves locality \( r \) and recovery threshold \( K = 4m - r - 2 \).

**Proof.** To show that the construction is systematic, we have to show that there exists a subset \( A_{\text{sys}} = \{ \beta_1, \ldots, \beta_m \} \subseteq A \) such that \( p_C(\beta_i) = A_iB_i \). Let \( A_{\text{sys}} = \tilde{A}_1 \cup \cdots \cup \tilde{A}_{2m,r+1} \). Now, notice that for \( i = 1, \ldots, 2m \) and \( j = 1, \ldots, r+1 \),

\[ p_C(\alpha_{(r+1)(i-1)+j}) = p_A(\alpha_{(r+1)(i-1)+j})p_B(\alpha_{(r+1)(i-1)+j}) \]
\[ = A_{r+1(i-1)+j}B_{r+1(i-1)+j}, \]

and \( \alpha_{(r+1)(i-1)+j} \in A_{\text{sys}} \). This proves that the code is systematic.

The degree of \( \phi_{i,j} \)'s is \( \frac{r+1}{2} \) and the degree of \( f_i \)'s is \( (r+1)\left(\frac{2m}{r+1} - 1\right) = 2m - r - 1 \). Thus, the degree of \( p_C(x) \) is \( 2 \cdot \left( \frac{r+1}{2} + 2m - r - 1 \right) = 4m - r - 3 \). This shows that the recovery threshold \( K = 4m - r - 2 \).

Finally, let us show the locality property. Let \( p_C(\alpha) \) be the lost symbol and let \( \alpha \in A_i \). Then, for all \( \beta \in A_i \), \( f_i(\beta) = \sum_{j=1}^{2m} \lambda_{ij} \gamma_{i,j}^{j-1} = \psi_i \). Then, \( p_C(\beta) \) can be rewritten as:

\[ p_C(\beta) = \left( \sum_{j=1}^{r+1} \left( \sum_{i=1}^{2m} \psi_i A_{r+1(i-1)+j} \phi_{i,j}(\beta) \right) \right) \cdot \]
\[ \left( \sum_{j=1}^{r+1} \left( \sum_{i=1}^{2m} \psi_i B_{r+1(i-1)+j} \phi_{i,j}(\beta) \right) \right). \]
Since $\phi_{i,j}$’s are polynomials of degree $r-1$, $p_C(\beta)$ is a degree-$(r - 1)$ polynomial in $\beta$. Hence, from the evaluation of $p_C(\cdot)$ at the $r$ points in $A_l \backslash \{\alpha\}$, we can recover the coefficients of $p_C(\cdot)$. The lost symbol $p_C(\alpha)$ can then be recovered by evaluating $p_C(\cdot)$ at $\beta = \alpha$.

### 3.2 Masterless Coded Computing Strategies

#### 3.2.1 Coded SUMMA

**3.2.1.1 System Model and Notations**

The computation goal is to compute a matrix product:

$$
C = AB,
$$

(3.52)

where $A, B, C \in \mathbb{R}^{m \times m}$. The matrices need not be the same dimensions in our algorithms, but this is just for simplicity. We have $p$ nodes under the masterless setting. We call systematic nodes for the nodes that have the original data and parity nodes for those that have encoded data. We also assume that the code rate is fixed, which is defined as:

$$
\frac{\text{(number of systematic nodes)}}{\text{(number of systematic nodes)} + \text{(number of parity nodes)}}
$$

Depending on the algorithm, $p$ nodes will be placed on a 2D or 3D grid, and we will use $P(i, j)$ ($P(i, j, l)$) to denote the $(i, j)$-th ($(i, j, l)$-th) node on the grid. We consider hard failures in this paper, and we assume that we cannot recover any data from a failed node.

For communication cost analysis, we assume the $\alpha-\beta$ model. For an $m \times m$ matrix $X$, we will use $X_{i,\text{row}}$ ($X_{i,\text{col}}$) to denote the $i$-th row block (column block) of $X$, and $X_{i,j}$ to denote the $(i, j)$-th sub-block of $X$. Finally, we define *recovery threshold* as the minimum number of workers required to reconstruct $C$ in the worst case.
Algorithm 1 SUMMA

Initial Data Distribution: $P(i, j)$ has $A_{i,j}$ and $B_{i,j}$.

for $k = 1$ to $\sqrt{p}$ do

/* For $i = 1, \ldots, \sqrt{p}$ in parallel */

$P(i, k)$ broadcasts $A_{i,k}$ to the $i$-th row

/* For $j = 1, \ldots, \sqrt{p}$ in parallel */

$P(k, j)$ broadcasts $B_{k,j}$ to the $j$-th column

/* For all nodes in parallel */

$P(i, j)$ computes $C_{i,j} \leftarrow C_{i,j} + A_{i,k}B_{k,j}$

end for

3.2.1.2 Background: SUMMA and 2.5D SUMMA

The scalable universal matrix multiplication algorithm (SUMMA) is a parallel algorithm for general matrix multiplication, which is very simple and highly efficient [113]. The SUMMA assumes a 2D grid placement of nodes and computes $C = AB$ through a series of outer product updates.

Let $A = \begin{bmatrix} A_{1}^{\text{col}} & \cdots & A_{\sqrt{p}}^{\text{col}} \end{bmatrix}$ and $B = \begin{bmatrix} B_{1}^{\text{row}} \\ \vdots \\ B_{\sqrt{p}}^{\text{row}} \end{bmatrix}$. Then, $C = \sum_{k=1}^{\sqrt{p}} A_{k}B_{k}$. In the $k$-th iteration of SUMMA, we compute one outer product, $A_{k}B_{k}$. More details are given in Algorithm 1.

To further increase parallelism, 2.5D SUMMA was proposed [103], which adds one more dimension to the grid. 2.5D SUMMA arranges $p$ nodes into a $\sqrt{p/c} \times \sqrt{p/c} \times c$ grid, and each $\sqrt{p/c} \times \sqrt{p/c}$ layer computes a $c$-th fraction of SUMMA. Then, the results of all the layers are aggregated to compute: $C = \sum_{k=1}^{c} A_{k}^{\text{col}}B_{k}^{\text{row}}$. The full algorithm is summarized in Algorithm 2.
### 3.2.1.3 Problem Definition

Given the system model given in Section 3.2.1.1 we want to construct a coding strategy for SUMMA and 2.5D SUMMA (Algorithm 12) that has small encoding and decoding communication overhead.

### 3.2.1.4 Coded SUMMA

For algorithms like SUMMA which place nodes on a 2D grid, a natural choice of codes is ABFT/Product codes [52, 67]. In this section, we provide insights on how ABFT/Product codes can be incorporated into SUMMA’s data distribution and communication patterns. We will call coded SUMMA algorithm with an $n \times n$ grid with a $k \times k$ grid of systematic nodes as $(n, k)$ coded SUMMA.

**Example 3.2.1** ($(3, 2)$ Coded SUMMA). *Let us consider using the top-right 2x2 grid as systematic nodes, and the remaining nodes as parity nodes. Matrices $A$ and $B$ are divided into 3x3 sub-blocks, and node $P(i, j)$ initially has $A_{i,j}$ and $B_{i,j}$.*

**Encoding:** For encoding $A$, let us further break down $A_{i,j}$ into two equal-sized row blocks, and denote them $A_{i,j}^{(1)}$ and $A_{i,j}^{(2)}$. Then, each node encodes parity symbols by computing $A_{i,j}^{(3)} = A_{i,j}^{(1)} + A_{i,j}^{(2)}$, and each column performs column-wise all-to-all communication to shuffle the row blocks of $A$. After shuffling, node $P(i, j)$ will have $\tilde{A}_{i,j}$ that is defined as:

$$\tilde{A}_{i,j} = \begin{bmatrix} A_{i,j}^{(1)} \\ A_{i,j}^{(2)} \\ A_{i,j}^{(3)} \end{bmatrix}$$

(3.53)

For instance, node $P(1, 1)$ and $P(3, 1)$ will have: $\tilde{A}_{1,1} = \begin{bmatrix} A_{1,1}^{(1)} \\ A_{1,1}^{(2)} \\ A_{1,1}^{(3)} \end{bmatrix}$, $\tilde{A}_{3,1} = \begin{bmatrix} A_{3,1}^{(1)} \\ A_{3,1}^{(2)} \\ A_{3,1}^{(3)} \end{bmatrix}$.
respectively.

*Encoding*: \( B \) is similar, but performed in a column-wise fashion. \( B_{i,j} \) is split into two equal-sized column blocks, i.e., \( B_{i,j} = \begin{bmatrix} B_{i,j}^{(1)} & B_{i,j}^{(2)} \end{bmatrix} \). Then, each node computes: \( B_{i,j}^{(3)} = B_{i,j}^{(1)} + B_{i,j}^{(2)} \).

Each row then performs row-wise all-to-all communication to shuffle the column blocks of \( B \) so that after shuffling, node \( P(i,j) \) has:

\[
\tilde{B}_{i,j} = \begin{bmatrix} B_{i,1}^{(j)} & B_{i,2}^{(j)} & B_{i,3}^{(j)} \end{bmatrix}.
\]

(3.54)

*Computation*: We perform SUMMA given in Algorithm 1 on the rearranged matrix \( \tilde{A} \) and \( \tilde{B} \).

*Decoding*: The decoding algorithm is detailed in Algorithm 3. Notice that the shuffled rows and columns are automatically rearranged back to \( AB \) during the decoding process. We can further optimize the decoding process by doing “lazy decoding”, which is explained later in the section.

The SUMMA can be thought of as running a series of generic matrix multiplications where we compute:

\[
C \leftarrow \alpha C + \beta AB,
\]

(3.55)

for \( \sqrt{p} \) iterations. The proposed coding technique can thus be applied to any iterative matrix-multiply updates.

**Remark 3.2.1.** [Lazy Decoding] For iterative algorithms of \( k \) iterations, there exist two ways of decoding: decode after each iteration or decode after all \( k \) iterations. We propose lazy decoding which is in between the two extremes.

The goal of lazy decoding is to decode in the middle of iterative matrix-multiplies only when the decoding is necessary. We will consider that decoding is necessary if any failure in the next iteration can make the results undecodable. The condition for decodability of product codes was given in [60, 67]. If we represent failure patterns as a bipartite graph where left and right vertices correspond to rows and columns on the grid, respectively. There is an edge between the \( i \)-th left vertex and the \( j \)-th right vertex, if the node \( P(i, j) \) is a failure. Then, the code is undecodable if
there exists a subgraph where each node has degree greater than \( n - k \). Now, we will show how the lazy decoding approach can be implemented in a fully-distributed manner.

After computing one iteration of (3.55), all the successful nodes will broadcast their status so that all the surviving nodes can construct the bipartite graph of the failure pattern of the entire grid.

Let \( P(i, j) \) be one of the surviving nodes. Then, \( P(i, j) \) adds an edge between the \( i \)-th left vertex and the \( j \)-th right vertex on the graph, and check the decodability condition. If the pattern is undecodable, it will broadcast to all the nodes on the grid that initiates decoding process. After recovering all the nodes on the \( n \times n \) grid, the next iteration resumes. We will not specify implementation details of this, but note that each only has to send one-bit beacon, which is much cheaper than exchanging matrices.

### 3.2.1.5 Communication and Computation Cost Analysis

We analyze the communication cost and computation cost in coded SUMMA. The coded SUMMA has three stages, \( i.e., \) encoding, computation, and decoding. Denote the time of these three parts respectively by \( T_{\text{enc}}^{\text{SUMMA}} \), \( T_{\text{comp}}^{\text{SUMMA}} \), and \( T_{\text{dec}}^{\text{SUMMA}} \).

**Theorem 3.2.1.** For the system model given in Section 3.2.1.1, communication time of the \((n, k)\) coded SUMMA is given as follows:

\[
T_{\text{enc}}^{\text{SUMMA}} = \alpha \Theta(\log n) + \beta \Theta(m^2 \log n/n^2),
\]

(3.56)

\[
T_{\text{comp}}^{\text{SUMMA}} = \alpha \Theta(n \log n) + \beta \Theta(m^2/n),
\]

(3.57)

\[
T_{\text{dec}}^{\text{SUMMA}} = \alpha \Theta(\log n) + \beta \Theta(m^2 \log n/n^2).
\]

(3.58)

Thus, the encoding and decoding time in coded SUMMA is negligible if \( n \gg 1 \).

**Proof.** First, we look at the encoding time. The encoding on each one of \( A \) and \( B \) can be conducted by a local encoding step followed by a shuffling step. At the beginning, each node has
data of size $m^2/n^2$. The data is partitioned into $k$ small blocks and encoded into $n$ small blocks. Thus, the data at each node after encoding is $m^2/nk$. Then, the data are shuffled in the $n$ nodes using an all-to-all communication. We use the communication efficient all-to-all algorithm in [11] on the row direction for $B$ and the column direction for $A$. If each node has $u$ bits and the number of nodes is $v$, this algorithm completes in $2\log v$ communication rounds, and requires sending $u\log v$ bits in total. Note that we have a factor 2 because we need to encode both $A$ and $B$.

**Local encoding:**
\[ C_{\text{encoding}}^{\text{SUMMA}} = 2m^2/n^2/k \cdot (nk) = 2m^2/n. \]

**Shuffling (all-to-all):**
\[ T_{\text{encoding}}^{\text{SUMMA}} = 2\alpha \log n + 4\beta (m^2/nk) \log n = \alpha \Theta (\log n) + \beta \Theta (m^2 \log n/n^2). \]

Second, we look at the SUMMA computing time. The computation proceeds in $n$ iterations. In each iteration, one node broadcasts data of size $m^2/nk$ to a row, and one node broadcasts data of the same size to a column. Then, local matrix-multiplication is conducted.

**Broadcast:**
\[ T_{\text{computing}}^{\text{SUMMA}} = [4\alpha \log n + 4\beta (m^2/nk)] \cdot n = \alpha \Theta (n \log n) + \beta \Theta (m^2/n). \]

**Local computing:**
\[ C_{\text{computing}}^{\text{SUMMA}} = n \cdot (m/k)^2 \cdot (m/n) = m^3/k^2. \]

Finally, we look at the SUMMA decoding time. All the rows in the 2D mesh perform decoding in parallel. Then, all the columns perform decoding in parallel. One round of decoding requires two all-to-all communication steps. The data at each node (partial matrix of $C$) has size $m^2/k^2$.

**Shuffling (all-to-all):**
\[ T_{\text{decoding}}^{\text{SUMMA}} = 2\alpha \log n + 4\beta (m^2/k^2) \log n = \alpha \Theta (\log n) + \beta \Theta (m^2 \log n/n^2). \]

### 3.2.1.6 Coded 2.5D SUMMA

In 2.5D SUMMA, each layer computes a different set of outer products, that is, the $l$-th layer computes $A_l^{\text{col}} B_l^{\text{col}}$, where $A = \begin{bmatrix} A_1^{\text{col}} & \cdots & A_c^{\text{col}} \end{bmatrix}$ and $B = \begin{bmatrix} B_1^{\text{row}} \\ \vdots \\ B_c^{\text{row}} \end{bmatrix}$, and the final product is the sum of all the outer products computed at different layers: $C = \sum_{k=1}^c A_k^{\text{col}} B_k^{\text{col}}$. For this
last dimension where we split the outer products, we can apply MatDot codes \cite{29} since MatDot 
codes split the matrix product into outer products. Hence, we propose coded 2.5D SUMMA 
which applies ABFT/Product codes within each layer and MatDot codes across the layers. We 
will use \((n, k) \times (N, K)\) coded 2.5D SUMMA to denote the coded strategy which uses \((n, k)\) 
coded SUMMA at each layer and has \(K\) systematic layers out of total of \(N\) layers.

\textbf{A Concise description of the main algorithm. (Fig. 3.4)} We will call the three directions in 
the 3D grid direction-\(i\), -\(j\), and -\(l\) respectively.

Step 1 (Encoding across layers) \(A\) and \(B\) are encoded locally using MatDot codes on the first 
processor layer. Then, the encoded matrices are scattered in direction-\(l\) so that each layer 
gets the same linear combination.

Step 2 (Encoding on rows and columns) For all layers in parallel, encode on partial \(A\) and \(B\) 
using product codes. Then, encoded submatrices are shuffled to ensure that each node has 
the same single linear combination. The MDS codes and MatDot codes are encoded on 
orthogonal directions.

Step 3 (SUMMA) For all layers in parallel, the encoded data is gathered into the minimum amount 
of nodes (\(\frac{1}{N}\)-fraction of all the nodes). Matrix-matrix multiplications are conducted using 
the SUMMA algorithm on all layers. The gathering step is for reducing the number of 
stages in SUMMA.

Step 4 (Decoding) In the case of failures, decode on the rows, columns, or across layers.

Let us now provide a simple example of \((3, 2) \times (4, 2)\) coded 2.5D SUMMA.

\textbf{Example 3.2.2 ((3, 2) \times (4, 2) coded 2.5D SUMMA). The node \(P(i, j, 1)\) initially has \(A_{i,j}\) and 
\(B_{i,j}\).

\textit{Encoding:} We will first encode MatDot codes and begin with splitting \(A_{i,j}\) into two smaller
Step 1: local encoding using MatDot codes

Step 1.1: local encoding

Step 1.2: scatter

Step 2: local encoding using product codes

Step 3: SUMMA

One may use a local gathering step to reduce number of communication rounds

Figure 3.4: Coded 2.5D SUMMA algorithm

column blocks and $B_{i,j}$ into two smaller row blocks as follows:

$$A_{i,j} = \begin{bmatrix} A_{i,j}^{(1)} & A_{i,j}^{(2)} \end{bmatrix}, \quad B_{i,j} = \begin{bmatrix} B_{i,j}^{(1)} \\ B_{i,j}^{(2)} \end{bmatrix}. \quad (3.59)$$

Then, the node $P(i, j, 1)$ locally computes four encoded column-blocks and row-blocks as fol-
lows:

\[ \mathbf{A}_{i,j,1} = \mathbf{A}_{i,j}^{(1)} + \alpha_1 \mathbf{A}_{i,j}^{(2)} , \quad \mathbf{B}_{i,j,1} = \alpha_1 \mathbf{B}_{i,j}^{(1)} + \mathbf{B}_{i,j}^{(2)} , \]

\[ \mathbf{A}_{i,j,2} = \mathbf{A}_{i,j}^{(1)} + \alpha_2 \mathbf{A}_{i,j}^{(2)} , \quad \mathbf{B}_{i,j,2} = \alpha_2 \mathbf{B}_{i,j}^{(1)} + \mathbf{B}_{i,j}^{(2)} , \]

\[ \mathbf{A}_{i,j,3} = \mathbf{A}_{i,j}^{(1)} + \alpha_3 \mathbf{A}_{i,j}^{(2)} , \quad \mathbf{B}_{i,j,3} = \alpha_3 \mathbf{B}_{i,j}^{(1)} + \mathbf{B}_{i,j}^{(2)} , \]

\[ \mathbf{A}_{i,j,4} = \mathbf{A}_{i,j}^{(1)} + \alpha_4 \mathbf{A}_{i,j}^{(2)} , \quad \mathbf{B}_{i,j,4} = \alpha_4 \mathbf{B}_{i,j}^{(1)} + \mathbf{B}_{i,j}^{(2)} , \]

where \( \alpha_1, \ldots, \alpha_4 \) are four distinct real numbers. Then \( P(i, j, 1) \) sends \( \mathbf{A}_{i,j,k} \) to \( P(i, j, k) \) for \( k = 2, 3, 4 \). We can also use systematic MatDot codes where \( \mathbf{A}_{i,j,1} = \mathbf{A}_{i,j}^{(1)} \) and \( \mathbf{A}_{i,j,1} = \mathbf{A}_{i,j}^{(2)} \).

After MatDot encoding step, the node \( P(i, j, k) \) will have \( \mathbf{A}_{i,j,k} \) and \( \mathbf{B}_{i,j,k} \) for all \( i, j = 1, \ldots, 3, k = 1, \ldots, 4 \). Then, each layer will perform encoding for \( (3, 2) \) coded SUMMA as described in Example 3.2.1

**Computation:** Perform 2.5D SUMMA on the \( 3 \times 3 \times 4 \) grid as given in Algorithm 2.

**Decoding:** We decode MatDot codes across layers. If some node’s data is undecodable through MatDot codes, we decode the Product code within the layer.

In the \( (n, k) \times (N, K) \) coded 2.5D SUMMA, we encode MatDot codes on shuffled columns of \( \mathbf{A} \) and shuffled rows of \( \mathbf{B} \). We will describe more on shuffled MatDot codes and show that the shuffling does not change the structure of MatDot codes.

**Shuffled MatDot codes in \( (n, k) \times (N, K) \) coded 2.5D SUMMA.** At the first layer, the \( i \)-th column generates \( N \) encoded column blocks of \( \mathbf{A} \) as follows:

\[ \sum_{l=1}^{K} \mathbf{A}_i^{(l)} \alpha_{\rho}^{l-1} \]  

for \( \rho = 1, \ldots, N \). Similarly, the \( i \)-th row in the first layer encodes \( \mathbf{B} \) as follows:

\[ \sum_{l=1}^{K} \mathbf{B}_i^{(l)} \alpha_{\rho}^{K-l} \]
for \( \rho = 1, \ldots, N \). Note that we use \( \mathbf{A}_i \) and \( \mathbf{B}_i \) to denote \( \mathbf{A}_i^{\text{col}} \) and \( \mathbf{B}_i^{\text{row}} \). Now the \( k \)-th layer gets encoded blocks of \( \mathbf{A} \) and \( \mathbf{B} \) as follows:

\[
\begin{align*}
&\left\{ \sum_{l=1}^{K} \mathbf{A}_i^{(l)} \alpha_k^{l-1} \right\} \text{ for } i = 1, \ldots, K, \\
&\left\{ \sum_{l=1}^{K} \mathbf{B}_i^{(l)} \alpha_k^{K-l} \right\} \text{ for } i = 1, \ldots, K.
\end{align*}
\]

Then, the \( k \)-th layer computes:

\[
\sum_{i=1}^{K} \left( \sum_{l=1}^{K} \mathbf{A}_i^{(l)} \alpha_k^{l-1} \right) \left( \sum_{j=1}^{K} \mathbf{B}_i^{(j)} \alpha_k^{K-j} \right).
\]

(3.62)

**Lemma 3.2.1.** *Shuffled MatDot codes in \((n, k) \times (N, K)\) 2.5D coded SUMMA can recover any failed node \( P(i, j, k) \) from the set of surviving nodes \( S = \{P(i, j, \kappa), \kappa \in [1, \ldots, N]\} \) if \(|S| \geq 2K - 1\).*

*Proof.* Let us define a polynomial \( f_C(x) \) as:

\[
f_C(x) = \sum_{i=1}^{K} \left( \sum_{l=1}^{K} \mathbf{A}_i^{(l)} x^{l-1} \right) \left( \sum_{j=1}^{K} \mathbf{B}_i^{(j)} x^{K-j} \right).
\]

(3.63)

The coefficient of \( x^{K-1} \) in \( f_C(x) \) is:

\[
\sum_{i=1}^{K} \sum_{l=1}^{K} \mathbf{A}_i^{(l)} \mathbf{B}_i^{(l)} = \mathbf{A}\mathbf{B} = C.
\]

(3.64)

Since the degree of the polynomial \( f_C \) is \( 2K - 2 \), with any \( 2K - 1 \) evaluations of the polynomial, we can recover all the coefficients including (3.64).

**Theorem 3.2.2.** *The recovery threshold of \((n, k) \times (N, K)\) 2.5D SUMMA is given by:

\[
n^2N - (N - 2K)(n - k + 1)^2 + 1.
\]

(3.65)

*Proof.* We want to show that the minimum number of failures that cannot be decoded is \( \lambda_{\min} = (N - 2K)(n - k + 1)^2 \). Let us first show that the worst-case scenario on each layer without MatDot codes is \( \psi_{\min} = (n - k + 1)^2 \). Let \( \psi \) be the number of failures on \( n \times n \) grid. We have
to show that i) any $\psi < \psi_{\min}$ is decodable and ii) there exists a pattern of $\psi_{\min}$ failures that is not decodable. To show i), let us assume that $\psi \leq (n - k + 1)^2 - 1$. Let $\psi_i$ be the number of failures at the $i$-th column and $C_f = \{i : \psi_i > n - k\}$. Then, $|C_f| < n - k + 1$. Thus, there are at least $k$ columns that are decodable, and hence we can decode the entire grid. To prove ii), consider a scenario where the bottom right $(n - k + 1) \times (n - k + 1)$ sub-grid fails. Then, we cannot decode the result at $(k, k)$-th node.

We can use a similar argument to extend this to the $(n, k) \times (N, K)$ 2.5D SUMMA. Let us assume that $\lambda$ be the total number of failures on the 3D grid, and $\lambda_i$ be the number of failures at the $i$-th layer. We have to show that i) any $\lambda < \lambda_{\min}$ is decodable and ii) there exists a pattern of $\lambda_{\min}$ failures that is not decodable. Let us assume that $\lambda < \lambda_{\min}$. Then $|L_f = \{i : \lambda_i \geq \psi_{\min}\}| < N - 2K$. This shows that there are at least $2K + 1$ layers with less than $\psi_{\min}$ failures, and hence these layers are decodable. From Lemma 3.2.1, we can see that as long as there are $2K + 1$ successful layers, we can decode the final output. Now, assume that the first $(N - 2K)$ layers have failures at their bottom right $(n - k + 1) \times (n - k + 1)$ sub-grids. Then, we cannot decode the $(k, k)$-th node on these layers, and we only have $2K$ layers that have successful $(k, k)$-th node. Thus, this is not decodable.

Remark 3.2.2. The threshold in Theorem 3.2.2 is the minimum number of successful nodes in the worst-case scenario to ensure recovery. There exist scenarios in which the number of successful nodes is smaller than the recovery threshold, but the recovery can still be successful.

3.2.1.7 Communication and Computation Cost Analysis

We analyze the communication cost and computation cost in the coded 2.5D SUMMA algorithm. Again, for simplicity, assume the matrices $A$ and $B$ both have size $m \times m$. The processor mesh has size $n \times n \times N$.

Denote by $T_{\text{comm}}$ the time required for 2.5D coded SUMMA. Denote by $T_{\text{comm}}^{\text{ABFT}}$ the extra time for the coding cost in product codes. Denote by $T_{\text{comm}}^{\text{MatDot}}$ the extra time for coding cost in MatDot
codes.

**Theorem 3.2.3.** Suppose the product codes and MatDot codes have constant rate, i.e., \( n = \Theta(k) \) and \( N = \Theta(K) \). Then,

\[
T_{\text{comm}} = \left[ \alpha \Theta \left( \log n \right) + \beta \Theta \left( m^2/n^2 \right) \right] \cdot \frac{n}{N}, \tag{3.66}
\]

\[
T_{\text{comm}}^{\text{ABFT}} = \alpha \Theta \left( \log n \right) + \beta \Theta \left( m^2 \log n/n^2 \right), \tag{3.67}
\]

\[
T_{\text{comm}}^{\text{MatDot}} = \alpha \Theta \left( \log n \right) + \beta \Theta \left( m^2/n^2 \right). \tag{3.68}
\]

The results lead to the following observations:

- **For product codes:**
  - (Latency) The latency of encoding and decoding product codes is negligible if \( N = o(n) \).
  - (Bandwidth) The bandwidth of encoding and decoding product codes is negligible if \( N = o(n/\log n) \). Note that the \( \log n \) factor in all-to-all communications can be removed if one uses the ring algorithm. However, the number of communication rounds increase from \( \log n \) to \( n \).

- **For MatDot codes:**
  - (Latency) The latency of encoding and decoding MatDot codes is negligible if \( N = o(n) \).
  - (Bandwidth) The bandwidth of encoding and decoding MatDot codes is negligible if \( N = o(n) \).

Regarding the condition \( N = o(n) \), note that the motivation for 2.5D SUMMA instead of 3D SUMMA is that the replication factor cannot be as large as \( p^{1/3} \). Thus, in the usual case, we have \( N = o(n) \) (otherwise we can use 3D SUMMA in which the data is replicated \( n \) times).

**Proof.** We analyze the time complexity of both communication and computation in each step. W.L.O.G, we only calculate the complexity of multiplications and ignore additions in matrix-matrix multiplications.
Encoding MatDot codes and scattering the coded results

The first layer has \( n \times n \) nodes. Each node has a square matrix of size \( m^2/n^2 \). Each local square matrix is partitioned into \( K \) small blocks and encoded into \( N \) small blocks. The \( N \) small blocks at a particular node on the first layer is scattered to \( N \) layers. Both \( A \) and \( B \) need encoding and scattering.

**Local encoding cost:** \( C_1 = 2m^2/n^2 \cdot N \).

**Communication cost (scatter using recursive-halving [110]):** \( T_1 = 2\alpha \log N + 2\beta m^2/n^2 \cdot N/K \).

Encoding product codes and shuffling the encoded data Each node now has two small blocks of size \( m^2/n^2/K = m^2/n^2K \). It further divides each small block into \( k \) and encode into \( n \). Thus, the data size at each node becomes \( m^2/n^2K \cdot n/k = 2m^2/nkK \). The shuffling stage can use the communication efficient all-to-all algorithm [11] on the row direction for \( B \) and the column direction for \( A \). If each node has \( u \) bits and the number of nodes is \( v \), this algorithm completes in \( 2\log v \) communication rounds, and requires sending \( u \log v \) bits in total.

**Local encoding cost:** \( C_2 = 2m^2/n^2K \cdot 1/k \cdot nkK = 2m^2/nK \).

**Communication cost (all-to-all):** \( T_2 = 4\alpha \log n + \beta 2m^2/nK \log n \).

Compute matrix-matrix multiplications using SUMMA The data on each layer is gathered into \( n^2/K \) nodes, i.e., the nodes in each row and column are partitioned into groups of size \( K \) and a local data gathering is carried out. Then, SUMMA proceeds in \( n/K \) rounds. In each round, one node in each row broadcasts data of size \( m^2/nkK \cdot K = m^2/nk \) to the entire row, and similarly for each column. Then, local computation is carried out, which multiplies two matrices of size \( m/n \times m/k \).

**Local gathering using recursive-doubling [110]:** \( T_{3,gather} = 2\alpha \log K + 2m^2/nkK \).

**Broadcast in SUMMA (scatter using recursive-halving followed by all-gather using recursive-doubling):** \( T_{3,bcast} = (4\alpha \log n + 4m^2/nkK \beta) \cdot (n/K) \).

**Local matrix-matrix multiplication:** \( C_3 = (m/n \times (m/k)^2) \cdot (n/K) = m^3/k^2K \).
Decoding and reduction  The decoding of product codes requires an all-to-all communication on each row or column to reversely shuffle the computation results. The local partial result at each node has size $m/k \times m/k = m^2/k^2$. The number of nodes that need to participate in the decoding is $k$. The decoding of MatDot codes only requires a reduce across layers. The data size at each node in the reduction phase is still $m^2/k^2$, and the number of layers required in the reduce is $2K - 1$ (for MatDot codes).

Decoding product codes (all-to-all): $T_{4,a2a} = 2\alpha \log k + \beta (m^2/k^2) \log k$.

Decoding MatDot codes (reduce using recursive-halving followed by tree-gather [110]): $T_{4,reduce} = 2\alpha \log (2K - 1) + (2m^2/k^2) \beta$.

Note that this communication cost analysis is the worst-case analysis because if we use systematic codes, we don’t have to communicate at all when there is no failure. Also, we may only need to communicate for the undecodable systematic nodes on each layer.

Putting all the things together  Overall communication cost:

The overall communication cost is shown in the following.

$$T_{comm} = T_1 + T_2 + T_{3,gather} + T_{3,bcast} + T_{4,a2a} + T_{4,reduce}$$

$$= 2\alpha \log N + 2\beta \frac{m^2}{n^2} \cdot \frac{N}{K}$$

$$+ 4\alpha \log n + \beta \frac{2m^2}{nk} \log n$$

$$+ 2\alpha \log K + \frac{2m^2}{nk} \beta$$

$$+ (4\alpha \log n + \frac{4m^2}{nk} \beta) \cdot \frac{n}{K}$$

$$+ 2\alpha \log k + \beta (m^2/k^2) \log k$$

$$+ 2\alpha \log (2K - 1) + (2m^2/k^2) \beta$$

$$\stackrel{(a)}{=} \left[ \alpha \Theta (\log n) + \beta \Theta \left(\frac{m^2}{n^2}\right) \right] \cdot \frac{n}{N},$$

where in step (a), we use the fact that $K = \Theta(N)$ and $k = \Theta(n)$, i.e., the code has constant rate.

Now, we look at the communication time for encoding and decoding only. For product codes,
the extra communication is due to the shuffling in step 2 (see Section 3.2.1.7) and the decoding in step 4 (see Section 3.2.1.7). Thus, the extra communication time due to the use of product codes is

\[
T_{\text{product-code}}^{\text{comm}} = T_2 + T_{4,a2a} = 4\alpha \log n + \beta \frac{2m^2}{nkK} \log n \\
+ 2\alpha \log k + \beta (m^2/k^2) \log k \\
= \alpha \Theta(\log n) + \beta \Theta(m^2/n^2 \cdot \log n).
\]

For MatDot codes, the extra communication comes from the local gathering step (see Section 3.2.1.7) and the decoding step (see Section 3.2.1.7). Thus, the overall communication due to the use of MatDot codes is

\[
T_{\text{MatDot}}^{\text{comm}} = T_{3,\text{gather}} + T_{4,\text{reduce}} = 2\alpha \log K + \frac{2m^2}{nk} \beta \\
+ 2\alpha \log (2K - 1) + (2m^2/k^2) \beta \\
= \alpha \Theta(\log N) + \beta \Theta(m^2/n^2).
\]

In Chapter 4, we will present experimental results for Coded 2.5D SUMMA.

### 3.2.2 Coded FFT

#### 3.2.2.1 System Model

We assume that we have a total of \( P \) processors under the masterless setup. Among \( P \) processors, \( K \) of them are “systematic processors”, and the remaining \( P - K \) processors are “parity processors”. We assume a massively parallel setup where \( K \) is very big, but \( K \) does not grow faster than \( \Theta(\log N/\log \log N) \). For communication latency, we assume the \( \alpha-\beta \) model.
Using $P$ processors, we want to compute $N$-point FFT:

$$Z = F_N x$$

(3.71)

where $x$ is a length-$N$ input data vector, $F_N$ is an $N$-by-$N$ DFT matrix ($\omega_N$: the $N$-th root of unity) represented as

$$F_N = \begin{bmatrix}
\omega_0^0 & \omega_0^0 & \cdots & \omega_N^0 \\
\omega_0^1 & \omega_N^1 & \cdots & \omega_N^{N-1} \\
\vdots & \vdots & \ddots & \vdots \\
\omega_0^{N-1} & \omega_N^{N-1} & \cdots & \omega_N^{(N-1)^2}
\end{bmatrix},$$

(3.72)

and $Z$ is a length-$N$ vector of the Fourier transform of $x$. We assume that $N$ is very large, so that the data cannot be stored in one processor. In the beginning, each processor has a segment of consecutive values of the input vector $x$, e.g., Processor 1 has $[x_1 \ x_2 \ \cdots \ x_{N/K}]^T$.

3.2.2.2 Preliminaries: Distributed FFT Algorithm

We want to explain the “transpose” algorithm that is commonly used in high-performance FFT libraries \[36\]. It uses the Cooley-Tukey technique to break down $N$-point FFT into smaller FFTs of size $N_1$ and $N_2$ where $N = N_1 N_2$. Now, (3.71) can be rewritten as

$$Z_k = \sum_{n=0}^{N-1} \omega_N^{nk} x_n$$

$$= \sum_{n_1=0}^{N_1-1} \omega_N^{n_1 k_1} t_{n_1, k_2} \sum_{n_2=0}^{N_2-1} \omega_N^{n_2 k_2} x_{n_2 N_1 + n_1}$$

where $k = k_1 N_2 + k_2$, $k_1 = 0, \cdots, N_1 - 1$, and $k_2 = 0, \cdots, N_2 - 1$. The terms $t_{n_1, k_2}$’s are called twiddle factor which are equal to $\omega_N^{k_2 n_1}$.

We can now compute $N$-point FFTs in two steps. In the first step, each processor is assigned to compute $N_1/K$ FFTs of length $N_2$. Then the processors transpose the data (requiring communication) and compute $N_2/K$ FFTs of size $N_1$ in the second step. Between the first and the second step, we have to multiply twiddle factors. This complicates our coding approach since
multiplying twiddle factors is an element-wise multiplication of two matrices (Hadamard product), which does not commute with matrix-matrix multiplication (See Remark 3.2.3). We now explain the algorithm in detail:

**Algorithm 1. Uncoded Distributed FFT Algorithm (Transpose Algorithm)**

1. Rearrange the input data \( x \) into \( X \):

   \[
   X = \begin{bmatrix}
   x_1 & x_{N_1+1} & \cdots & x_{(N_2-1)N_1+1} \\
   \vdots & \vdots & \ddots & \vdots \\
   x_{N_1} & x_{2N_1} & \cdots & x_{N_1N_2}
   \end{bmatrix} = \begin{bmatrix}
   X_1^{(\text{row})} \\
   \vdots \\
   X_K^{(\text{row})}
   \end{bmatrix} = \begin{bmatrix}
   X_1^{(\text{col})} & \cdots & X_K^{(\text{col})}
   \end{bmatrix}.
   \]

   We use \( X_i^{(\text{row})} \)'s (\( X_i^{(\text{col})} \)'s) to denote equal-sized submatrices of \( X \) divided horizontally (vertically). From our system assumption, in the beginning, the \( i \)-th processor has \( X_i^{(\text{col})} \). To begin the distributed FFT computation, we transpose the data distributed over \( K \) processors so that the \( i \)-th processor can now have \( X_i^{(\text{row})} \).

2. Compute \( N_1/K \) row-wise FFTs of size \( N_2 \) at each processor.

   \[
   Y_i^{(\text{row})} = X_i^{(\text{row})} F_{N_2}
   \]

3. Transpose the data so that the \( i \)-th processor has \( Y_i^{(\text{col})} \).

   \[
   Y = \begin{bmatrix}
   Y_1^{(\text{row})} \\
   \vdots \\
   Y_K^{(\text{row})}
   \end{bmatrix} = \begin{bmatrix}
   Y_1^{(\text{col})} & \cdots & Y_K^{(\text{col})}
   \end{bmatrix}
   \]

4. Multiply twiddle factors at each processor.

   \[
   Y_i^{(\text{col})} = T_{N,i}^{(\text{col})} \circ Y_i^{(\text{col})}
   \]

This assumption is coming from that it is more natural for a processor to store contiguous data without the knowledge that the next computation is going to be FFT. If we assume that processors have row-wise data in the beginning, we can avoid the first transpose step. This does not change the result in Theorem 3.2.5 in scaling sense.
where \( \circ \) represents Hadamard product and \( T_N \) is a matrix of twiddle factors

\[
T_N = \begin{bmatrix}
\omega_0^N & \omega_1^N & \cdots & \omega_{N_1}^N \\
\omega_0^N & \omega_1^N & \cdots & \omega_{N_2}^N \\
\vdots & \vdots & \ddots & \vdots \\
\omega_0^N & \omega_{N_1-1}^N & \cdots & \omega_{N(N_1-1)(N_2-1)}^N
\end{bmatrix}
= \begin{bmatrix}
T^{(col)}_{N,1} & \cdots & T^{(col)}_{N,K}
\end{bmatrix}.
\]

5. Compute \( \frac{N_2}{K} \) column-wise FFTs of size \( N_1 \) at each processor.

\[
Z_i^{(col)} = F_{N_1} Y_i^{(col)}.
\]  

### 3.2.2.3 Coded FFT Algorithm

Figure 3.5: This diagram summarizes encoding and decoding steps in Algorithm 2 with an example of \( P = 3, K = 2 \).

We will now explain our coding strategy for the distributed FFT algorithm. The uncoded distributed algorithm described in Algorithm 1 has transpose step in the middle which requires all the nodes in the system to exchange data with all the other nodes. If there is any failed node before the transpose step, the computation will fail at the transpose step. Hence, simply adding fault tolerance which recovers faults at the end of the algorithm is not adequate for the distributed FFT algorithm. We need to apply fault resilience technique twice: once right before the transpose step, and once when the entire computation is complete. This requires *distributed*
encoding and decoding in the middle of the computation which poses unique challenges for coded FFT algorithm.

In our coding strategy, we utilize \((P - K)\) redundant processors to encode the first and the second FFT steps separately. In the first step, processors perform FFT on the row-wise data \(X_i^{(row)}\)’s. In order to protect from the lost output at a failed node, we have to encode parity symbols across columns (column-wise encoding). By doing this, at the end of the first step, any successful \(K\) processors can recover the output and proceed to the next step. In the second step, each processor computes FFT on the column-wise data, \(Y_i^{(col)}\)’s, so we encode row-wise parity symbols (row-wise encoding). Our coded computing algorithm is described below (*: additional steps that are not present in the uncoded algorithm).

**Algorithm 2. Coded Distributed FFT Algorithm**

1. * Encode column-wise parity symbols at each processor.
   \[
   \tilde{X} = G_1^T X = \begin{bmatrix} \tilde{X}_1^{(row)} \\ \vdots \\ \tilde{X}_P^{(row)} \end{bmatrix}
   \] (3.74)

   \(G_1\) is an \(N_1\)-by-\(N_1'\) encoding matrix for where \(N_1' = \frac{P}{K} N_1:\)

   \[
   G_1 = \begin{bmatrix} I_{N_1} & \mathcal{P}_1 \end{bmatrix}
   \] (3.75)

2. Rearrange the encoded data. Now the \(i\)-th processor has \(\tilde{X}_i^{(row)}\).
3. Compute \(N_1/K\) row-wise FFTs of size \(N_2\) at each processor.
4. Wait for the first successful \(K\) processors and transpose the output within the successful \(K\) processors.
5. * If needed, decode to retrieve the uncoded output at each processor.
7. * Encode row-wise parity symbols and send them to the remaining \(P - K\) processors.
   \[
   \tilde{Y} = Y G_2 = \begin{bmatrix} \tilde{Y}_1^{(col)} & \ldots & \tilde{Y}_P^{(col)} \end{bmatrix}
   \] (3.76)
$G_2$ is an $N_2$-by-$N'_2$ encoding matrix where $N'_2 = \frac{P}{K} N_2$:

$$G_2 = \begin{bmatrix}
I_{N_2} & \mathcal{P}_2
\end{bmatrix}$$  \hspace{1cm} (3.77)

8. Compute $N_2/K$ row-wise FFTs of size $N_1$ at each processor.

9. * Wait for the first successful $K$ processors and halt the remaining $P - K$ processors.
   Decode if needed.

For both encoding steps in Step 1 and Step 7 we use a $(P, K)$ systematic MDS code. In the following theorem, we show that using the proposed coded distributed FFT algorithm, any $K$ successful processors are enough to recover the computed outputs at Step 5 and Step 9.

**Theorem 3.2.4.** In Algorithm 2 where we compute distributed FFT of size $N$ using $P$ processors each of which can store and process $\frac{1}{K}$ fraction of the input ($P > K$), any successful $K$ processors can recover $Y$ and $Z$ at Step 5 and 9 respectively.

**Proof.** Let us first prove that we can recover $Y$ with any $K$ successful processors at Step 5 and the similar argument holds for recovering $Z$ at step 9.

At Step 4, we will have the result from $K$ successful workers. Let us denote the indices of the successful $K$ workers as $\{i_1, \cdots, i_K\}$. Then the output from the successful workers is:

$$Y_{\text{suc}} = \begin{bmatrix}
\tilde{X}_{i_1} \hspace{0.2cm} F_{N_2} \\
\tilde{X}_{i_2} \hspace{0.2cm} F_{N_2} \\
\vdots \\
\tilde{X}_{i_K} \hspace{0.2cm} F_{N_2}
\end{bmatrix} = \begin{bmatrix}
Y^{(\text{col})}_{\text{suc}, i_1} \\
Y^{(\text{col})}_{\text{suc}, i_2} \\
\vdots \\
Y^{(\text{col})}_{\text{suc}, i_K}
\end{bmatrix}. \hspace{1cm} (3.78)$$

After transposing at Step 5, processors $i_1, \cdots, i_K$ will have column-wise output $Y^{(\text{col})}_{\text{suc}, i_1}, \cdots Y^{(\text{col})}_{\text{suc}, i_K}$.

$Y^{(\text{col})}_{\text{suc}, i}$ can be written as:

$$Y^{(\text{col})}_{\text{suc}, i} = G_{1,\text{suc}}^T Y_i \hspace{1cm} (3.79)$$

$^4$Note that we do not have any fault recovery for twiddle multiplication step. However, computational complexity of twiddle factor multiplication is $O(N)$ compared to that of $O(N \log N)$. Hence, it is less probable to have faults during twiddle factor multiplication step.
where $G_{1,suc}^T$ is a submatrix of $G_1^T$ which only has rows from successful nodes and hence has the size $N_1$-by-$N_1$.

As we assume the erasure model where we lose the entire data from a failed node, we only code across nodes, not within a node. Hence, our encoding matrix $G_1$ has the following structure:

$$G_1 = G_1 \otimes I_{N_1/K}$$

(3.80)

where $G_1$ is the encoding matrix for a systematic $(P, K)$-MDS code which has size $K$-by-$P$.

Now, $G_{1,suc}$ can be rewritten as:

$$G_{1,suc}^T = G_{1,suc}^T \otimes I_{N_1/K}$$

(3.81)

where $G_{1,suc}$ is a submatrix of $G$ that only has $K$ columns from the $K$ successful nodes, i.e., $i_1$-th to $i_K$-th columns of $G$. Because $G_1$ is a $(P, K)$ MDS code, $G_{1,suc}$ always has a full rank. As $\text{rank}(A \otimes B) = \text{rank}(A) \cdot \text{rank}(B)$ for any matrices $A$ and $B$, $\text{rank}(G_{1,suc}) = N_1$. Hence, we can recover $Y_i^{(col)}$ at every successful node at Step 5. Similar argument applies to recovering $Z$ at Step 9.

### 3.2.2.4 Communication Cost Analysis

Now, we prove our main theorem which states that as long as the number of parity processors is $o(\log K)$, communication overhead of encoding and decoding can be amortized:

**Theorem 3.2.5.** In our proposed coded FFT algorithm, if $P - K = o(\log_2 K)$, communication overhead of coding is negligible compared to the communication cost of uncoded FFT.

To prove the theorem, we first identify the communication cost of uncoded FFT algorithm. Then, we analyze communication cost of encoding and decoding and we compare them to obtain the theorem.

**Communication cost of uncoded FFT algorithm.** Let us begin with understanding the communication cost of uncoded FFT algorithm. In Algorithm steps that require communication
are Step 1 and 3. Both steps need communication to transpose the data stored in distributed processors. For transposing the data, all processors have to exchange data with all the other processors. This communication is known as “all-to-all” communication. Bruck et al. showed lower bounds and explicit algorithms that achieve lower bounds for two special cases of all-to-all communication [11] – a minimum-communication-rounds regime and a minimum-bandwidth regime. Let us first formally define all-to-all communication.

Definition 3.2.1. [All-to-all] In all-to-all\((p, n)\) communication, there are \(p\) nodes each of which stores \(n\) symbols. The data stored in the \(i\)-th node can be broken down into \(p\) data blocks, \(M_{i,1}, \cdots, M_{i,p}\), where the size of each block is \(n/p\) symbols. The goal of the communication is to transpose the data stored in \(p\) processors so that at the end of the communication, the \(i\)-th node has \(M_{1,i}, \cdots, M_{p,i}\) data blocks.

We will first give a simple lower bound of all-to-all\((p, n)\) communication.

Theorem 3.2.6 (Proposition 2.3 and 2.4 in [11]). For all-to-all\((p, n)\) communication, \(C_1\) and \(C_2\) are lower bounded by:

\[
C_1 \geq \lceil \log_2 p \rceil, \quad C_2 \geq \frac{p - 1}{p} n
\]

(3.82)

However, Bruck et al. showed that the lower bounds on \(C_1\) and \(C_2\) cannot be achieved simultaneously which is stated in the theorem below.

Theorem 3.2.7 (Theorem 2.5 and 2.6 in [11]). If all-to-all\((p, n)\) communication uses the minimum number of rounds, i.e., \(C_1 = \lceil \log_2 p \rceil\), \(C_2\) is lower bounded by:

\[
C_2 \geq \frac{n}{2} \log_2 p.
\]

(3.83)

If all-to-all\((p, n)\) communication uses the minimum number of symbols transferred in sequence, i.e., \(C_2 = \frac{p-1}{p} n\) symbols in a sequence, then \(C_1\) is lower bounded by:

\[
C_1 \geq p - 1.
\]

(3.84)

Furthermore, both lower bounds are achievable.
Now, by using Theorem 3.2.7, we can give communication cost lower bounds on the transpose step in the distributed FFT algorithm.

**Corollary 3.2.1.** The transpose step of $N$-point FFT requires the communication cost at least

$$[\log_2 K] \alpha + \frac{1}{2} \frac{N}{K} \log_2 K \beta$$

when using the minimum communication rounds regime, and

$$(K - 1) \alpha + \frac{(K - 1) N}{K} \beta$$

when using the minimum communication bits regime.

Under our massively parallel system model where $K$ is very large, we have $\log K << \sqrt{K}$. Hence, we should always choose the minimum-communication-round regime over the minimum-bandwidth regime. From now on, we will only consider minimum communication round regime and use its communication cost given in (3.85).

**Communication overhead of coding.** Now, let us identify additional communication cost due to coding in Algorithm 2. In the first encoding step where we compute column-wise parity symbols, we do not need any communication since processors already have column-wise data in the beginning. Also, for the first decoding in Step 5 column-wise decoding can be done in local processors as each processor has column-wise data after the transpose step. In Step 7 it requires inter-processor communication to encode row-wise parity symbols as one row of the data is spread over all the processors. Also in step 9 we have to perform row-wise decoding while every node has column-wise data, and thus we need inter-processor communication for decoding. Hence, in this section, we will analyze the communication cost of the second encoding step and decoding step. We will first show the communication cost of the second encoding step where we compute:

$$\tilde{Y} = Y G_2.$$  

Before we begin our communication cost analysis, we want to make a few remarks.
Remark 3.2.3. [Why do we need distributed encoding?] If we can do the second encoding, which is computing row-wise parity symbols, at local processors before the transpose step, we can avoid communication for distributed encoding at Step[7] However, there is no trivial way of doing this using a linear code due to the twiddle factors. After Step 3, the \( i \)-th processor has

\[
Y_i^{(\text{row})} = \tilde{X}_i^{(\text{row})} F_{N_1} = G_{1,i}^{(\text{row})} X F_{N_1}.
\]  

(3.88)

If we do row-wise encoding at the \( i \)-th processor locally before the transpose step, the \( i \)-th processor will have

\[
\bar{Y}_i^{(\text{row})} = G_{1,i}^{(\text{row})} X F_{N_2} G_2.
\]  

(3.89)

We then perform the transpose of the output from the first \( K \) successful nodes. The \( i \)-th node now has

\[
\bar{Y}_i^{(\text{col})} = G_{1,\text{suc}} X F_{N_2} G_{2,i}^{\text{col}}.
\]  

(3.90)

Column-wise decoding can be done locally by inverting \( G_{1,\text{suc}} \):

\[
\hat{Y}_i^{(\text{col})} = G_{1,\text{suc}}^{-1} G_{1,\text{suc}} X F_{N_2} G_{2,i}^{\text{col}} = X F_{N_2} G_{2,i}^{\text{col}}.
\]  

(3.91)

We now have to multiply twiddle factors to \( \hat{Y}_i^{(\text{col})} \):

\[
\hat{Y}_i^{(\text{col})} = T_N \circ \hat{Y}_i^{(\text{col})} = T_N \circ (X F_{N_2} G_{2,i}^{\text{col}})
\]  

(3.92)

However, this will produce a different final output from what we expect because of the nonlinearity of Hadamard product:

\[
A \circ (BC) \neq (A \circ B)C.
\]  

(3.93)

Hence,

\[
T_{N,i}^{(\text{col})} \circ (X F_{N_2} G_{2,i}^{\text{col}}) \neq (T_{N,i}^{(\text{col})} \circ X F_{N_2}) G_{2,i}^{\text{col}}.
\]  

(3.94)

From our modified coding strategy, our final output from successful nodes will be \( F_{N_1} T_N \circ (X F_{N_2} G_{2,\text{suc}}) \) and even after decoding, we will have

\[
F_{N_1} T_N \circ (X F_{N_2} G_{2,\text{suc}}) G_{2,i}^{\text{col}} \neq F_{N_1} T_N \circ (X F_{N_2}).
\]  

(3.95)
This means that we have to perform twiddle factor multiplication before proceeding to the row-wise encoding step. With the same argument, we can show that column-wise decoding must be done before multiplying twiddle factors. It concludes that because of the twiddle factors, the second-step encoding must be done across the processors incurring some communication cost.

We now want to analyze the communication cost of the second encoding step. Let us first investigate the communication cost of a simple encoding scheme where we add one parity node that stores the checksums of data, $X_1 + \cdots + X_K$. The encoding matrix $G_2$ for this can be written as follows:

$$G_{cks} = \begin{bmatrix}
1 \\
I_K \\
\vdots \\
1
\end{bmatrix}$$

$$G_2 = G_{cks} \otimes I_{N_2/K} \quad (3.96)$$

For this computation, all $K$ nodes have to send its data to one checksum node to compute the sum of all the data in the network. This is a well-known communication operation called “reduce(-to-one)”.

**Definition 3.2.2.** [Reduce] In reduce($p$, $n$) communication, there are $p$ data nodes which have data $M_1, \cdots, M_p$ of size $n$ and one reduction node. The goal of the communication is to send $M_1 + \cdots + M_p$ to the reduction node.

A lower bound on the communication cost of reduce($p$, $n$) operation is given in the following theorem.

**Theorem 3.2.8.** The communication cost of reduce($p$, $n$) is lower bounded by

$$[\log_2 p] \alpha + n \beta. \quad (3.98)$$

It was found that reduce operation can be done by reversing any broadcasting algorithm, where one broadcasting node sends its message to all the other processors in the network. Traff and Ripke[111] proposed a near-optimal broadcasting algorithm that achieves the lower bound
within a factor of 2. By reversing their broadcasting algorithm, we can achieve the same communication cost for reduce\((p, n)\) communication.

**Theorem 3.2.9.** *Reduce\((p, n)\) can be done with the communication cost of at most*

\[
(\sqrt{\log_2 p} \alpha + \sqrt{n \beta})^2 \leq 2(\lfloor \log_2 p \rfloor \alpha + n \beta). \tag{3.99}
\]

Whether (3.99) is optimal or not is an open problem. We will use this as a state-of-the-art communication algorithm for reduce operation. By applying (3.99), we can obtain the communication cost for encoding one checksum node.

**Corollary 3.2.2.** *A \((K + 1, K, 2)\) systematic MDS code over \(K\) systematic processors each of which has \(N/K\) data symbols can be encoded with the communication cost of*

\[
(\sqrt{\log_2 K} \alpha + \sqrt{N/K \beta})^2 \leq 2(\lfloor \log_2 K \rfloor \alpha + N/K \beta). \tag{3.100}
\]

We can now extend computing checksums to computing parity symbols for a generic \((P, K, d = P - K + 1)\) systematic MDS code. Unlike checksum computation which only requires a single reduce(-to-one) operation, here we need multiple reductions to \(P - K\) nodes.

From the intuition we got from reduce(-to-one) problem, we will first establish bounds for multi-broadcasting problem (will be defined below) and show that multi-reduce problem for encoding a \((P, K, d = P - K + 1)\) systematic MDS code can be solved by reversing the multi-broadcasting algorithm.

**Definition 3.2.3.** [Multi-broadcast] In multi-broadcast\((p, r, n)\) communication, there are \(r\) broadcasting nodes and \(p\) destination nodes. Broadcasting nodes have distinct messages \(M_1, \ldots, M_r\) of size \(n\) symbols. At the end of the communication, all \(p\) destination nodes should have all \(r\) messages, \(M_1, \ldots, M_r\).

We want to note that multi-message broadcasting has been studied in the literature \([4, 98]\). However, their models have one broadcasting node which sends multiple messages in a sequence. This is fundamentally different from our *multi-broadcast* which has multiple broadcasting nodes.
that can send out their messages simultaneously. To the best of our knowledge, communication
cost analysis of this specific problem has not been studied before.

We will first show a communication algorithm for multi-broadcast\((p, r, n)\) and then show that
it achieves the lower bound within a factor of 2.

**Theorem 3.2.10.** Multi-broadcast\((p, r, n)\) can be done with the communication cost at most

\[
2(\lceil \log_2 p \rceil \alpha + rn\beta) \tag{3.101}
\]

**Proof.** First, divide \(p\) processors into \(r\) disjoint sets of size \(p/r\). Let us denote the sets as
\(S_1, S_2, \ldots, S_r\). The \(i\)-th broadcasting node broadcasts its message to all the nodes in \(S_i\). With
the optimal broadcasting algorithm [111], it takes communication cost of
\((\sqrt{\log_2 \frac{p}{r} \alpha} + \sqrt{n\beta})^2\).

After the broadcasting step, the \(j\)-th nodes in \(S_i\)’s \((i = 1, \ldots, r)\) communicate with each
other so that all of them can share \(M_1, \ldots, M_r\). This is all-gather\((r, n)\) communication which is
defined as follows.

**Definition 3.2.4.** [All-gather] In all-gather\((p, n)\) communication, there are \(p\) nodes which have
distinct messages \(M_1, \ldots, M_p\) of size \(n\) symbols. At the end of the communication, all \(p\) nodes
should have all \(p\) messages.

All-gather\((r, n)\) can be done with communication cost of \((\log_2 r)\alpha + (r - 1)n\beta\) using the
bidirectional algorithm [14].

The total communication cost of this two-step algorithm is

\[
(\sqrt{\log_2 \frac{p}{r} \alpha} + \sqrt{n\beta})^2 + \log_2 r\alpha + (r - 1)n\beta \\
\leq \lceil \log_2 p \rceil \alpha + rn\beta + (\log_2 \frac{p}{r} \alpha + n\beta) \\
\leq 2(\lceil \log_2 p \rceil \alpha + rn\beta).
\]

We now show a lower bound for multi-broadcast\((p, r, n)\) communication.
Theorem 3.2.11. The communication cost of multi-broadcast \((p, r, n)\) is lower bounded by

\[
\lceil \log_2 p \rceil \alpha + rn\beta
\]

(3.102)

**Proof.** Each broadcasting node must communicate to \(p\) destination nodes which takes at least \(\lceil \log_2 p \rceil\) communication rounds. Each destination node has to receive messages \(M_1, \cdots, M_r\) which have \(n\). Hence, multi-broadcast \((p, r, n)\) requires at least the bandwidth of \(rn\).

\(\blacksquare\)

By comparing (3.101) and (3.102), we can see that the algorithm given in Theorem 3.2.10 achieves the lower bound within a factor of \(2\).

Finally, we define *multi-reduce* operation which is the communication required for encoding parity symbols, and show that it can be done with the same communication cost as multi-broadcast operation.

**Definition 3.2.5.** [Multi-reduce] In multi-broadcast \((p, r, n)\) communication, there are \(p\) data nodes and \(r\) reduction nodes \((r < p)\). \(p\) data nodes have data \(M_1, \cdots, M_p\) each of which consist of \(n\) symbols. At the end of communication, the \(i\)-th reduction node will have \(a_{i,1}M_1 + \cdots + a_{i,p}M_p\) where \(a_{i,j}\)'s \((i = 1, \cdots, r, j = 1, \cdots, p)\) are chosen so that the data from any \(p\) nodes are linearly independent combinations of \(M_1, \cdots, M_p\).

Theorem 3.2.12. Multi-reduce \((p, r, n)\) communication can be done by reversing the multi-broadcast algorithm given in Theorem 3.2.10. Hence, the communication cost of multi-reduce \((p, r, n)\) is at most

\[
2(\lceil \log_2 p \rceil \alpha + rn\beta)
\]

(3.103)

**Proof.** Let \(D_1, D_2, \cdots, D_p\) denote the data at \(p\) data processors. Let us divide data processors into \(r\) disjoint sets of size \(p/r\) and let \(S_i\) denote the set of indices of the \(i\)-th set: \(S_i = \{ (i-1) \cdot p/r + 1, \cdots, (i-1) \cdot p/r + p/r \}\). This is all-gather \((r, n)\) communication.

First, the \(j\)-th nodes in \(S_i\)'s \((i = 1, \cdots, n)\) perform all-gather communication. All the \(j\)-th processors in \(S_i\)'s will have \(D_j, D_{j+p/r}, \cdots, D_{j+(r-1)p/r}\) after the communication.
In the second step, all the nodes in $S_i$ will carry out reduce communication with the $i$-th reduction node. Each node in $S_i$ will compute a corresponding linear combination of the data it has and send only $n$ symbols of data to the $i$-th reduction node. For instance, the $j$-th node in $S_i$ will compute

$$a_{i,j}D_j + a_{i,j+p/r}D_{j+p/r} + \cdots + a_{i,j+(r-1)p/r}D_{j+(r-1)p/r}.$$  

This is reduce$(p/r, n)$ which can be done with the communication cost of $(\sqrt{\log_2 \frac{r}{r}} + \sqrt{n})^2$. This completes multi-reduce$(p, r, n)$ communication. 

This gives an achievable communication scheme for encoding parity symbols and decoding systematic symbols of a $(P, K, d)$ systematic MDS code.

**Corollary 3.2.3.** A $(P, K, d = P - K + 1)$ systematic MDS code over $K$ systematic processors each of which has $N/K$ data symbols can be encoded with the communication cost of

$$2 \left( [\log_2 K] \alpha + (P - K) \frac{N}{K} \beta \right).$$  

(3.104)

**Proof.** The encoding matrix of $(P, K, P - K + 1)$ MDS code has the form

$$\mathcal{G} = \begin{bmatrix} I_K & \mathcal{P} \end{bmatrix}$$  

where $I_K$ is a $K$-by-$K$ identity matrix and $\mathcal{P}$ is a parity matrix of dimension $K$-by-$P - K$ whose entries are all non-zero [7]. This means that every parity symbol is a linear combination of all $K$ symbols distributed in $K$ nodes. Hence, encoding parity symbols for a systematic $(P, K, d = P - K + 1)$ MDS code is exactly multi-reduce$(K, P - K, N/K)$ operation. Simply substituting this to (3.103) completes the proof. 

A similar argument can be applied to show that decoding at Step 11 of Algorithm 2 can also be done with the same communication cost.

**Corollary 3.2.4.** Reconstructing $N/K$ data symbols in failed systematic nodes of at Step 11 of Algorithm 2 can be done with the communication cost at most:

$$2 \left( [\log_2 K] \alpha + (P - K) \frac{N}{K} \beta \right).$$  

(3.105)
Proof. First, note that we only have to recover the data in systematic nodes. The worst case is when there are $P - K$ failed nodes among the systematic nodes. In this case, the remaining $K$ successful nodes have to send their data to $P - K$ systematic nodes. A failed node’s data symbol can be represented as a linear combination of $K$ output symbols from successful nodes. Hence, this is multi-reduce($K, P - K, N/K$) operation.

Proof. (Proof of Theorem 3.2.5) By comparing the encoding communication overhead given in (3.104) with the communication cost of uncoded FFT algorithm given in (3.85), we can prove our main theorem. Uncoded FFT algorithm requires two transpose operation, one in the beginning and one before the second FFT step. This requires communication cost of

$$2\left(\lfloor \log_2 K \rfloor \alpha + \frac{N}{2K} \lfloor \log_2 K \rfloor \beta \right) \tag{3.106}$$

If we compare this against the communication cost of encoding given in (3.104), the condition for the encoding cost to be smaller than the all-to-all communication is given as follows:

$$4\left(\lfloor \log_2 K \rfloor \alpha + (P - K)\frac{N}{K} \beta \right) < 2\left(\lfloor \log_2 K \rfloor \alpha + \frac{N}{2K} \lfloor \log_2 K \rfloor \beta \right)$$

$$P - K < \frac{\log_2 K}{4}.$$ 

Hence, as long as $P - K$ is smaller than $\frac{\log_2 K}{4}$ in scaling sense, communication overhead of coding is negligible compared to the intrinsic communication cost of uncoded distributed FFT algorithm. 

$$\blacksquare$$
Algorithm 2 2.5D SUMMA

Initial Data Distribution: \( P(i, j, 1) \) has \( A_{i,j} \) and \( B_{i,j} \).

/* Distributing \( A, B \) across layers

for \( k = 1 \) to \( c \) do

for \( i = 1 \) to \( \sqrt{p/c} \) do

for \( j = 1 \) to \( \frac{1}{c}\sqrt{p/c} \) do

/* All \( P(i, j, k) \) in parallel */

\( P(i, j, 1) \) sends \( A_{i,j} \) and \( B_{i,j} \) to \( P(i, j, k) \)

end for

end for

end for

for \( k = 1 \) to \( c \) do

/* All \( k \)-th layers in parallel */

Perform SUMMA to compute \( A^\text{col}_k B^\text{row}_k \).

end for

for \( i = 1 \) to \( \sqrt{p/c} \) do

for \( j = 1 \) to \( \sqrt{p/c} \) do

/* All \( i, j \) in parallel */

\( P(i, j, 1), \ldots P(i, j, c) \) reduce to \( P(i, j, 1) \) to compute \( C_{i,j} \).

end for

end for
Algorithm 3 Decoding for \((n, k)\) coded SUMMA

\[
\textbf{while} \; (# \text{decoded rows}) < k \; \text{or} \; (# \text{decoded cols}) < k \; \textbf{do} \\
\quad \textbf{for} \; i = 1 \; \text{to} \; n \; \textbf{do} \\
\qquad \textbf{if} \; \text{Row } i \; \text{has } \geq k \; \text{successful nodes} \; \textbf{then} \\
\qquad \qquad \text{Perform row-decode} \\
\qquad \textbf{end if} \\
\textbf{end for} \\
\textbf{for} \; j = 1 \; \text{to} \; n \; \textbf{do} \\
\qquad \textbf{if} \; \text{Column } j \; \text{has } \geq k \; \text{successful nodes} \; \textbf{then} \\
\qquad \qquad \text{Perform column-decode} \\
\qquad \textbf{end if} \\
\textbf{end for} \\
\textbf{end while} \\
\]

\textbf{function} row-decode \((i)\) \\
\quad \text{Decoding set } \mathcal{D} = \{j_1, \cdots, j_k\} \\
\quad \text{all-to-all}(\mathcal{D}) \\
\quad /* \text{For all nodes in } \mathcal{D} \text{ in parallel } */ \\
\quad \text{Locally decode for } C_{i,j}, (j = 1, \cdots, k) \\
\textbf{end function} \\

\textbf{function} col-decode \((j)\) \\
\quad \text{Decoding set } \mathcal{D} = \{i_1, \cdots, i_k\} \\
\quad \text{all-to-all}(\mathcal{D}) \\
\quad /* \text{For all nodes in } \mathcal{D} \text{ in parallel } */ \\
\quad \text{Locally decode for } C_{i,j}, (i = 1, \cdots, k) \\
\textbf{end function}
Algorithm 4 Coded SUMMA

**Input:** Input matrices A and B, generator matrix $G_{k \times n}$.

**Initialize (Encoding):** Partition matrix A into $k$ row blocks and B into $k$ column blocks. Encode the $k$ row blocks of A into $n$ row blocks. Encode the $k$ column blocks of B into $n$ column blocks. Denote the encoded matrices by $A_{\text{coded}}$ and $B_{\text{coded}}$.

**Initialize (Data distribution):** Suppose there is a $n \times n$ processor mesh. Partition the coded matrix $A_{\text{coded}}$ into $n \times n$ square blocks and $B_{\text{coded}}$ into $n$ square blocks. Send each $A_{\text{coded},ij}$ and $B_{\text{coded},ij}$ to the processor on the $i$-th row and the $j$-th column. Initialize $C_{\text{coded},ij} = 0$.

**Multi-stage Computing:** The matrix multiplication of $C_{\text{coded}} = A_{\text{coded}}B_{\text{coded}}$ is computed using $n$ outer-product stages, i.e.,

$$A_{\text{coded}}B_{\text{coded}} = \sum_{l=1}^{n} A_{\text{coded},il}B_{\text{coded},lj}. \quad (3.69)$$

for $l = 1$ to $n$ do

for $i = 1$ to $n$, $j = 1$ to $n$ (in parallel) do

The $il$-th processor broadcasts its $A_{\text{coded},il}$ to the other processors in the $i$-th row.

The $lj$-th processor broadcasts its $B_{\text{coded},lj}$ to the other processors in the $j$-th column.

The $ij$-th processor should receive $A_{\text{coded},il}$ and $B_{\text{coded},lj}$. Then, it computes

$$C_{\text{coded},ij} += A_{\text{coded},il}B_{\text{coded},lj}. \quad (3.70)$$

if The number of faults in a row or column is above a threshold then

Conduct decoding in the entire mesh, on both rows and columns, in parallel.

end if

end for

end for
Chapter 4

Experimental Results

In this chapter, we present experimental evaluation of coded computing strategies. In Section 4.1, we show implementation and experiments of Coded SUMMA strategy (Section 3.2.1) on a HPC cluster.

4.1 Coded SUMMA Experiments

In this section we compliment the theoretical analysis on its fault tolerance and execution time overhead given in Section 3.2.1 with extensive experimental evaluations.

Experimental Setup

In our experimental setup, we used a cluster with 40 compute nodes, each of which has two 12-Core AMD Opteron (tm) Processor 6164 HE, 64 GB DRAM, and 500 GB hard disk. Nodes are connected through Gigabit Ethernet under a single switch. We used each core as one MPI process, i.e., one core was one logical node $P(i, j, l)$. To ensure that there is no MPI communication within the same compute node, we used cyclic distribution of compute nodes. We injected a layer failure by artificially ignoring the result from one layer in the reduce phase. We assumed that the information about the failed node will be made available at all surviving nodes. We
recorded execution time of: memory allocation, MatDot Encoding, MPI Scatter, 2D SUMMA, and Decoding + MPI Reduce. In the implementation of the baseline replication-based scheme, time spent in the communication from the surviving replica layer to the first layer was included in Decoding + MPI Reduce time. Since the cluster we used for experiments had total of 960 cores, the most extensive experiments were run on an $8 \times 8 \times 4$ grid with total of 256 cores.

Table 4.1: Execution time comparison of $(n = 8, m = 2, M = 4)$ 3D Coded SUMMA and replication. We used systematic MatDot codes and 8 cores per node.

<table>
<thead>
<tr>
<th>$N$</th>
<th>Strategy</th>
<th>Memory Allocation (s)</th>
<th>Encoding (s)</th>
<th>Scatter (s)</th>
<th>2D SUMMA (s)</th>
<th>Decoding + Reduce (s)</th>
<th>Total (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>Replication</td>
<td>0.1</td>
<td>0</td>
<td>1.505</td>
<td>19.583</td>
<td>0.926</td>
<td>22.245</td>
</tr>
<tr>
<td></td>
<td>MatDot</td>
<td>0.105</td>
<td>0.124</td>
<td>2.25</td>
<td>18.621</td>
<td>1.384</td>
<td>22.486</td>
</tr>
<tr>
<td>20000</td>
<td>Replication</td>
<td>0.369</td>
<td>0</td>
<td>6.574</td>
<td>87.792</td>
<td>3.626</td>
<td>98.681</td>
</tr>
<tr>
<td></td>
<td>MatDot</td>
<td>0.362</td>
<td>0.402</td>
<td>9.075</td>
<td>88.371</td>
<td>5.502</td>
<td>103.357</td>
</tr>
<tr>
<td>30000</td>
<td>Replication</td>
<td>0.75</td>
<td>0</td>
<td>14.993</td>
<td>214.798</td>
<td>7.859</td>
<td>239.035</td>
</tr>
<tr>
<td></td>
<td>MatDot</td>
<td>0.752</td>
<td>0.864</td>
<td>19.773</td>
<td>224.232</td>
<td>12.316</td>
<td>257.883</td>
</tr>
<tr>
<td>40000</td>
<td>Replication</td>
<td>1.317</td>
<td>0</td>
<td>25.613</td>
<td>438.356</td>
<td>13.941</td>
<td>480.464</td>
</tr>
<tr>
<td></td>
<td>MatDot</td>
<td>1.325</td>
<td>1.418</td>
<td>39.496</td>
<td>440.872</td>
<td>21.853</td>
<td>505.41</td>
</tr>
</tbody>
</table>

Comparison with replication

We first compare our proposed MatDot-coded approach and replication. Execution time comparison of the two is summarized in Table 4.1. First notice that almost 90% of the total execution time is used on 2D SUMMA. Then, the next significant portion of the execution time is MPI Scatter and Reduce. Computation time for MatDot encoding and decoding makes up less than

\(^1\)Bigger grids with the dimensions of non-power-of-two numbers are not included as they showed worse performance.
Figure 4.1: Comparison of total execution time for uncoded 3D SUMMA with no redundancy, replication, and coded 3D SUMMA using systematic MatDot codes. We can see that the overhead of the coded strategy is about 5-7% compared to replication and 10-18% compared to uncoded.

1% of the total time. When we compare the total execution time, the overhead of MatDot coding is about 5-7% compared to replication. This is mainly due to the increased communication cost in the scatter and reduce communication as predicted in the previous section. We further compare the total execution time of replication and MatDot against the uncoded counterpart that does not provide any resilience (See Fig. 4.1). Compared to the uncoded strategy, the execution time of 3D Coded SUMMA is about 10-18% more.

Fig. 4.2 shows the difference between using systematic and non-systematic codes. In Fig. 4.2a, systematic failure means a node failure in a systematic layer (the first m layers with the original data) and parity failure means a node failure in a parity layer (the last m layers with encoded data). The biggest benefit of using systematic codes is that when there is no failure in systematic nodes, there is no need for decoding, and the final steps would be no different from the uncoded strategy. The results in Fig. 4.2a show that this is indeed true in experiments and the last reduce step (including decoding) is about 3x times faster when we have only parity failures, and no
(a) Comparison of decoding+reduce time using Systematic MatDot codes.

(b) Comparison of total execution time for using non-systematic MatDot codes and systematic MatDot codes.

Figure 4.2: (a) When the failed node is a parity node, there is no need for decoding, and hence reducing over the first $m$ systematic nodes is sufficient. This reduces decoding+reduce time by $\sim 3x$. (b) For systematic MatDot codes, we include both systematic failure and parity failure cases in the comparison. For systematic failures, non-systematic and systematic codes share similar performance. For parity failures, systematic codes show clear advantage when the matrix dimension is large.

systematic failure. Because of this effect, we can see that using systematic codes is about 3-5% faster than non-systematic codes when there is no systematic failure in Fig. 4.2b.

**Master-Worker vs. Masterless**

We now demonstrate interesting side results that we obtained through our experiments on Coded 2.5D SUMMA. Recall that in the results presented above used the *elemental cyclic distribution* of physical nodes as given in Figure 4.3b. However, the initial implementation followed a brute-force node distribution as given in Figure 4.3a. In the brute-force approach, the first physical node (node index 0 in Figure 4.3) takes up all logical nodes on the first layer ($z = 0$). In Coded 2.5D SUMMA, the first layer is responsible for data encoding, distribution, aggregation, and
Figure 4.3: An example of the physical compute node distribution for a $4 \times 4 \times 4$ grid. The 3D grid is unrolled in the $z$-dimension and blue number on the grid represents the physical node index.

decoding, which are tasks assigned to a master node in the master-worker setup considered in coded computing literature [29, 67, 130]. Hence, in this approach, although the logical algorithm is fully-distributed, the computation and communication pattern in the actual implementation works as if one physical node acts as a master node. On the other hand, in the elemental cyclic distribution approach, logical nodes on the first layer are evenly distributed among four physical nodes (node index 0 to 3 in Figure 4.3b). By comparing these two implementations, we analyze the effect of having a master node and provide an experimental proof on why we need masterless strategies.

The comparison of the two implementations is summarized in Figure 4.4. This experiment was also run on an $8 \times 8 \times 4$ grid. From Figure 4.4a, we can see that the total execution time of the master-worker implementation is about 25-35% higher than the masterless counterpart.
Figure 4.4: Execution time comparison of master-worker and masterless implementations of Coded 2.5D SUMMA for \((n = 8, m = 2, M = 4)\).

Furthermore, Figure 4.4b shows that the increase in communication time is even more dramatic; the master-worker implementation consumes \(>3x\) time in communication. This substantiates our claim that communication between a master node and worker nodes will become a significant bottleneck in the parallel algorithm.

Figure 4.5 portrays the breakdown of total execution time in the master-worker and masterless implementations. First, recall that the only communication that is affected by these two different implementations is the \(z\)-communications, \(i.e., z\)-scatter and \(z\)-reduce across layers. The broadcast operations along the \(x\) and \(y\) axes during 2D SUMMA are not affected. Now, we can notice that in the masterless Coded 2.5D SUMMA implementation, \(z\)-communication (master-worker communication) is only about 10 \% of the total execution time. In the master-worker implementation, this becomes \(~30\%\) of the total time. In parallel algorithms that have a higher portion of communication time (\(e.g., 30\%\) of total execution time), the increase in communication time due to the existence of a master node would be more severe. Also, the scale of experiments we ran was relatively small with a total of 16 physical nodes. Once we use hundreds of physical nodes, the bottleneck of a master-worker communication would be more evident.
Figure 4.5: Execution time breakdown of the masterless and master-worker implementations of Coded 2.5D SUMMA for \((n = 8, m = 2, M = 4, N = 30000)\).
Figure 4.6: Comparing Coded 2.5D SUMMA execution time for \((n = 8, m = 2, M = 4)\) and \((n = 4, m = 2, M = 4)\). Comparing these two different settings suggests that the execution time analysis in Section 3.2.1 is fairly accurate. From \(n = 4\) to \(n = 8\), we can see that communication cost (z-scatter and z-reduce) reduces by \(4x \left(\frac{1}{n^2}\right)\) as expected. On the other hand, 2D SUMMA time reduces by 2-2.7x. This can also be explained by our analysis because computation time in 2D SUMMA is expected to reduce by \(\frac{1}{n^2}\) (i.e., by 4x) but communication time in 2D SUMMA is expected to reduce by \(\frac{1}{n}\) (i.e., by 2x). Hence, all in all, theoretical analysis suggests an execution time reduction between 2-4x for the 2D SUMMA part.
Proof of Theorem A.4.1. Here, we only derive the proof for the case of even $n$. The proof for odd $n$ can be derived in a similar manner with minor differences in the expressions. What we have to show to complete the proof are as follows:

Claim A.0.1. The maximum degree of $p_C(x)$ is $s^n t^{s+1} + s^n t^{s-1} - 1$.

Claim A.0.2. $C_{i,j}$ is the coefficient of $x^{d(n,i,j)}$ for $i, j = 1, \cdots, t$ where

$$d(n, i, j) = s - 1 + s(t - 1) + \cdots + i \cdot s^n t^{s-1} + j \cdot s^n t^s. \quad (A.1)$$

Claim A.0.3. $x^{d(n,i,j)}$ term is obtained only when: i) $i_1 = i$, ii) $j_1 = i_2, \cdots, j_{n-1} = i_n$, iii) $j_n = j$.

Let us first rewrite $p_C(x)$ as follows:

$$p_C(x) = \sum_{i_1 = 1 \cdots i_n = 1 \cdots s, j_1 = 1 \cdots, j_n = 1 \cdots t} A_{i_1, j_1}^{(1)} B_{i_2, j_2}^{(1)} \cdots A_{i_{n-1}, j_{n-1}}^{(n/2)} B_{i_n, j_n}^{(n/2)} x^{(s-1+j_1-i_2) + \cdots + i_1 s^n t^{s-1} + j_n s^n t^s}. \quad (A.2)$$
Note that we get the maximum degree when \( i_1 = t - 1, s - 1 + j_1 - i_2 = 2s - 2, \ldots, j_n = t - 1 \).

Hence,

\[
\text{max deg of } p_C(x) = 2s - 2 + s(2t - 2) + \cdots + \\
\left(s^{n/2-1} t^{n/2-1}(2s - 2) + (t - 1) s^{n/2} t^{n/2-1}\right) \\
+ (t - 1) s^{n/2} t^{n/2} \\
= s^{n/2} t^{n/2-1} + s^{n/2} t^{n/2+1} - 2 \\
= k(n, s, t) - 1.
\]

This shows Claim [A.0.1]. To show Claim [A.0.2] note that:

\[
C_{i,j} = \sum_{j_1, j_2, \ldots, j_{n-1}} A_{i,j_1}^{(1)} B_{j_1,j_2}^{(1)} A_{j_2,j_3}^{(2)} B_{j_3,j_4}^{(2)} \cdots A_{j_{n-2},j_{n-1}}^{(n/2)} B_{j_{n-1},j}^{(n/2)},
\]

Among the terms in the sum in (A.2), \( C_{i,j} \) is the sum of terms that are from the \( i \)-th row of the first matrix \( A^{(1)} \) and the \( j \)-th column on the last matrix \( B^{(n/2)} \), and that have the second index and the first index of two adjacent matrices matching, e.g., \( j_1 = i_2 \) and \( j_2 = i_3 \). By setting these \( i_1, \ldots, i_n, j_1, \ldots, j_n \) values, we obtain (A.1).

Lastly, we want to show Claim [A.0.3] Let \( d \) be the degree of \( x \) in (A.2)

\[
d = (s - 1 + j_1 - i_2) + \cdots + s^{\frac{n}{2} - 1} t^{\frac{n}{2} - 1}(s - 1 + j_{n-1} - i_n) \\
+ i_1 s^{\frac{n}{2}} t^{\frac{n}{2} - 1} + j_n s^{\frac{n}{2}} t^{\frac{n}{2}}, \tag{A.3}
\]

which can be rewritten as:

\[
d = d_0 + d_1 \cdot s + d_2 \cdot st + \cdots + d_{n-1} \cdot s^{\frac{n}{2}} t^{\frac{n}{2} - 1} + d_n \cdot s^{\frac{n}{2}} t^{\frac{n}{2}}, \tag{A.4}
\]
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where

\[ d_0 = d \mod s \]
\[ d_1 = (d - d_0)/s \mod t \]
\[ d_2 = (d - d_0 - d_1 \cdot s)/st \mod s \]
\[ \vdots \]
\[ d_n = (d - d_0 - d_1 \cdot t - \cdots - d_{n-1} \cdot s^{n/2}t^{n/2-1})/s^{n/2}t^{n/2}. \]

We can think of this representation as a mixed radix system \( \mathcal{D} \) with \( n+2 \) digits, \((d_0, d_1, \cdots, d_{n+1})\), which has an alternating radix \((t, s, t, s, \cdots, t, s)\). By substituting \( d_0 = t - 1, d_1 = s - 1, \cdots, d_{n+1} = s - 1 \), we can confirm that the biggest number we can represent with (A.4) is \( s^{n+1}t^{n+1} - 1 > k(n, s, t) - 1 \). Also, from its construction, any number between 0 and \( s^{n+1}t^{n+1} - 1 \) can be uniquely determined by the pair \((d_0, d_1, \cdots, d_{n+1})\) (for more explanation, see Theorem 1 in [35]). Hence, any \( 0 \leq d \leq k(n, s, t) - 1 \) can be uniquely represented with \((d_0, d_1, \cdots, d_{n+1})\).

Now, we want to show that \( d = d(n, i, j) \) only when \( d_0 = s - 1, d_1 = s - 1, \cdots, d_{n-3} = t - 1, d_{n-2} = s - 1 \) and \( d_{n-1} = i, d_n = j \). It is easy to see that \( d_0 = d(n, i, j) \mod s = s - 1 \), and similarly \( d_1 = (d(n, i, j) - d_0) \mod t = t - 1 \) and so on. Since \( i_1 \) varies only from 0 to \( t - 1 \),

\[ d_{n-1} = (i \cdot s^{n/2}t^{n/2-1} + j \cdot s^{n/2}t^{n/2})/s^{n/2}t^{n/2-1} \mod t \]
\[ = (i + jt) \mod t \]
\[ = i. \]

Finally, \( d_n = (j \cdot s^{n/2}t^{n/2})/s^{n/2}t^{n/2} = j \). As there is only one unique representation of any \( d \) with a tuple \((d_0, d_1, \cdots, d_n)\), by comparing (A.3) and (A.4), we can conclude that \( j_1 = i_2, \cdots, j_{n-1} = i_n, \) and \( i_1 = i, j_n = j \). This completes the proof.

\[ \blacksquare \]

In this section, we present a coding technique for multiplying \( n \) matrices (\( n \)-matrix multipli-
We state the problem formally in Section A.1 and then explain why this is different from multiplying two matrices. Then, in Section A.2, we provide a new code construction called $n$-matrix codes which applies MatDot codes and Polynomial codes in an alternating fashion. With this construction, we show that we can achieve recovery threshold of $\Theta(m^{[n/2]})$ (see Theorem A.2.1) followed by a complexity analysis in Section A.3. After that, we propose a Generalized $n$-matrix codes in Section A.4 which allows for both horizontal and vertical partitioning of all the matrices being multiplied and again explore the trade-off between recovery threshold (see Theorem A.4.1 in Section A.4) and communication and computation complexity (Section A.5).

A.1 Problem Statement

We consider a generalization of the system model of Section 2.1.2.1 with a master node, $P$ worker nodes, and a fusion node, to multiply more than two matrices. Here the goal is to compute the product $C = D^{(1)} D^{(2)} \cdots D^{(n)}$. As we will treat the matrices $D^{(i)}$ with odd and even indices differently, we will denote the $D^{(i)}$'s with odd indices as $A^{(i)}$ and the $D^{(i)}$'s with even indices as $B^{(i)}$ for all $i \in \{1, \cdots, n\}$. Using this notation, $C$ can be written as:

$$C = \begin{cases} \prod_{i=1}^{\lceil \frac{n}{2} \rceil} A^{(i)} B^{(i)} & \text{if } n \text{ is even}, \\ \left( \prod_{i=1}^{\lfloor \frac{n}{2} \rfloor} A^{(i)} B^{(i)} \right) A^{(\lfloor \frac{n}{2} \rfloor)} & \text{if } n \text{ is odd}. \end{cases}$$

(A.6)

In our model, each worker can receive at most $nN^2/m$ symbols from the master node, where each symbol is an element of $\mathbb{F}$. Specifically, for each matrix $D^{(i)}$, each worker receives $N^2/m$ symbols which are $\mathbb{F}$-linear combinations of the entries of the matrix. Similar to Section 2.1.2.2, the computational complexities of the operations at master, worker and fusion nodes, in terms of the parameters $N, P, m$, are required to be strictly less than the computational complexity of
a sequential algorithm that computes the product. The goal is to perform this matrix product
utilizing faulty or straggling workers with as low recovery threshold as possible. Again, in the
following discussion, we will assume that $|\mathbb{F}| > P$.

## A.2 Codes for n-matrix multiplication

**Theorem A.2.1 (Recovery threshold for n-matrix codes).** For the matrix multiplication problem
specified in Section A.1 computed on the system defined in Definition 2.1.1 there exists a code
with a recovery threshold of

$$k(n, m) = \begin{cases} 2m^{n/2} - 1 & \text{if } n \text{ is even}, \\ (m + 1)m^{\lfloor n/2 \rfloor} - 1 & \text{if } n \text{ is odd}. \end{cases} \quad (A.7)$$

**Discussion on applicability of n-matrix codes:**

Before describing the code construction for n-matrix multiplication, we first discuss when
n-matrix multiplication codes can be useful despite having a recovery threshold that grows ex-
ponentially with $n$. First, note that as n-matrix multiplication is a chain of $(n - 1)$ matrix-matrix
multiplications, one may think that we can apply the coding techniques developed in the previous
sections to each pairwise matrix multiplication instead of developing a new coding technique for
n-matrix multiplication. For example, let us consider computing $C = A^{(1)}B^{(1)}A^{(2)}$. A master
node can first encode $A^{(1)}$ and $B^{(1)}$ using MatDot codes and distribute encoded matrices to all
the worker nodes and the fusion node can decode $E = A^{(1)}B^{(1)}$ from the output of successful
worker nodes. Then we again encode $E$ and $A^{(2)}$ using MatDot code and distribute encoded
matrices to the worker nodes. Finally, the fusion node can reconstruct $C$ by decoding the out-
puts of successful worker nodes. As you can see from this example, simply applying MatDot
codes on each matrix-matrix multiplication requires two rounds of communication after com-
puting $E = A^{(1)}B^{(1)}$ and $C = EA^{(2)}$. For n-matrix multiplication, it requires $n - 1$ rounds of
communication. This can be inefficient in the systems when the communication cost increases
with number of rounds of communication (e.g., due to large communication setup overheads).
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What we propose in this section is a coded \( n \)-matrix multiplication strategy which requires only one round of communication. Our main result in Theorem \[\text{A.2.1}\] shows that \( n \)-matrix codes need \( \Theta(m^{\lfloor n/2 \rfloor}) \) successful nodes to recover the computation result. On the other hand, successively applying MatDot codes requires \( \Theta(m) \) nodes to successfully recover the final result, which is in scaling sense smaller than \( \Theta(m^{\lfloor n/2 \rfloor}) \) for large \( n \). This suggests that \( n \)-matrix codes avoid intermediate communications at the cost of larger recovery threshold. When communication start-up cost is the main source of delay, one should use \( n \)-matrix codes, and when number of computation nodes is limited, one should sequentially apply coding strategy for two-matrix multiplication such as MatDot or PolyDot codes.

Moreover, in many applications such as power-iteration-based methods, one often prefers to compute \( A^n x^{(0)} \) (where \( x^{(0)} \in \mathbb{R}^n \) is an initial vector) instead of calculating \( A^n \) due to higher computational complexity. Our suggested coded multiple matrix-matrix multiplications can be employed in such applications simply by letting \( D^{(1)} = D^{(2)} = \ldots = D^{(n)} = A \). Further details about this idea can be found in [45]. Therefore, redundancy overhead used in our scheme can be useful in such scenarios for two main reasons: (i) Saving communication cost; and (ii) Providing robustness against stragglers.

We will now begin with simple examples for even and odd \( n \). The first example shows the example for even \( n \), and present a construction for general \( n \).

**Example A.2.1 (Multiplying 4 matrices \((n = 4, m = 2, k = 7)\)).** Here, we give an example of multiplying 4 matrices and show that a recovery threshold of 7 is achievable. For \( i \in \{1, 2\} \), matrix \( A^{(i)} \) is split vertically into sub-matrices \( A^{(i)}_0, A^{(i)}_1 \) each of dimension \( N \times \frac{N}{2} \) as follows: \( A^{(i)} = \begin{bmatrix} A^{(i)}_0 & A^{(i)}_1 \end{bmatrix} \), while, for \( i \in \{1, 2\} \), matrix \( B^{(i)} \) is split horizontally into sub-matrices \( B^{(i)}_0, B^{(i)}_1 \) each of dimension \( \frac{N}{2} \times N \) as follows:

\[
B^{(i)} = \begin{bmatrix} B^{(i)}_0 \\ B^{(i)}_1 \end{bmatrix}, \quad (A.8)
\]
Notice that the product $C = \prod_{i=1}^{2} A^{(i)} B^{(i)}$ can now be written as

$$\prod_{i=1}^{2} A^{(i)} B^{(i)} = (A^{(1)} B^{(1)}) (A^{(2)} B^{(2)})$$

$$= (A^{(1)}_0 B^{(1)}_0 + A^{(1)}_1 B^{(1)}_1) (A^{(2)}_0 B^{(2)}_0 + A^{(2)}_1 B^{(2)}_1).$$  \hspace{1cm} (A.9)

Now, we define the encoding polynomials $p_{A^{(i)}}(x), p_{B^{(i)}}(x), i \in \{1, 2\}$ as follows:

$$p_{A^{(1)}}(x) = A^{(1)}_0 + A^{(1)}_1 x,$$

$$p_{B^{(1)}}(x) = B^{(1)}_0 + B^{(1)}_1,$$

$$p_{A^{(2)}}(x) = A^{(2)}_0 + A^{(2)}_1 x,$$

$$p_{B^{(2)}}(x) = B^{(2)}_0 + B^{(2)}_1.$$  \hspace{1cm} (A.10)

From (A.10), we have

$$p_{A^{(1)}}(x) p_{B^{(1)}}(x) = A^{(1)}_0 B^{(1)}_1 + (A^{(1)}_0 B^{(1)}_0 + A^{(1)}_1 B^{(1)}_1) x$$

$$+ A^{(1)}_1 B^{(1)}_0 x^2,$$

$$p_{A^{(2)}}(x) p_{B^{(2)}}(x) = A^{(2)}_0 B^{(2)}_1 + (A^{(2)}_0 B^{(2)}_0 + A^{(2)}_1 B^{(2)}_1) x$$

$$+ A^{(2)}_1 B^{(2)}_0 x^2.$$  \hspace{1cm} (A.11)

From (A.9) along with (A.11), we can observe the following:

(i) the coefficient of $x$ in $p_{A^{(1)}}(x) p_{B^{(1)}}(x)$ is $A^{(1)}_0 B^{(1)}_0 + A^{(1)}_1 B^{(1)}_1 = A^{(1)} B^{(1)},$

(ii) the coefficient of $x^2$ in $p_{A^{(2)}}(x^2) p_{B^{(2)}}(x^2)$ is the product $A^{(2)}_0 B^{(2)}_0 + A^{(2)}_1 B^{(2)}_1 = A^{(2)} B^{(2)},$

and

(iii) the coefficient of $x^3$ in $p_{A^{(1)}}(x) p_{B^{(1)}}(x) p_{A^{(2)}}(x^2) p_{B^{(2)}}(x^2)$ is the product $\prod_{i=1}^{2} A^{(i)} B^{(i)}$

(our desired output).

Let $x_1, \cdots, x_P$ be distinct elements of $\mathbb{F}$, the master node sends $p_{A^{(i)}}(x_r^i)$ and $p_{B^{(i)}}(x_r^i)$, for all $i \in \{1, 2\}$, to the $r$-th worker node, $r \in \{1, \cdots, P\}$, and the $r$-th worker node performs the multiplication $\prod_{i=1}^{2} p_{A^{(i)}}(x_r^i) p_{B^{(i)}}(x_r^i)$ and sends the output to the fusion node.
Let worker nodes 1, · · · , 7 be the first 7 worker nodes to send their computation outputs to the fusion node, then the fusion node receives the matrices \( \prod_{i=1}^{2} p_{A^{(i)}}(x^i) p_{B^{(i)}}(x^i) \) for all \( r \in \{1, \cdots, 7\} \). Since these 7 matrices can be seen as 7 evaluations of the matrix polynomial \( \prod_{i=1}^{2} p_{A^{(i)}}(x^i) p_{B^{(i)}}(x^i) \) of degree 6 at 7 distinct evaluation points \( x_1, \cdots, x_7 \), the coefficients of the matrix polynomial \( \prod_{i=1}^{2} p_{A^{(i)}}(x^i) p_{B^{(i)}}(x^i) \) can be obtained using polynomial interpolation. This includes the coefficient of \( x^3 \), i.e., \( \prod_{i=1}^{2} A^{(i)} B^{(i)} \).

Now we show an example for odd \( n \).

**Example A.2.2** (Multiplying 3 matrices \( n = 3, m = 2, k = 5 \)). Here, we give an example of multiplying 3 matrices and show that a recovery threshold of 5 is achievable. In this example, we have three input matrices \( A^{(1)}, B^{(1)}, \) and \( A^{(2)} \), each of dimension \( N \times N \) and need to compute the product \( A^{(1)} B^{(1)} A^{(2)} \). First, the three input matrices are split in the same way as in Example A.2.1. The product \( A^{(1)} B^{(1)} A^{(2)} \) can now be written as

\[
C = A^{(1)} B^{(1)} A^{(2)} = \begin{bmatrix} A^{(1)} B^{(1)} A^{(2)}_0 & A^{(1)} B^{(1)} A^{(2)}_1 \end{bmatrix}, \tag{A.12}
\]

where \( A^{(1)} B^{(1)} = A^{(1)}_0 B^{(1)} + A^{(1)}_1 B^{(1)} \).

Now, we define the encoding polynomials \( p_{A^{(1)}}(x), p_{B^{(1)}}(x), p_{A^{(2)}}(x) \) as follows:

\[
p_{A^{(1)}}(x) = A^{(1)}_0 + A^{(1)}_1 x, \\
p_{B^{(1)}}(x) = B^{(1)}_0 x + B^{(1)}_1, \\
p_{A^{(2)}}(x) = A^{(2)}_0 + A^{(2)}_1 x. \tag{A.13}
\]

From (A.13), we have

\[
p_{A^{(1)}}(x)p_{B^{(1)}}(x)p_{A^{(2)}}(x^2) = A^{(1)}_0 B^{(1)}_1 A^{(2)}_0 + (A^{(1)}_0 B^{(1)}_0 + A^{(1)}_1 B^{(1)}_1) A^{(2)}_0 x \\
+ (A^{(1)}_1 B^{(1)}_0 A^{(2)}_0 + A^{(1)}_0 B^{(1)}_1 A^{(2)}_1) x^2 \\
+ (A^{(1)}_1 B^{(1)}_1 A^{(2)}_0 + A^{(1)}_0 B^{(1)}_0 A^{(2)}_1) x^3 \\
+ A^{(1)}_1 B^{(1)}_0 A^{(2)}_1 x^4. \tag{A.14}
\]
From [A.14], we can observe the following:

(i) the coefficient of \( x \) in \( p_{A^{(1)}}(x)p_{B^{(1)}}(x)p_{A^{(2)}}(x^2) \) is the product \( A^{(1)}B^{(1)}A^{(2)}_0 \), and

(ii) the coefficient of \( x^3 \) in \( p_{A^{(1)}}(x)p_{B^{(1)}}(x)p_{A^{(2)}}(x^2) \) is the product \( A^{(1)}B^{(1)}A^{(2)}_1 \).

From [A.12], these two coefficients suffice to recover \( C \). Let \( x_1, \cdots, x_P \) be distinct elements of \( \mathbb{F} \), the master node sends \( p_{A^{(1)}}(x_i) \), for all \( i \in \{1, 2\} \), and \( p_{B^{(1)}}(x_r) \) to the \( r \)-th worker node, \( r \in \{1, \cdots, P\} \), where the \( r \)-th worker node performs the multiplication \( p_{A^{(1)}}(x_r)p_{B^{(1)}}(x_r)p_{A^{(2)}}(x_r^2) \) and sends the output to the fusion node.

Let worker nodes 1, \( \cdots, 5 \) be the first 5 worker nodes to send their computation outputs to the fusion node, then the fusion node receives the matrices \( p_{A^{(1)}}(x_r)p_{B^{(1)}}(x_r)p_{A^{(2)}}(x_r^2) \) for all \( r \in \{1, \cdots, 5\} \). Since these 5 matrices can be seen as 5 evaluations of the polynomial \( p_{A^{(1)}}(x)p_{B^{(1)}}(x)p_{A^{(2)}}(x^2) \) of degree 4 at five distinct evaluation points \( x_1, \cdots, x_5 \), the coefficients of the matrix polynomial \( p_{A^{(1)}}(x_r)p_{B^{(1)}}(x_r)p_{A^{(2)}}(x_r^2) \) can be obtained using polynomial interpolation. This includes the coefficients of \( x \) and \( x^3 \), i.e., \( A^{(1)}B^{(1)}A^{(2)}_0 \) and \( A^{(1)}B^{(1)}A^{(2)}_1 \).

Next, we present a code construction for \( n \)-matrix multiplication for general \( n \) and \( m \).

**Construction A.2.1.** \([n\text{-matrix codes}]\)

**Splitting of input matrices:** for every \( i \in \{1, \cdots, \lfloor n/2 \rfloor \} \) and \( j \in \{1, \cdots, \lfloor n/2 \rfloor \} \), \( A_i \) and \( B_j \) are split as follows

\[
A^{(i)} = \begin{bmatrix} A^{(i)}_1 & A^{(i)}_2 & \cdots & A^{(i)}_m \end{bmatrix}, \quad B^{(j)} = \begin{bmatrix} B^{(j)}_1 \\ B^{(j)}_2 \\ \vdots \\ B^{(j)}_m \end{bmatrix},
\]

where, for \( k \in \{1, \ldots, m\} \), \( A^{(i)}_k, B^{(j)}_k \) are \( N \times N/m \) and \( N/m \times N \) dimensional matrices, respectively.

**Master node (encoding):** Let \( x_1, x_2, \ldots, x_{P-1} \) be arbitrary distinct elements of \( \mathbb{F} \). For \( i \in \{1, \cdots, \lfloor n/2 \rfloor \} \), define \( p_{A^{(i)}}(x) = \sum_{j=1}^{m} A^{(i)}_j x^{j-1} \), and, for \( i \in \{1, \cdots, \lfloor n/2 \rfloor \} \), define \( p_{B^{(i)}}(x) = \sum_{j=1}^{m} B^{(i)}_j x^{m-j} \). For \( r \in \{1, 2, \ldots, P\} \), the master node sends to the \( r \)-th worker the evaluations,
\[ p_{A(i)}(x_{r}^{m_{i}-1}) \text{ and } p_{B(j)}(x_{r}^{m_{j}-1}), \text{ for all } i \in \{1, \cdots, \left\lfloor \frac{n}{2} \right\rfloor \} \text{ and } j \in \{1, \cdots, \left\lfloor \frac{n}{2} \right\rfloor \} \]

**Worker nodes:** For \( i \in \{1, \cdots, \left\lfloor \frac{n}{2} \right\rfloor \}, \) define

\[
p_{C(i)}(x) = \begin{cases} 
  p_{A(i)}(x)p_{B(i)}(x) & \text{if } i \in \{1, \cdots, \left\lfloor \frac{n}{2} \right\rfloor \}, \\
  p_{A(i)}(x) & \text{if } n \text{ is odd and } i = \left\lfloor \frac{n}{2} \right\rfloor.
\end{cases}
\] (A.16)

For \( r \in \{1, 2, \ldots, P\}, \) the \( r \)-th worker node computes the matrix product \( \prod_{i=1}^{\left\lfloor \frac{n}{2} \right\rfloor} p_{C(i)}(x_{r}^{m_{i}-1}) \) and sends it to the fusion node on successful completion.

**Fusion node (decoding):** If \( n \) is even, the fusion node uses outputs of any \( 2m^{\frac{n}{2}} - 1 \) successful workers to compute the coefficient of \( x_{m^{n/2}-1} \) in the matrix polynomial \( \prod_{i=1}^{\frac{n}{2}} p_{C(i)}(x_{r}^{m_{i}-1}) \), and if \( n \) is odd, the fusion node uses outputs of any \( m^{\frac{n+1}{2}}(m+1) - 1 \) successful workers to compute the coefficients of \( x_{j}^{m^{n+1/2} - 1} \), for all \( j \in \{1, \cdots, m\} \), in the matrix polynomial \( \prod_{i=1}^{\frac{n}{2}} p_{C(i)}(x_{r}^{m_{i}-1}) \) (the feasibility of this step will be shown later in the proof of Theorem A.2.1).

If the number of successful workers is smaller than \( 2m^{\frac{n}{2}} - 1 \) for even \( n \) or smaller than \( m^{1/2}(m+1) - 1 \) for odd \( n \), the fusion node declares a failure.

**Remark A.2.1.** The coefficient of \( x_{m^{i}-m^{i-1}} \) in \( p_{C(i)}(x_{m^{i-1}}) \), for any \( i \in \{1, \cdots, \left\lfloor \frac{n}{2} \right\rfloor \} \), is \( \sum_{j=1}^{m} A_{j}^{(i)} B_{j}^{(i)} = A^{(i)} B^{(i)} \).

**Remark A.2.2.** A reader might wonder why there is a difference between odd-valued and even-valued \( n \), and if one can be reduced to the other by introducing an identity matrix of dimensions \( N \times N \) in the \( n \)-matrix multiplication problem. In this work, we have an assumption that the matrices being multiplied are not known in advance and may even be chosen by an adversary. If it is known in advance that one of the matrices is an identity matrix or even a matrix with a special structure, e.g., a Toeplitz matrix (essentially convolution), then alternative coding techniques might be applicable altogether, which we hope to explore as a future work. Here, we assume that none of the matrices are known to us, and we aim to find a general scheme. When \( n = 2 \), the \( n \)-matrix codes is exactly MatDot codes. When \( n = 3 \), (e.g., multiplying ABC), it is Polynomial codes applied to AB and C, followed by MatDot codes. It reduces to simply computing AB when we know that the third matrix C is identity, but without the hindsight, we
still have to encode the identity matrix, resulting in a bigger recovery threshold than multiplying two matrices.

A.3 Complexity Analyses of n-matrix codes (Construction A.2.1)

Encoding/decoding complexity: Decoding requires interpolating a $2^{m/2} - 2$ degree polynomial if $n$ is even or a $m^{[2]}(m + 1) - 2$ degree polynomial if $n$ is odd for each element in the matrix. Using polynomial interpolation algorithms of complexity $O(k \log^2 k)$ [65], or $O(k \log^2 k \log \log k)$ [63], where $k = k(n, m)$ as defined in (A.7), complexity per matrix element is $O(m^{[2]} \log^2 m^{[2]} \log \log m^{[2]} \log m^{[2]} / q)$. Thus, for $N^2$ elements, the decoding complexity is $O(N^2 m^{[2]} \log^2 m^{[2]} \log \log m^{[2]} \log m^{[2]} / q)$.

Encoding for each worker requires performing $n$ additions, each adding $m$ scaled matrices of size $N^2 / m$, for an overall encoding complexity for each worker of $O(mnN^2 / m) = O(nN^2)$. Thus, the overall computational complexity of encoding for $P$ workers is $O(nN^2 P)$.

Each worker’s computational cost: Each worker multiplies $n$ matrices of dimensions $N \times N/m$ and $N/m \times N$. For any worker $r$ with $r \in \{1, \cdots, P\}$, the multiplication can be performed as follows:

Case 1: $n$ is even

In this case, worker $r$ wishes to compute the product:

$$p_{A^{(1)}}(x_r)p_{B^{(1)}}(x_r)p_{A^{(2)}}(x_r^m)p_{B^{(2)}}(x_r^m) \cdots$$

$$p_{A^{(n/2)}}(x_r^{m^{n/2-1}})p_{B^{(n/2)}}(x_r^{m^{n/2-1}}).$$

Worker $r$ does this multiplication in the following order:

1. Compute $p_{B^{(i)}}(x_r^{m^{i-1}})p_{A^{(i+1)}}(x_r^{m^i})$ for all $i \in \{1, \cdots, n/2 - 1\}$ with a total complexity of $O(nN^3 / m^2)$.

2. Compute the product of the output matrices of the previous step with a total complexity of $O(nN^3 / m^3)$. Call this product matrix $D$. Notice that $D$ has a dimension of $N/m \times N/m$. 
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3. Compute $p_{A(1)}(x_r)D$ with complexity $O(N^3/m^2)$. Call this product matrix $E$. Notice that $E$ has a dimension of $N \times N/m$.

4. Compute $E p_{B(n/2)}(x_r^{m_{n/2-1}})$ with complexity $O(N^3/m)$.

Hence, the overall computational complexity per worker for even $n$ is:

$$O(\max(nN^3/m^2, nN^3/m^3, N^3/m^2, N^3/m)) = O(\max(nN^3/m^2, N^3/m)).$$

**Case 2: $n$ is odd**

In this case, worker $r$ wishes to compute the product:

$$p_{A(1)}(x_r)p_{B(1)}(x_r) \cdots p_{A((n-1)/2)}(x_r^{m_{(n-3)/2}})$$

$$p_{B((n-1)/2)}(x_r^{m_{(n-3)/2}})p_{A((n+1)/2)}(x_r^{m_{(n-1)/2}}).$$

Worker $r$ does this multiplication in the following order:

1. Compute $p_{B(i)}(x_r^{m_{i-1}})p_{A(i+1)}(x_r^{m_i})$ for all $i \in \{1, \cdots, (n-1)/2\}$ with a total complexity of $O(nN^3/m^2)$.

2. Compute the product of the output matrices of the previous step with a total complexity of $O(nN^3/m^3)$. Call this product matrix $D$. Notice that $D$ has a dimension of $N/m \times N/m$.

3. Compute $p_{A(1)}(x_r)D$ with complexity $O(N^3/m^2)$.

Hence, the overall computational complexity per worker for odd $n$ is

$$O(\max(nN^3/m^2, nN^3/m^3, N^3/m^2)) = O(nN^3/m^2).$$

In conclusion, the computational complexity per worker is $O(\max(nN^3/m^2, N^3/m))$ if $n$ is even, and $O(nN^3/m^2)$ if $n$ is odd.

**Communication cost:** The master node communicates total of $O(nPN^2/m)$ symbols to the worker nodes, and the fusion node receives $O(m^{1/2}N^2)$ symbols from the successful worker nodes.

1The expressions for even $n$ and odd $n$ are different due to the last step in the even $n$ case where we compute the matrix multiplication of dimension $N \times N/m$ and $N/m \times N$, which has computational complexity of $O(N^3/m)$. 
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A.4 Codes for Generalized n-matrix multiplication

Here, we give another code construction for n-matrix multiplication which is a generalization of the code construction given in the previous section. The new construction allows us to split input matrices more flexibly and trades off communication and computation (similar to PolyDot codes in Section 2.1.2.6 for two matrices). The results presented here are an improvement over [32], and are built on techniques from [26, 132].

**Theorem A.4.1** (Recovery threshold for Generalized n-matrix codes). For the matrix multiplication problem specified in Section A.1 and computed on the system defined in Definition 2.1.1, there exists a code with a recovery threshold of

\[
\begin{align*}
    k(n, s, t) &= \begin{cases} 
        s^n t^{n+1} + s^n t^{n-1} - 1 & \text{if } n \text{ is even}, \\
        s^{n+1} t^{n+1} + s^{n-1} t^{n-1} - 1 & \text{if } n \text{ is odd}
    \end{cases} 
\end{align*}
\]

(A.17)

for any integers s, t that satisfy \( m = st \).

**Proof.** Here, we only derive the proof for the case of even \( n \). The proof for odd \( n \) can be derived in a similar manner with minor differences in the expressions. What we have to show to complete the proof are as follows:

Claim A.4.2. The maximum degree of \( p_C(x) \) is \( s^n t^{n+1} + s^n t^{n-1} - 1 \).

Claim A.4.3. \( C_{i,j} \) is the coefficient of \( x^{d(n, i, j)} \) for \( i, j = 1, \ldots, t \) where

\[
d(n, i, j) = s - 1 + s(t - 1) + st(s - 1) + \cdots + i \cdot s^n t^{n-1} + j \cdot s^n t^n.
\]

(A.18)

Claim A.4.4. \( x^{d(n, i, j)} \) term is obtained only when: i) \( i_1 = i \), ii) \( j_1 = i_2, \ldots, j_{n-1} = i_n \), iii) \( j_n = j \).
Let us first rewrite $p_C(x)$ as follows:

\[
p_C(x) = \sum_{i_1=1 \ldots i_n=1 \ldots s} A_{i_1,j_1}^{(1)} B_{i_2,j_2}^{(1)} \cdots A_{i_{n-1},j_{n-1}}^{(n/2)} B_{i_{n},j_{n}}^{(n/2)}
\]

\[
\times x^{(s-1+j_1-i_2)+\cdots+i_1 s^{n/2-1}+j_n s^{n/2}}.
\]  
(A.19)

Note that we get the maximum degree when $i_1 = t-1$, $s-1+j_1-i_2 = 2s-2$, $\ldots$, $j_n = t-1$.

Hence,

\[
\text{max deg of } p_C(x) = 2s - 2 + s(2t - 2) + \cdots + 
\]

\[
+ s^{n/2-1}t^{n/2-1}(2s - 2) + (t - 1)s^{n/2}t^{n/2-1}
\]

\[
+ (t - 1)s^{n/2}t^{n/2}
\]

\[
= s^{n/2}t^{n/2-1} + s^{n/2}t^{n/2+1} - 2
\]

\[
= k(n, s, t) - 1.
\]

This shows Claim [A.4.2]. To show Claim [A.4.3] note that:

\[
C_{i,j} = \sum_{j_1,j_2,\ldots,j_{n-1}} A_{i,j_1}^{(1)} B_{j_1,j_2}^{(1)} A_{j_2,j_3}^{(2)} B_{j_3,j_4}^{(2)} \cdots A_{j_{n-2},j_{n-1}}^{(n/2)} B_{j_{n-1},j_n}^{(n/2)}.
\]

Among the terms in the sum in (A.19), $C_{i,j}$ is the sum of terms that are from the $i$-th row of the first matrix $A^{(1)}$ and the $j$-th column on the last matrix $B^{(n/2)}$, and that have the second index and the first index of two adjacent matrices matching, e.g., $j_1 = i_2$ and $j_2 = i_3$. By setting these $i_1, \ldots, i_n, j_1, \ldots, j_n$ values, we obtain (A.18).

Lastly, we want to show Claim [A.4.4] Let $d$ be the degree of $x$ in (A.19)

\[
d = (s - 1 + j_1 - i_2) + \cdots + s^{n/2-1}t^{n/2-1}(s - 1 + j_{n-1} - i_n)
\]

\[
+ i_1 s^{n/2}t^{n/2-1} + j_n s^{n/2}t^{n/2},
\]  
(A.20)

which can be rewritten as:

\[
d = d_0 + d_1 \cdot s + d_2 \cdot st + \cdots + d_{n-1} \cdot s^{n/2}t^{n/2-1} + d_n \cdot s^{n/2}t^{n/2},
\]  
(A.21)
where

\[
\begin{align*}
  d_0 &= d \mod s \\
  d_1 &= (d - d_0)/s \mod t \\
  d_2 &= (d - d_0 - d_1 \cdot s)/st \mod s \\
  & \vdots \\
  d_n &= (d - d_0 - d_1 \cdot t - \cdots - d_{n-1} \cdot s^{n/2} t^{n-1})/s^{n/2} t^n.
\end{align*}
\]

We can think of this representation as a mixed radix system \( D \) with \( n+2 \) digits, \((d_0, d_1, \cdots, d_{n+1})\), which has an alternating radix \((t, s, t, s, \cdots, t, s)\). By substituting \( d_0 = t - 1, d_1 = s - 1, \cdots, d_{n+1} = s - 1 \), we can confirm that the biggest number we can represent with (A.21) is \( s^{n+1} t^{n+1} - 1 > k(n, s, t) - 1 \). Also, from its construction, any number between 0 and \( s^{n+1} t^{n+1} - 1 \) can be uniquely determined by the pair \((d_0, d_1, \cdots, d_{n+1})\) (for more explanation, see Theorem 1 in [35]). Hence, any \( 0 \leq d \leq k(n, s, t) - 1 \) can be uniquely represented with \((d_0, d_1, \cdots, d_{n+1})\).

Now, we want to show that \( d = d(n, i, j) \) only when \( d_0 = s - 1, d_1 = t - 1, \cdots, d_{n-3} = t - 1, d_{n-2} = s - 1 \) and \( d_{n-1} = i, d_n = j \). It is easy to see that \( d_0 = d(n, i, j) \mod s = s - 1 \), and similarly \( d_1 = (d(n, i, j) - d_0) \mod t = t - 1 \) and so on. Since \( i_1 \) varies only from 0 to \( t - 1 \),

\[
\begin{align*}
  d_{n-1} &= (i \cdot s^{n/2} t^{n-1} + j \cdot s^{n/2} t^{n-1})/s^{n/2} t^{n-1} \mod t \\
  &= (i + j t) \mod t \\
  &= i.
\end{align*}
\]

Finally, \( d_n = (j \cdot s^{n/2} t^{n})/s^{n/2} t^{n} = j \). As there is only one unique representation of any \( d \) with a tuple \((d_0, d_1, \cdots, d_n)\), by comparing (A.20) and (A.21), we can conclude that \( j_1 = i_2, \cdots, j_{n-1} = i_n, \) and \( i_1 = i, j_n = j \). This completes the proof. \( \blacksquare \)
Remark A.4.1. If we substitute \( st = m \) in (A.17), we get:

\[
k(n, s, t) = \begin{cases} 
m^n (t + 1) - t & \text{if } n \text{ is even}, 
m^{n-\frac{1}{2}} (m + t) - t & \text{if } n \text{ is odd}
\end{cases}
\]  

(A.22)

By plugging in \( s = m, t = 1 \), we can see that \( k(n, s, t) = 2m^{n/2} - 1 \) for \( n \) even, and \( k(n, s, t) = m^{n+1} + m^{n-1} - 1 \) for \( n \) odd. This matches the recovery threshold given in (A.7).

We now give a construction of Generalized \( n \)-matrix codes.

Construction A.4.1 (Generalized \( n \)-matrix multiplication code).

Splitting of input matrices: We split \( A_i \)'s and \( B_i \)'s as follows:

\[
A^{(i)} = \begin{bmatrix}
A_{0,0}^{(i)} & \cdots & A_{0,s-1}^{(i)} \\
\vdots & \ddots & \vdots \\
A_{t-1,0}^{(i)} & \cdots & A_{t-1,s-1}^{(i)}
\end{bmatrix},
\]

\[
B^{(i)} = \begin{bmatrix}
B_{0,0}^{(i)} & \cdots & B_{0,t-1}^{(i)} \\
\vdots & \ddots & \vdots \\
B_{s-1,0}^{(i)} & \cdots & B_{s-1,t-1}^{(i)}
\end{bmatrix}
\]

(A.23)

where \( A_{j,k}^{(i)} \)'s have dimension \( N/t \times N/s \) and \( B_{j,k}^{(i)} \)'s have dimension \( N/s \times N/t \).

Master node (encoding): Define the encoding polynomials as

\[
p_{A^{(i)}}(z_1, z_2) = \sum_{i=0}^{t-1} \sum_{j=0}^{s-1} A_{i,j}^{(1)} z_1^i z_2^j,
\]

\[
p_{B^{(i)}}(z_2, z_3) = \sum_{i=0}^{s-1} \sum_{j=0}^{t-1} B_{i,j}^{(1)} z_2^s z_3^j,
\]

\[
\vdots,
\]

\[
p_{B^{(n/2)}}(z_n, z_{n+1}) = \sum_{i=0}^{s-1} \sum_{j=0}^{t-1} B_{i,j}^{(n/2)} z_n^s z_{n+1}^j.
\]
for $n$ even, and

$$P^{(1)}_A(z_1, z_2) = \sum_{i=0}^{t-1} \sum_{j=0}^{s-1} A_{i,j}^{(1)} z_1^i z_2^j,$$

$$\vdots,$$

$$P^{((n-1)/2)}_B(z_{n-1}, z_n) = \sum_{i=0}^{s-1} \sum_{j=0}^{t-1} B_{i,j}^{((n-1)/2)} z_{n-1}^{s-1-i} z_n^j,$$

$$P^{((n+1)/2)}_A(z_n, z_{n+1}) = \sum_{i=0}^{t-1} \sum_{j=0}^{s-1} A_{i,j}^{((n-1)/2)} z_n^{t-1-i} z_{n+1}^j,$$

for $n$ odd.

The master node sends to the $r$-th worker evaluations of $P^{(i)}_A$'s, and $P^{(i)}_B$'s at

$$z_1 = x^{s^2 t n/2 - 1}, z_2 = x, z_3 = x^s, \ldots,$$

$$z_n = x^{s^2 t n/2 - 1}, z_{n+1} = x^{s^2 t n/2} \quad \text{for } n \text{ even}, \quad (A.24)$$

$$z_1 = x^{s^2 t (n-1)/2}, z_2 = x, z_3 = x^s, \ldots,$$

$$z_n = x^{s^2 t (n-1)/2}, z_{n+1} = x^{s^2 t (n+1)/2} \quad \text{for } n \text{ odd}. \quad (A.25)$$

where $x_r$'s are all distinct for $r \in \{1, 2, \ldots, P\}$.

Fusion node (decoding): The fusion node uses outputs of any $k(n, s, t)$ successful workers (given in (A.17)) to compute the coefficients of $p_C(z)$. If the number of successful workers is smaller than $k(n, s, t)$, the fusion node declares a failure.

Remark A.4.2. The two strategies for $n$-matrix multiplication proposed in this work can be understood better in our general PolyDot framework (see Table A.1). Essentially, they differ in the substitutions for the variables $z_1, \ldots, z_{n+1}$ to convert the polynomial in $n$ variables into a polynomial in a single variable for the ease of interpolation. The main intuition behind the substitutions of (A.24) and (A.25) is that for $z_1$ and $z_{n+1}$, their powers grow from 0 to $t - 1$ (or $s - 1$), while all the other terms have powers growing from 0 to $2s - 2$ (or $2t - 2$). Hence, to minimize the maximum degree of the product polynomial, it is best to assign high powers of $x$ to $z_1$ and $z_{n+1}$. An alternate substitution could also be to start with $z_1 = x$ and then continue.
Table A.1: Comparison of different strategies for multiplying \( n \) matrices using different substitutions in the general PolyDot framework when \( n \) is even.

<table>
<thead>
<tr>
<th>Substitution</th>
<th>( n )-matrix codes</th>
<th>Generalized ( n )-matrix codes</th>
<th>Alternate Substitution</th>
</tr>
</thead>
<tbody>
<tr>
<td>( z_1 = z_2 = ) ( x ), ( z_3 = z_4 = ) ( x^n ), ( \cdots ), ( z_{n-1} = ) ( x^{m/2} ), ( z_{n+1} = ) ( x^{m \cdot n/2} )</td>
<td>( z_1 = ) ( x^{s_n/2} ), ( z_2 = ) ( x^{s_n/2 \cdot n/2 - 1} )</td>
<td>( z_1 = ) ( x ), ( z_2 = ) ( x^t ), ( z_3 = ) ( x^{s_{n/2}} ), ( \cdots ), ( z_{n+1} = ) ( x^{s_{n/2} \cdot n/2} )</td>
<td></td>
</tr>
</tbody>
</table>

substituting \( z_2 = x^t \), \( z_3 = x^{st} \), \( z_4 = x^{st^2} \), \( \cdots \), \( z_{n+1} = s_{n/2}^{t_{n/2}} \). The recovery threshold resulting due to this substitution is given by:

\[
k(n, s, t) = \begin{cases} 
  s_{n/2}^{t_{n/2}} + s_{n/2}^{t_{n/2}} - t & \text{if } n \text{ is even}, \\
  s_{n/2}^{t_{n/2}} + s_{n/2}^{t_{n/2}} - t & \text{if } n \text{ is odd}
\end{cases}
\]

for any integers \( s, t \) that satisfy \( m = st \). This is slightly higher than the recovery threshold obtained in Theorem \[A.4.1\]. Thus, for \( n > 2 \), we can improve the recovery threshold by delving deeper into the order of the substitution.

## A.5 Complexity Analysis of Generalized \( n \)-matrix codes

**Encoding/decoding complexity**: Encoding communication cost is \( \mathcal{O}(nN^2P) \) as in Section \[A.3\]. Decoding complexity is \( \mathcal{O}(\frac{N^2}{k} k(n, s, t) \log^2 k(n, s, t) \log \log k(n, s, t)) \) (even case) or \( \mathcal{O}(\frac{N^2}{ts} k(n, s, t) \log^2 k(n, s, t) \log \log k(n, s, t)) \) (odd case).

**Communication Complexity**: The master node sends out \( \mathcal{O}(nP^2/m) \) encoded symbols.
in the beginning. After the completion of computation, each node has to send $O(N^2/t^2)$ symbols to the fusion node. Hence, total number of symbols the fusion node receives is $k(n, s, t) \cdot N^2/t^2$. Let us first consider the case when $n$ is even. By substituting (A.17), we obtain $k(n, s, t)N^2/t^2 = O(m^{n/2}/t)$. This is the same trade-off we observed using PolyDot codes for single matrix-matrix multiplication. For a fixed $m$, recovery threshold $k(n, s, t)$ grows linearly with $t$ while communication cost is inversely related to $t$ (See Fig 2.4). When $n$ is odd, we do not see such trade-off. Recovery threshold is always $m^{(n-1)/2}(m + t) - t = O(m^{(n+1)/2})$ regardless of the choice of $t$. Communication cost on the other hand is $k(n, s, t)N^2/t^2 = O(m^{(n+1)/2}/t^2 + m^{(n-1)/2}/t)$ which decreases with growing $t$. For instance, if $t = 1$, communication cost is $O(m^{(n+1)/2})$, and when $t = m$, communication cost is $O(m^{(n-3)/2})$. This suggests that when $n$ is odd, it is always better to choose $t = m$ as $m$ grows to infinity.

**Each worker’s computation cost:** Using the similar technique shown in Section A.3 we can show that each worker’s computation complexity is at most $O(\max(nN^3/m^{1.5}, N^3/m))$ for any choice of $s, t$. If we compare the computation complexity for encoding/decoding and the computation complexity at each worker node, we can see that as long as $N > O(m^{n/2-1.5}\log m)$, encoding/decoding computation overhead is amortized.

**Remark A.5.1.** Our result given here splits $A^{(i)}$’s into $s \times t$ grid of blocks and $B^{(i)}$’s into $t \times s$ grid of blocks. However, it is not necessary that all matrices have to be split in the same fashion. For instance, $A^{(1)}$ can be divided into $t_1 \times s_1$ grid and $B^{(1)}$ can be divided into $s_1 \times t_2$ grid, and so on. In this more general setting $A^{(i)}$’s are split into $t_i \times s_i$ grid and $B^{(i)}$’s are split into $s_i \times t_{i+1}$ grid. Let us denote $s = [s_1, \cdots, s_{n/2}], t = [t_1, \cdots, t_{n/2+1}]$. Then Theorem A.4.1 can be rewritten as follows.

$$k(n, s, t) = \begin{cases} 
(t_{n/2+1} + 1/t_1) \prod_{i=1}^{n/2} s_it_i - 1 & \text{if } n \text{ even}, \\
(t_1s_{(n+1)/2} + 1) \prod_{i=1}^{(n-1)/2} s_it_i - 1 & \text{if } n \text{ odd}.
\end{cases} \tag{A.27}
$$

**Remark A.5.2.** In this work we assumed that all matrices have size $N \times N$ for simplicity.
However, this assumption is not necessary in the results presented here. When we have matrices with different dimensions to multiply, splitting each matrix in a different way would be more beneficial. For example, when we multiply matrices $A, B$ with dimensions $N \times N$ and $N \times 2$, we can divide $A$ into $t \times s$ grid and divide $B$ into $s \times 1$ grid.
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