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Abstract

Atmospheric aerosols significantly impact both human health, as they increase the frequency of cardiovascular and respiratory diseases, and climate change, as they affect the Earth’s energy balance. Organic aerosol (OA) comprises a substantial fraction of atmospheric aerosol, but there is limited knowledge about its sources, chemical evolution, and physical properties, leading to considerable uncertainty in atmospheric chemical transport model predictions. The magnitude of the impact of OA on human health and climate change is strongly dependent on an improved understanding of the evolution of organic compounds in the atmosphere.

Hygroscopicity, oxidation level, and volatility are three of the most crucial properties of OA because they control its atmospheric fate and climate relevance. Hygroscopicity is a measure of a compound’s ability to interact with and absorb water. The oxidation level is a useful surrogate for changes in chemical composition since the atmosphere is an oxidizing environment. Volatility determines, to a large extent, the partitioning of compounds between the particulate and vapor-phases. This work develops and tests novel techniques that can be used to measure these critical properties of OA and provide a foundation to update these properties in atmospheric models.

The first part of this work describes the development and testing of a technique that quantitatively relates the hygroscopicity and oxidation level of OA components to their volatility. The technique utilizes a thermodenuder (TD) along with aerosol mass spectrometry and size-resolved cloud condensation nuclei measurements to separate the OA by volatility and characterize its hygroscopicity and oxidation level. The technique was tested with secondary OA (SOA) from the ozonolysis of α-pinene and the results indicated that the least volatile components in this SOA system were the least hygroscopic and least oxidized.
The second part of this work improves the characterization of the volatility distribution of OA by combining TD and isothermal dilution measurements. The technique was tested with SOA from the ozonolysis of \(\alpha\)-pinene and cyclohexene. The results from this work demonstrated the challenges that arise in estimating the volatility distributions of OA using thermal evaporation techniques and the benefits of combining techniques to measure properties of OA.

The third part of this work combines the techniques from the first and second parts of this thesis and applies them to SOA from the ozonolysis of \(\alpha\)-pinene, limonene, and cyclohexene. The results suggested that some OA systems have a more complex relationship between these properties than originally thought. Use of the techniques developed in this thesis to different OA, both laboratory and ambient, can supply needed parameters that can be incorporated in atmospheric models.
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Chapter 1

Introduction
1.1 Atmospheric aerosols

Atmospheric aerosols, also known as particulate matter (PM), are solid or liquid particles suspended in the atmosphere with sizes ranging from a few nanometers to around 100 µm. These particles are classified by their size into two groups: fine PM, particles with diameters less than 2.5 µm (PM$_{2.5}$), and coarse PM, particles with diameters larger than 2.5 µm. Ultrafine PM is a subset of PM$_{2.5}$ and defined as particles with diameters less than 0.1 µm (PM$_{0.1}$). PM and its precursors can be emitted from a variety of sources, but it is usually separated into two main categories: anthropogenic (e.g., combustion, cooking, transportation, and other human activities) and biogenic (e.g., vegetation emissions, volcanic eruptions, wildfires, and other natural sources). PM$_{2.5}$ includes organic compounds, sulfates, nitrates, ammonium, black carbon, and a number of combustion-related trace metals while dust and sea-salt dominate the coarse PM composition (Zhang et al., 2007; Jimenez et al., 2009; Seinfeld and Pandis, 2016).

PM is associated with many adverse health effects. A series of epidemiological studies have shown that PM$_{2.5}$ can deposit deep in the lungs and induce oxidative stress, cardiovascular and respiratory diseases, and even premature death (Dockery et al., 1993; Pope et al., 2015; Du et al., 2016; Cohen et al., 2017; Shiraiwa et al., 2017; Burnett et al., 2018). Global mortality rates related to PM$_{2.5}$ exposure are estimated at around 5 million deaths per year (Cohen et al., 2017; Burnett et al., 2018). These effects have resulted in regulations of ambient PM mass concentrations.

PM also impacts the Earth’s climate because it can absorb and scatter radiation (direct effect) and influence cloud properties and lifetime (indirect effect) by serving as cloud condensation nuclei (CCN) or ice nuclei (Boucher et al., 2013). PM currently represents the largest source of uncertainty in the Earth’s energy budget due to complex interactions with radiation and
clouds (Boucher et al., 2013). In general, PM exerts a cooling effect on the Earth’s climate, but energy absorbing components, such as black and brown carbon, can provide a warming effect (Boucher et al., 2013; Tsigaridis and Kanakidou, 2018).

1.2 Organic aerosol

Organic aerosol (OA) is a complex mixture of organic compounds and represents a substantial fraction (20–90%) of submicron PM depending on location (Kanakidou et al., 2005; Zhang et al., 2007; Jimenez et al., 2009). Primary OA (POA) is organic matter emitted directly in the particulate-phase, while secondary OA (SOA) is produced by the vapor-phase oxidation of volatile (VOCs), intermediate volatility (IVOCs), and semi-volatile (SVOCs) organic compounds (Robinson et al., 2007; Hallquist et al., 2009). SOA precursors and POA can be emitted from multiple anthropogenic and biogenic sources, such as combustion, cooking, and vegetation. OA components continuously evolve in the atmosphere due to reactions with the hydroxyl radical, ozone, nitrate radical, and other oxidants. Uncertainties surrounding the sources and evolution of OA enhance the difficulty in elucidating its physiochemical properties (Jimenez et al., 2009; Ditto et al., 2018).

OA, being a large fraction of PM, has a substantial impact on the Earth’s climate through both the direct and indirect effects (Seinfeld et al., 2016; Tsigaridis and Kanakidou, 2018). Quantifying the effect of OA changes on present and future climate is one of the most uncertain aspects of global climate predictions (Carslaw et al., 2017; Shrivastava et al., 2017). The magnitude of these effects is strongly dependent on understanding the abundance and properties of OA, both in the preindustrial and current atmospheres (Carslaw et al., 2017).
1.3 Physiochemical properties of OA

Hygroscopicity is a measure of a compound’s ability to interact with and absorb water and is often parameterized by the dimensionless hygroscopicity parameter, $\kappa$ (Petters and Kreidenweis, 2007). $\kappa$ is calculated as a sum of the volume-weighted hygroscopicity of all components that constitute the total PM volume. Since OA can be a considerable fraction of PM, understanding the influence of OA as CCN is key to understanding aerosol-cloud interactions (Shrivastava et al., 2017). The hygroscopicity of OA, $\kappa_{\text{org}}$, is relatively low when compared to the hygroscopicity of inorganic PM components, such as sulfate and nitrate, and $\kappa_{\text{org}}$ is not expected to exceed 0.3 in the atmosphere (Nakao, 2017). However, the CCN concentration can be very sensitive to the OA fraction in environments where organics dominate the volume fraction of PM (Mei et al., 2013; Ruehl et al., 2012) or when the organic and inorganic components are not present in the same particles (i.e., external mixing). Furthermore, condensation of organic compounds is crucial to the growth of ultrafine particles to CCN sizes (Riipinen et al., 2011). Therefore, the composition of OA as a function of size and its impact on $\kappa_{\text{org}}$ need to be better understood in order to fully represent aerosol-cloud interactions in climate models (Shrivastava et al., 2017).

Currently, it is impossible to quantify the composition of OA on the molecular level due to its chemical complexity and sheer magnitude of organic compounds present in the atmosphere. Multiple reaction pathways and an increasing number of possible isomers as carbon number increases make it difficult to track the evolution of OA in the atmosphere (Goldstein and Galbally, 2007; Kroll et al., 2011). Therefore, it is useful to track changes in the composition of OA with surrogates, such as the oxidation level. Since the atmosphere is an oxidizing environment, the oxidation level provides information about the atmospheric age of organic compounds. The oxidation level of OA can be determined from high-resolution mass spectrometry and is usually
expressed by the atomic oxygen-to-carbon ratio (O:C) or average carbon oxidation state (OSc). The O:C characterizes the extent of oxygenation and is useful in possibly predicting other OA properties, including hygroscopicity and volatility (Jimenez et al., 2009; Massoli et al., 2010; Donahue et al., 2011; Rickards et al., 2013).

Volatility is one of the most important physical properties of OA because it determines, to a large extent, the partitioning of organic compounds between the particulate and vapor-phases. A compound’s saturation concentration and the particulate-phase OA mass concentration drive vapor-to-particle partitioning. Due to the large range of saturation concentrations of atmospheric organic compounds, the one-dimensional volatility basis set (1D-VBS) has been proposed as a framework to describe the evolution of OA (Donahue et al., 2006). The 1D-VBS utilizes logarithmically spaced bins based on an effective saturation concentration at 298 K that attempts to collect organic compounds with similar volatility, albeit different structures (Donahue et al., 2011). OA volatility, specifically SOA volatility, has been characterized as one of the most important properties missing from climate models (Tsigaridis and Kanakidou, 2018) and models that do simulate OA often underestimate OA concentrations when compared to ambient measurements (Tsigaridis et al., 2014).

Together, hygroscopicity, oxidation level, and volatility are three of the most crucial properties of OA because they control their atmospheric fate and effect on climate (Shrivastava et al., 2017; Tsigaridis and Kanakidou, 2018). A growing body of literature (Jimenez et al., 2009; Poulain et al., 2010; Kuwata et al., 2011; Tritscher et al., 2011; Hong et al., 2014; Cerully et al., 2015; Hildebrandt Ruiz et al., 2015; Cain and Pandis, 2017; Nakao, 2017; Alroe et al., 2018; Kostenidou et al., 2018) has attempted to relate these three properties in order to develop parameterizations that can then be implemented in chemical transport models (CTMs), but a clear
relationship has yet to be established. This has hindered their description in CTMs, increasing the corresponding uncertainty of their predictions.

1.4 Thesis overview

In this thesis, novel experimental and analysis techniques are developed and tested that characterize the hygroscopicity, oxidation level, and volatility of OA. In Chapter 2, a technique that relates hygroscopicity and oxidation level as a function of volatility is developed. The technique separates OA by volatility with a thermodenuder (TD), observes the resulting hygroscopicity and oxidation level with a CCN counter and high-resolution time-of-flight aerosol mass spectrometer, and determines \( \kappa \) and O:C distributions as a function of volatility in the 1D-VBS. This technique is tested with SOA from the ozonolysis of \( \alpha \)-pinene and can be used to provide valuable insights about the relationship between the hygroscopicity, oxidation level, and volatility of OA.

In Chapter 3, a technique that improves the estimation of the volatility distribution of OA by combining TD and isothermal dilution measurements is developed. This technique is tested with SOA from the ozonolysis of \( \alpha \)-pinene and cyclohexene and demonstrates the importance of combining techniques to accurately estimate OA volatility. A method that provides information about vapor wall-losses in a Teflon atmospheric simulation chamber is also developed.

In Chapter 4, the techniques from Chapters 2 and 3 are combined to determine \( \kappa \) and O:C distributions over a larger range of volatility. This technique is tested with SOA from the ozonolysis of \( \alpha \)-pinene, limonene, and cyclohexene. The results from this technique provide a foundation to understand when and why OA behave differently and how to implement them in CTMs.
Lastly, an application of the technique in Chapter 2 to emissions from biomass-burning is described in Appendix E.
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Chapter 2

A technique for the measurement of organic aerosol hygroscopicity, oxidation level, and volatility distributions

---

2.1 Abstract

Hygroscopicity, oxidation level, and volatility are three crucial properties of organic pollutants. This study assesses the feasibility of a novel measurement and analysis technique to determine these properties and establish their relationship. The proposed experimental setup utilizes a cloud condensation nuclei (CCN) counter to quantify hygroscopic activity, an aerosol mass spectrometer to measure the oxidation level, and a thermodenuder to evaluate the volatility. The setup was first tested with secondary organic aerosol (SOA) formed from the ozonolysis of α-pinen. The results of the first experiments indicated that, for this system, the less volatile SOA contained species that had on average lower O:C ratios and hygroscopicities. In this SOA system, both low and high volatility components can have comparable oxidation levels and hygroscopicities. The method developed here can be used to provide valuable insights about the relationships among organic aerosol hygroscopicity, oxidation level, and volatility.

2.2 Introduction

Anthropogenic activities, such as fuel combustion, as well as biogenic sources, such as emissions from vegetation, can introduce particles and particle precursors into the atmosphere. These airborne particles have been identified as a factor contributing to cardiovascular and respiratory diseases (Pope, 2000; van Eeden et al., 2005) and an increased risk for acute morbidity and mortality (Brook et al., 2010). In addition, atmospheric aerosols influence the Earth’s radiation balance directly by scattering and absorbing solar radiation and indirectly by serving as cloud condensation nuclei (CCN). Despite their major role in the Earth’s energy balance, their net effect on climate is one of the major uncertainties in the climate change problem (IPCC, 2013).

In most areas, organic compounds represent anywhere from 20–90% of the submicron aerosol mass (Murphy et al., 2006; Zhang et al., 2007). Organic aerosol (OA) is traditionally
classified either as primary (POA) or secondary (SOA). POA refers to organic compounds that are emitted to the atmosphere directly in the particulate phase. SOA refers to particulate matter produced by gas-to-particle conversion processes. In general, intermediate volatility, semi-volatile, and volatile organic compounds undergo oxidation in the atmosphere and form products that can produce new particles and condense on pre-existing particles.

Three of the most important properties regarding OA lifetime in the atmosphere are hygroscopicity, oxidation level, and volatility. Hygroscopicity, often quantified by the hygroscopicity parameter, $\kappa$ (Petters and Kreidenweis, 2007), is a measure of the volume of water associated with a unit volume of solute. Oxidation level often provides an indication of the age of the OA in the atmosphere. It is expressed as the oxygen to carbon (O:C) ratio or, more accurately, the average carbon oxidation state (OS$_C$). Volatility determines the partitioning of organic compounds between the gas and particle phases. The one-dimensional volatility basis set (1D-VBS, Donahue et al., 2006) has been proposed as a framework for the description of the evolution of the OA volatility distribution using logarithmically spaced bins.

Several studies have shown that SOA from the ozonolysis of $\alpha$-pinene is reasonable CCN material (VanReken et al., 2005; Huff Hartz et al., 2005; Prenni et al., 2007; King et al., 2007; Engelhart et al., 2008; King et al., 2009; Wex et al., 2009; Massoli et al., 2010; Kuwata et al., 2011; Frosch et al., 2011). These studies all reported similar $\kappa$ values based on measurements at supersaturated conditions, ranging from 0.07–0.15. Huff-Hartz et al. (2005) found that SOA produced from monoterpenes was more hygroscopic than SOA from sesquiterpenes. Both King et al. (2007) and Kuwata et al. (2011) observed that the CCN behavior of $\alpha$-pinene ozonolysis SOA was dependent on the OA mass concentration. Frosch et al. (2011) found that $\kappa$ for $\alpha$-pinene ozonolysis SOA increased with chemical aging.
Hygroscopic properties of α-pinene ozonolysis SOA have also been studied using subsaturated conditions (Prenni et al., 2007; Wex et al., 2009; Poulain et al., 2010; Massoli et al., 2010; Tritscher et al., 2011). These studies determined a hygroscopic growth factor (HGF) to estimate $\kappa$, reporting values from 0.01–0.08. Massoli et al. (2010) used both a hygroscopic tandem differential mobility analyzer (H-TDMA) and a CCN counter while studying SOA from the ozonolysis of α-pinene and found that the $\kappa$ at subsaturated conditions (estimated from HGF measurements) was 20–50% lower than that based on CCN measurements at supersaturated conditions. A number of explanations have been proposed for this behavior including increasing dissolution of SOA components at supersaturated conditions, surface tension effects, etc. (Petters et al., 2009; Good et al., 2010).

The oxidation level of α-pinene ozonolysis SOA has mainly been studied through the use of high resolution mass spectrometry (Bahreini et al., 2005; Alfarra et al., 2006; Song et al., 2007; Shilling et al., 2009; Huffman et al., 2009; Poulain et al., 2010; Massoli et al., 2010; Kuwata et al., 2011; Tritscher et al., 2011; Frosch et al., 2011). These studies reported O:C ratios from around 0.3–1. The higher O:C ratios were determined by Massoli et al. (2010) for extended periods of chemical aging; most of the average O:C ratios ranged from 0.3 to 0.5. The use of the O:C ratio can allow for easier classification of OA into different classes using the two-dimensional volatility basis set (2D-VBS, Donahue et al., 2011). Poulain et al. (2010) observed that the most oxygenated compounds were less volatile than the less oxygenated ones, and Kuwata et al. (2011) found that the O:C ratio for α-pinene ozonolysis SOA depended on the mass concentration.

In addition to hygroscopicity and oxidation level, there have been a number of studies focusing on the volatility of SOA from the ozonolysis of α-pinene with either a thermodenuder (TD) (An et al., 2007; Kostenidou et al., 2009; Huffman et al., 2009; Poulain et al., 2010; Lee et
or a volatility tandem differential mobility analyzer (V-TDMA) (Stanier et al., 2007; Jonsson et al., 2007; Tritscher et al., 2011). The difficulty in comparing these volatility studies stems from different heating methods (TD, V-TDMA, etc.), residence times in heating sections, and temperatures. For example, Poulain et al. (2010) observed nearly all of the SOA evaporated at 200°C at a residence time of 9 s in the heating section of a TD, but Lee et al. (2011) reported that most of the SOA evaporated at around 90°C for a residence time of 16 s. The use of the 1D-VBS (Donahue et al., 2006) can help overcome this obstacle, making it easier to compare volatility distributions rather than thermograms, which express the mass fraction remaining (MFR) as a function of temperature and are influenced by several different experimental factors (particle size, residence time in heating section, OA concentration, etc.) (Cappa, 2010; Riipinen et al., 2010; Kuwata et al., 2011). Furthermore, the evolution of OA’s volatility distribution can provide an indirect way to gain insights about the very difficult to measure chemical composition and evolution of these compounds (Donahue et al., 2011).

Several studies have attempted to relate two of the three properties, but few have attempted to relate all three. Jimenez et al. (2009) proposed that the hygroscopcity of OA generally increases with the oxidation level expressed by the O:C ratio and that there is also an inverse relationship between the O:C ratio and volatility. Tritscher et al. (2011) used a volatility and hygroscopcity tandem differential mobility analyzer (V/H-TDMA) and an Aerodyne High-Resolution Time-of-Flight Aerosol Mass Spectrometer (HR-ToF-AMS, hereafter AMS) during the chemical aging of α-pinene SOA and found that volatility decreased while hygroscopcity and the O:C ratio remained fairly constant. Cerully et al. (2015) used a TD followed by a CCN counter, a scanning mobility particle sizer (SMPS), and an AMS in parallel and observed small changes in hygroscopcity for
ambient OA components with dramatically different volatilities and concluded that the more volatile compounds were more hygroscopic than the remaining material. Several other studies (Poulain et al., 2010; Kuwata et al., 2011; Hong et al., 2014; Hildebrandt Ruiz et al., 2015) have investigated the effects of environmental parameters on one or all of these properties. However, these results are often inconclusive or even contradictory and the links among these three properties are yet to be elucidated.

A theoretical framework (Nakao, 2017) has attempted to relate these three properties using the 2D-VBS framework (Donahue et al., 2011). The approach utilized correlations between the O:C ratio, volatility, and hygroscopicity to predict lines of constant $\kappa$ in the 2D-VBS. The study concluded that relatively volatile OA components with a low O:C ratio can have the same hygroscopicity as OA with lower volatility and a higher O:C ratio.

One major obstacle pertaining to an experimentally-determined relationship between these three properties for ambient aerosols is the often unknown or uncertain composition. The AMS can quantify the concentrations of the non-refractory inorganic aerosol components as well as the total organic aerosol concentration, with further separation of the OA into components provided by techniques like positive matrix factorization (PMF). However, the analysis of the combined measurements of all three properties remains challenging.

The purpose of this work is the development of a method for the synchronous measurement of OA hygroscopicity, oxidation level, and volatility. In the next section, we describe the technique that utilizes a suite of aerosol instrumentation to measure these properties. Then, the method is tested with $\alpha$-pinene ozonolysis SOA. This SOA system has been studied extensively so it can be a useful first test for the proposed experimental approach. Our objective is not to perform a comprehensive study of the properties of this SOA (which depend on SOA levels, relative
humidity, etc.), but rather to use it as a pilot study. Finally, a data analysis technique is developed to interpret and synthesize the corresponding measurements.

2.3 Methodology

2.3.1 Instrument setup

A schematic of the experimental setup can be seen in Fig. 2.1. Particles are sampled through either a TD or a by-pass (BP) line via two three-way valves and then the sample stream is split using a T union between an AMS and a differential mobility analyzer (DMA, TSI, model 3081). The stream from the DMA is split again with a T union between a condensation particle counter (CPC, TSI, model 3010/72) and a CCN counter (CCNC, Droplet Measurement Technologies). In this study, the AMS used a flow rate of 0.1 L min⁻¹ while the CPC and the CCNC used 0.3 and 0.5 L min⁻¹ respectively. The sheath flow in the DMA was set to 8 L min⁻¹ to allow for a 10:1 sheath to aerosol flow ratio as the particles were classified. The upscan of the DMA was set to 120 s and the downscan was set to 15 s.

Figure 2.1. Schematic of the experimental setup for the hygroscopicity, oxidation level, and volatility measurements. The sampling technique employs a TD to measure volatility, an AMS to study the oxidation level, and a CCNC to determine hygroscopic activity.
In a typical experiment, once particles are ready for sampling, they pass through the TD at the first temperature set point for 15-25 min. Then, the particles are sent through the BP as the temperature of the TD increases (another 15-25 min). Once the TD reaches the next set point, the particles are directed through the TD for the same sampling period and this process is repeated until measurements at all desired temperatures have been obtained. Total sampling time for 4–5 temperature set points is around 2.5–3.5 hr. Set points for the TD start at the lowest temperature and always increase.

### 2.3.2 Hygroscopicity

Hygroscopicity measurements were made with a CCNC, which generates supersaturations by exploiting water’s higher mass diffusivity than heat’s thermal diffusivity in air (Roberts and Nenes, 2005). The CCNC’s fast response time allows it to be coupled to an SMPS, a technique called Scanning Mobility CCN Analysis (SMCA, Moore et al., 2010). In our experiments, polydisperse aerosol was charged with a Po-210 neutralizer and then entered a DMA where the particles were classified by their electrical mobility and counted by a CPC and the CCNC as the DMA voltage was scanned. Particle number concentrations (CN) and size distributions were obtained from the SMPS using the AIM software. CCN concentrations and size distributions were obtained following the technique described in Moore et al. (2010). The SMPS and CCNC size distributions were aligned by matching the minimum in concentration that occurs during the transition between the DMA upscan and downscan. An activation curve was produced by dividing the CCN concentration by the CN concentration at each size. The activation diameter was calculated by fitting the activation curve to a sigmoidal function:

\[
\frac{\text{CCN}}{\text{CN}} = \frac{B}{\left(1 + \frac{D_d}{D_{p50}}\right)^\tau}
\] (2.1)
where CCN/CN is the fraction of activated particles, $B$ and $c$ describe the asymptote and slope of the sigmoid respectively, $D_d$ is the dry diameter, and $D_{p50}$ is the diameter at which 50% of the particles activate for a symmetric size distribution; this corresponds to the activation diameter.

The method to determine $\kappa$ follows the analysis done by Petters and Kreidenweis (2007) and will be explained briefly here. The defining equation is known as the $\kappa$-Köhler equation:

$$S = \frac{D^3 - D_d^3}{D^3 - D_d^3 (1 - \kappa)} \exp\left(\frac{4 \sigma M_w}{RT \rho_w D}\right)$$ \hspace{1cm} (2.2)

where $S$ is the saturation ratio, $D$ is the wet particle diameter, $D_d$ is the dry diameter, $\sigma$ is the surface tension of the solution/air interface, $M_w$ is the molecular weight of water, $R$ is the universal gas constant, $T$ is the temperature, and $\rho_w$ is the density of water. For a selected $D_d$ and $\kappa$, the critical supersaturation, $S_c$, can be computed from the maximum of Eq. (2.2). Then, lines of constant $\kappa$ can be obtained by plotting $\log(S_c)$ as a function of $\log(D_d)$. To estimate $\kappa$, experimentally-determined activation diameters at different supersaturations were added to the $\log(S_c)$-$\log(D_d)$ plot and the $\kappa$ was estimated by which isopleth fit the data.

### 2.3.3 Oxygen content

An AMS was used to monitor the aerosol’s composition. In our experiments, the AMS was operated in the V-mode (DeCarlo et al., 2006) and used an averaging time of one minute. The data were analyzed in Igor Pro 6.22A (Wavemetrics) using “Squirrel” version 1.56D for unit mass resolution analysis and “Pika” version 1.15D for high resolution analysis. The O:C ratios reported here were calculated using the Canagaratna et al. (2015) method.
2.3.4 Volatility

Volatility measurements were made with the TD and the SMPS. These instruments were used to generate thermograms. To calculate the MFR, we divided the TD mass at each SMPS measurement by an interpolated BP mass using the BP measurements before and after the TD measurements. The MFR represents the fraction of particle mass that did not evaporate in the TD. The thermogram can be combined with a TD model (Riipinen et al., 2010), which describes the multicomponent OA evaporation to calculate the OA volatility distribution. The fitting algorithm has been described and evaluated by Karnezi et al. (2014). The 1D-VBS (Donahue et al., 2006) is used here, which discretizes the volatility distribution into logarithmically spaced bins based on an effective saturation concentration, $C^*$. 

The TD used for this study consisted of two parts: a heating section and a cooling section. The heating section is 2 ft long and is surrounded by heating tape to control the temperature. The cooling section is also 2 ft long and contains activated carbon to avoid any recondensation while the aerosol returns to room temperature. Aerosol passes through the entire TD via 1.5 in. tubing. Therefore, after accounting for all of the flows, there will be laminar flow in the TD, resulting in a centerline residence time of 23 s at 298 K in the heating section, but the residence time will be shorter for the higher temperatures used in this study.

As particles pass through the TD, some of the mass will evaporate, but some particles will also be lost to the walls. To characterize these losses, NaCl particles were generated and passed through the BP and TD alternately for several temperatures. By comparing the size distributions through the BP and TD, the particle losses were quantified as a function of temperature and particle size for the flowrate used in our experiments (Fig. A.1). Particle losses increased with temperature
in the TD, but were fairly low (<25% at 125°C) and roughly constant over the size range of interest in this study (50–250 nm).

2.3.5 Smog chamber setup

All experiments were conducted in the Carnegie Mellon University smog chamber, a 10 m³ Teflon (Welch Fluorocarbons) reactor suspended in a temperature-controlled room (Pathak et al., 2007). Before each experiment, the chamber was flushed overnight with purified air under UV illumination (GE, model 10526 and 10244) to remove any potential contaminants. Purified air was generated by passing compressed air through a high-efficiency particulate air (HEPA) filter to remove any particles, an activated carbon filter to remove any vapors, and silica gel to maintain the relative humidity (RH) at less than 5%.

2.4 System test with ammonium sulfate aerosol

To determine whether the proposed and rather complex setup of several instruments operating together in series and in parallel was operating properly, a 1 g L⁻¹ solution of ammonium sulfate was pumped through an atomizer (TSI, model 3075) at a constant rate of 90 mL h⁻¹ using a constant output syringe pump (Braintree Scientific, model BS-300). Before entering the chamber, the resulting droplets passed through a silica gel dryer to produce dry particles. Ammonium sulfate particles have traditionally been used in TD and CCN tests because they are easy to produce and are relatively non-volatile at temperatures below approximately 100°C (Clarke, 1991; An et al., 2007). Furthermore, they are very hygroscopic with well-known properties. Their CCN activity has been shown to be consistent with Köhler theory (Cruz and Pandis, 1997). At different TD temperatures below 100°C, ammonium sulfate particles should behave the same hygroscopically as the particles passing through the BP.
The thermogram for the ammonium sulfate particles is shown in Fig. 2.2a. No aerosol mass evaporated at 50 and 100°C, but nearly all of the mass evaporated at 150°C. The remaining material at 150°C also included impurities in the ammonium sulfate solution that do not evaporate at that temperature. The measured activation diameter for the BP, two TD temperatures (50 and 100°C), and Köhler theory from this experiment is shown in Fig. 2.2b. The activation diameters at all supersaturations through the BP and the TD agreed with Köhler theory, confirming that our system operates properly for at least this simple model system.

2.5 Application to α-pinene ozonolysis SOA

The experimental approach was then applied to SOA. For these experiments, α-pinene (Sigma-Aldrich, ≥ 99%) was injected into the chamber using a heated septum injector with purified
air as carrier flow. Ozone was generated by an ozone generator (AZCO, model HTU-500ACPS) and injected into the chamber after the α-pinene injection. Table 2.1 displays the different experimental conditions examined in this pilot study. The initial ozone concentration and RH remained almost the same in all experiments, but the initial α-pinene concentration and water supersaturation in the CCNC were varied.

Table 2.1. Description of experimental conditions used in this study.

<table>
<thead>
<tr>
<th>Exp.</th>
<th>α-Pinene (ppb)</th>
<th>Ozone (ppb)</th>
<th>RH (%)</th>
<th>Supersaturation (%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Max. OA (μg m&lt;sup&gt;-3&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>~500</td>
<td>&lt;15</td>
<td>0.20</td>
<td>108</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>~500</td>
<td>&lt;15</td>
<td>0.30</td>
<td>35</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>~500</td>
<td>&lt;15</td>
<td>0.25</td>
<td>39</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>~500</td>
<td>&lt;15</td>
<td>0.27</td>
<td>46</td>
</tr>
</tbody>
</table>

<sup>a</sup>CCNC supersaturation was held constant during experiments in order to allow sufficient time for an average activation diameter to be measured at each TD temperature.

For Experiment 1, 100 ppb of α-pinene were injected into the chamber immediately followed by around 500 ppb of ozone. After one hour of reaction time, the ozonolysis was practically complete and particles were sampled through the TD and BP alternatively for five temperatures (25, 50, 75, 100, and 125°C). The SOA mass concentration, measured with the SMPS assuming a density of 1.4 g cm<sup>-3</sup> (Kostenidou et al., 2007), increased immediately following the ozone injection and reached a maximum of around 108 μg m<sup>-3</sup>. The SOA then began decreasing due to particles being lost to the chamber walls.

To check that the SOA sampled at the beginning of the experiment was similar to the SOA sampled at the end of the experiment, we compared the corresponding AMS mass spectra using the theta angle (θ) proposed by Kostenidou et al. (2009). The θ angle between the mass spectra of the BP at the beginning of the experiment and the BP before passing through the TD at 125°C was
2.4°, indicating that the change of the SOA’s spectra during the experiment was minimal. The same behavior was observed in all other experiments in this study.

The thermogram, TD model prediction, and corresponding estimated volatility distribution, using the Karnezi et al. (2014) algorithm, for Experiment 1 are shown in Fig. 2.3. The TD model reproduced the MFR measurements well. For this experiment with OA around 100 μg m⁻³, over two-thirds of the SOA had an effective saturation concentration ($C^*$) of 1 or 10 μg m⁻³, 20% had a $C^* = 0.1$ μg m⁻³, and 10% had a $C^* = 0.01$ μg m⁻³. The $C^* = 0.01$ μg m⁻³ bin also includes compounds with even lower volatilities. An effective enthalpy of vaporization, $\Delta H_{\text{vap}}$, equal to 65 kJ mol⁻¹ was estimated assuming an accommodation coefficient equal to unity.

**Figure 2.3.** (a) Thermogram, corrected for losses in the TD, for Experiment 1 with the fit from the TD model (Riipinen et al., 2010; Karnezi et al., 2014). The error bars represent one standard deviation of the mean. (b) SOA volatility distribution for Experiment 1 using the 1D-VBS framework (Donahue et al., 2006). The error bars correspond to one standard deviation of the solution calculated by the model.
Our TD results are comparable to those in the literature for \( \alpha \)-pinene ozonolysis SOA. At 100°C, the MFR for the SOA in Experiment 1 was 0.29 ± 0.01. Huffman et al. (2009) and Poulain et al. (2010) reported a MFR of around 0.35 at 100°C, but their SOA levels were several times larger (4–6) and their residence times were about half of the one used in this study. Kuwata et al. (2011) observed a MFR of 0.50 at a TD temperature of 100°C for lower SOA levels (25–37 \( \mu \)g m\(^{-3}\)) and a significantly shorter residence time (0.4 s). This further reiterates the difficulty in comparing volatility studies using different experimental methods, which is why our study uses the 1D-VBS, allowing for comparisons between studies, regardless of TD operating conditions.

In addition to volatility, the SOA’s oxygen content was also measured. Figure 2.4 shows the average O:C ratio through the BP and TD at different temperatures for Experiment 1. The O:C ratio started around 0.49 and decreased at higher temperatures, ending at 0.39 while passing through the TD at 125°C. All of the O:C ratios at a TD temperature of 50°C and above were statistically lower than the O:C ratios through the BP and TD at 25°C (one-tailed \( t \)-test, \( p < 0.0001 \)). The final O:C ratio of 0.39 corresponds to 11\% of the least volatile SOA (Fig. 2.3a). When compared to an O:C ratio of 0.49 through the BP, an O:C ratio of 0.39 through the TD at 125°C indicates that the least volatile material in these experiments contained components that were not very oxidized at least on average.

Our O:C ratios fall into the reported range of O:C ratios in the literature for \( \alpha \)-pinene ozonolysis SOA (Huffman et al., 2009; Massoli et al., 2010; Kuwata et al., 2011; Tritscher et al., 2011). Kuwata et al. (2011) observed that the O:C ratio dropped sometimes due to high TD temperatures, but argued that increases in the mass concentration were the main cause of the O:C ratio decreasing. Poulain et al. (2010) reported that the more oxygenated compounds were less volatile than the less oxygenated ones, which contradicts our results, but their conclusions were
based on changing the RH at which the SOA was formed, which could impact the SOA’s response to heat treatment.

Figure 2.4. The average O:C ratio observed through the BP and several TD temperatures for Experiment 1. The error bars represent one standard deviation of the mean. The O:C ratios at a TD temperature of 50°C and greater were statistically smaller than the values at the BP and the TD at 25°C.

The SOA’s hygroscopic activity was also measured at the same time. The measured activation diameter as a function of temperature for Experiment 1 is shown in Fig. 2.5a. The activation diameter of all the SOA remained fairly constant around 140 nm (0.2% supersaturation) during the experiment and as the temperature in the TD increased to 50°C. However, for even higher TD temperatures, the activation diameter increased, ending at 155 nm (0.2% supersaturation) for the least volatile 11% of the SOA. The activation diameters through the TD at temperatures of 75°C and greater were statistically larger than the activation diameter through either the BP or TD at 25°C (one-tailed t-test, p < 0.0001). This indicates that the least volatile
components of the α-pinene ozonolysis SOA also contained components that were not very hygroscopic. This is contradictory to the hypothesis of Jimenez et al. (2009), who proposed that the least volatile material is usually the most processed and therefore the most hygroscopic. However, the least volatile material in all our experiments had consistently the lowest O:C ratio and highest activation diameter, indicating a more complex relationship between hygroscopicity, oxidation level, and volatility in this system. There is however the possibility that chemical changes that occurred to the particles within the TD rendered them less CCN active.

Figure 2.5. (a) The average activation diameter observed at 0.2% supersaturation in the CCNC for Experiment 1. The error bars represent one standard deviation of the mean. (b) The estimated κ values for Experiment 1. The error bars were obtained by estimating the κ at +/- one standard deviation of the average activation diameter measured. The values at TD temperatures of 75°C and greater were statistically different from the values at the BP and the TD at 25°C.

The estimated κ parameters as a function of TD temperature in Experiment 1 can be seen in Fig. 2.5b. Similar to the pattern observed with the activation diameters, the κ through the TD at
temperatures greater than or equal to 75°C were statistically lower than the κ through either the BP or TD at 25°C (one-tailed t-test, \( p < 0.0001 \)), reiterating the notion that the least volatile SOA contained components that were less hygroscopic than the rest of the SOA. The κ’s obtained in all experiments were similar to observed values for \( \alpha \)-pinene ozonolysis SOA in other CCNC studies (Engelhart et al., 2008; Massoli et al., 2010; Frosch et al., 2011) and the decrease in hygroscopicity after heat treatment has also been reported by Kuwata et al. (2011).

Detailed results for Experiments 2, 3, and 4 can be found in Appendix A. They were all conducted with 50 ppb of \( \alpha \)-pinene and around 500 ppb of ozone, generating around 40 \( \mu \)g m\(^{-3} \) of SOA. In general, the O:C ratios and κ’s were slightly higher than those in Experiment 1. However, as with Experiment 1, these experiments also resulted in statistically lower O:C ratios and κ’s through the TD at higher temperatures. The following section proposes and discusses a novel analysis method to further investigate this behavior.

### 2.6 Relating hygroscopicity and O:C with volatility

The above data can be used to estimate the SOA’s hygroscopicity and oxidation level as a function of volatility. The compounds in a volatility bin, \( i \), have an average O:C ratio, \([\text{O:C}]_i\), and hygroscopicity parameter, κ. The O:C ratio and κ distributions as a function of volatility can be determined utilizing the data obtained at each TD temperature by using the following equations:

\[
[\text{O:C}]_{TD} = \sum_{i=1}^{n} x_{i,TD} [\text{O:C}]_i \tag{2.3}
\]

\[
\kappa_{TD} = \sum_{i=1}^{n} x_{i,TD} \kappa_i \tag{2.4}
\]

where \([\text{O:C}]_{TD}\) and \(\kappa_{TD}\) are the measured O:C ratio and κ at a TD temperature, \(x_{i,TD}\) is the SOA mass fraction in the \(i^{th}\) bin at the same temperature, and \([\text{O:C}]_i\) and \(\kappa_i\) are the unknown O:C ratio and κ for the \(i^{th}\) bin. The mass fraction for each bin as a function of TD temperature is estimated...
by the TD model. An example for Experiment 1 is shown in Fig. 2.6. As expected, as the
temperature in the TD increases, the more volatile components evaporate and the SOA is
comprised of mostly low volatility compounds.

Figure 2.6. The estimated mass fractions for each volatility bin as a function of TD temperature
for Experiment 1. Red represents the $C^* = 0.01 \ \mu g \ m^{-3}$ bin, green the $C^* = 0.1 \ \mu g \ m^{-3}$ bin, blue the
$C^* = 1 \ \mu g \ m^{-3}$ bin, and black the $C^* = 10 \ \mu g \ m^{-3}$ bin.

For a future extension of the approach to ambient aerosols, the equations remain the same.
The OA components could be separated into different groups using PMF with corresponding $\kappa$’s,
O:C ratios, and volatility distributions. This is similar to how Paciga et al. (2016) used PMF on
ambient OA in Paris and generated volatility distributions for each factor.

Equation (2.3) assumes implicitly that the SOA in the various volatility bins has similar
average number of carbon atoms per molecule and also similar average molecular weights. These
are clearly zeroth order approximations and introduce corresponding uncertainties in the estimated
O:C ratio for each bin. Equation (2.4) is based on the work of Petters and Kreidenweis (2007) and
assumes that the average density of the material in the various volatility bins is similar. These
equations can be used to generate a system of equations for both the O:C ratios and κ’s that can be
solved separately.

First we focus on how to determine the O:C ratio distribution as a function of volatility, but the process to determine the κ distribution is exactly the same. Each measurement at a specific
TD temperature results in one equation of the form of Eq. (2.3) with unknown O:C ratios for the
various volatility bins. For example, for Experiment 1, we used the average O:C ratios from Fig.
2.4 and the mass fractions from Fig. 2.6 at each TD temperature to generate 5 equations with 4
unknowns. The combination of the results of all experiments led to 18 equations (5 from
Experiment 1, 4 from Experiment 2, etc.) with 4 unknown O:C ratios ([O:C]₀.₀₁, [O:C]₀.₁, etc.).
The optimum values of the O:C ratios were determined by minimizing the squared residual
between the measured ([O:C]_{TD}) and predicted (∑_{i=1}^{n} x_{i,TD} [O:C]_{i}) O:C ratios. Matlab’s linear least
squares solver, lscov, was used for this task.

The results for the O:C ratio distribution can be seen in Fig. 2.7a. The C^{*} = 0.01 µg m^{-3}
bin had the lowest O:C ratio, while the C^{*} = 1 µg m^{-3} bin had the highest values. The C^{*} = 0.1 and
10 µg m^{-3} bins had nearly identical O:C ratios. These results suggest that, for this system and the
conditions examined, the relationship between the O:C ratio and effective volatility was not
monotonic.

The hygroscopicity parameter κ distribution was determined in exactly the same way and
the results are depicted in Fig. 2.7b. The O:C ratios and corresponding κ’s for each volatility bin
were correlated extremely well (r² > 0.99, Fig. A.14), which has been reported in numerous studies
(Rickards et al., 2013). The SOA in the C^{*} = 1 µg m^{-3} bin had the highest hygroscopicity while the
most and least volatile components had lower κ values.
Figure 2.7. The (a) O:C ratio and (b) $\kappa$ distributions for the volatility bins characterized in this study for $\alpha$-pinene ozonolysis SOA. The error bars represent one standard deviation of the mean obtained from the least squares solver.

In order to determine the robustness of our solution, we compared the predicted O:C ratios and $\kappa$’s at each TD temperature to the measured values for every experiment. For the predicted values, we used the distributions in Fig. 2.7, multiplied them by their corresponding mass fractions, and summed the products up at each TD temperature. The predicted versus measured O:C ratios and $\kappa$’s can be seen in Figs. 2.8 and 2.9 respectively. The O:C ratio distribution appears to be a better predictor than the $\kappa$ distribution because most of the predicted O:C ratios lie on the 1:1 line or very close to it, while the predicted $\kappa$’s were more scattered. However, essentially all of the predicted values were very close to the measured ones and the remaining values were within one standard deviation of the measured values.

Figure 2.7 presents results that could, at least in principle, connect different, or even contradicting, results from previous studies. For example, Jimenez et al. (2009) proposed that
hygroscopicity and the O:C ratio increase as volatility decreases. However, Cerully et al. (2015) reported contradicting results that the more volatile components of ambient OA were more hygroscopic than the remaining material. The results presented here, albeit over a small range and only for α-pinene ozonolysis SOA, provide a context in which both conclusions can be true. As the volatility decreased from a $C^* = 10$ to $1 \mu g m^{-3}$, the O:C ratio and $\kappa$ increased (i.e. supporting the results of Jimenez et al. (2009)), but the O:C ratio and $\kappa$ of the more volatile $C^* = 1 \mu g m^{-3}$ bin were higher than those of the $C^* = 0.01$ and $0.1 \mu g m^{-3}$ bins (i.e. supporting the results of Cerully et al. (2015)). Therefore, the approach described in this study can provide a more comprehensive method to determine the relationship between OA hygroscopicity, oxidation level, and volatility.

**Figure 2.8.** The predicted versus measured O:C ratios for all TD temperatures in all of the experiments. The color indicates the experiment number and the symbol indicates the TD temperature. The error bars for the predicted O:C ratios were obtained by predicting the O:C ratios using the O:C ratio distribution at +/- one standard deviation in Fig. 2.7a.
Figure 2.9. The predicted versus measured $\kappa$’s for all TD temperatures in all of the experiments. The color indicates the experiment number and the symbol indicates the TD temperature. The error bars for the predicted $\kappa$’s were obtained by predicting the $\kappa$’s using the $\kappa$ distribution at +/- one standard deviation in Fig. 2.7b.

2.6.1 Sensitivity analysis

As a test, we optimized the system of equations again, but this time we systematically eliminated one equation so that when we optimized the solution, we were only using 17 equations. After optimizing the system, we replaced the missing equation and removed another one. This test allowed us to determine if there was one measurement that significantly affected the results in Fig. 2.7. In all cases but one, the average values were nearly identical to the distributions from Fig. 2.7, demonstrating that one equation was not overly influencing the results. The only substantial deviation from Fig. 2.7 was observed for the $C^* = 10 \mu g m^{-3}$ bin when the $\kappa$ equation through the TD at 25°C for Experiment 1 was omitted. When the system was optimized without this equation, the $\kappa$ for this bin decreased from 0.10 to 0.05. Since the mass fraction of the $C^* = 10 \mu g m^{-3}$ bin
for Experiment 1 was almost double the next highest mass fraction in any measurement, it holds significantly more information, and therefore, weight, in the optimization process and impacts the solution for this bin. However, even if the $\kappa$ for this bin changed when the corresponding measurement was omitted, the change is consistent with the large uncertainty bars for the $\kappa$ of the $C^* = 10 \mu g m^{-3}$ bin in Fig. 2.7. This exercise suggests that our results appear to be relatively robust.

As seen in Fig. 2.9, the $\kappa$ distribution in Fig. 2.7 under predicts all of the measured $\kappa$’s from Experiment 2. In order to investigate the cause of this discrepancy, we used Eq. (2.4) to determine the $\kappa$ distribution just for Experiment 2. Since this experiment only had 4 TD temperatures (Fig. A.2), 4 equations could be written with 4 unknowns. However, when the system of equations was solved, the solution provided reasonable $\kappa$’s for the three lowest bins, but produced a $\kappa = -0.15$ for the $C^* = 10 \mu g m^{-3}$ bin. We hypothesized that the unreasonable value for the highest bin was due to the small mass fraction of the SOA in this bin at all temperatures (Fig. A.5). At 25°C, only 4% of the SOA had a $C^* = 10 \mu g m^{-3}$ and those compounds completely evaporated as the temperature in the TD increased. Therefore, there was insufficient information to accurately estimate the properties of this bin for this experiment. To determine if this was true, we used Eq. (2.3) to solve for the O:C ratio distribution for Experiment 2. When we solved the system of equations, the solution again provided reasonable O:C ratios for the three lowest bins, but produced an O:C = 2.16 for the $C^* = 10 \mu g m^{-3}$ bin. Since both solutions provided unreasonable values for the highest bin, we concluded that the method is unable to accurately estimate the properties of bins with very low concentrations (i.e. $x_i < 0.1$). However, when experiments with different concentrations were combined, as we did with Experiments 1–4 above, the method is able to determine reasonable estimates for the bins’ properties.
To address the uncertainty introduced by the low concentration of material in the \( C^* = 10 \mu g \ m^{-3} \) bin for Experiment 2, we ignored the \( C^* = 10 \mu g \ m^{-3} \) bin and removed the \( \kappa \) equation at 25°C. This approach implicitly assumes that the material in the \( C^* = 10 \mu g \ m^{-3} \) bin has evaporated at 50°C, which is reasonable because the mass fraction for the bin is less than 2% at 50°C (Fig. A.5). This resulted in three equations with three unknown \( \kappa \)'s. We solved the system of equations algebraically and the results for the \( \kappa \) distribution can be seen in Fig. 2.10. When compared to the \( \kappa \) distribution in Fig. 2.7b, the \( \kappa \)'s for the \( C^* = 0.1 \) and 1 \( \mu g \ m^{-3} \) bins are the same within uncertainty (0.09 to 0.11 and 0.19 to 0.16 respectively), but the \( \kappa \) for the \( C^* = 0.01 \mu g \ m^{-3} \) bin is nearly twice that of the one in Fig 2.7b (0.14 to 0.08). This indicates that the SOA that had a \( C^* = 0.01 \mu g \ m^{-3} \) in Experiment 2 was more hygroscopic than indicated in Fig. 2.7b. To demonstrate this, we predicted the \( \kappa \)'s for Experiment 2 again. In order to do this, we used the \( \kappa \)'s for the three highest

![Figure 2.10. The \( \kappa \) distribution that resulted from solving Eq. (2.4) for TD temperatures greater than 50°C and the three lowest bins for Experiment 2. The error bars represent one standard deviation obtained by solving the equations at +/- one standard deviation of the measured \( \kappa \).]
bins from Fig. 2.7b, but we used the κ for the $C^* = 0.01 \text{ μg m}^{-3}$ bin estimated in Fig. 2.10. The results can be seen in Fig. A.15. With the larger κ for the $C^* = 0.01 \text{ μg m}^{-3}$ bin, the predicted κ’s were nearly identical to the measured ones. This demonstrates the variability that can occur from experiment to experiment, but the analysis method developed here can examine experiments separately to determine the cause of the variability.

2.7 Conclusions

This study evaluates the feasibility of a novel measurement and analysis technique to quantify OA’s hygroscopicity, O:C ratio, and volatility distribution. The experimental approach used a CCNC to study hygroscopicity, an AMS to determine the O:C ratio, and a TD to evaluate volatility. The experimental setup was tested with SOA generated from the ozonolysis of α-pinene. The results of these experiments revealed that the O:C ratio and κ decreased as the SOA passed through the TD at higher temperatures. This indicates that the lowest volatility material in this system contained components that had lower O:C ratios and κ_{CCN}’s. However, detailed characterization of the composition of the remaining compounds after the TD is required to quantify the contribution of chemical reactions to these observed changes.

An analysis technique to synthesize the data from this experimental setup was also developed. The results from this analysis confirmed that the SOA for this system had some low volatility material with a low O:C ratio and κ. It also showed that both low and high volatility compounds can have comparable oxidation levels and hygroscopicities.

This approach can be used to connect studies that were once thought to have contradicting results regarding the relationship between these three properties. Further chamber studies and ambient sampling are necessary in order to describe the relationship between OA hygroscopicity,
oxidation level, and volatility for multiple SOA systems, but also for ambient OA. This study was able to analyze a small portion of the 2D-VBS framework space, but this method can be utilized to help identify the relationship across the entire OA volatility axis. This approach also serves as an experimental branch to the theoretical framework proposed by Nakao (2017).
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Chapter 3

Challenges in determining atmospheric organic aerosol volatility distributions using thermal evaporation techniques

3.1 Abstract

Volatility is one of the most important physical properties of organic aerosol (OA), as it determines the partitioning of its components between the vapor and particulate phases. Despite their atmospheric importance, multicomponent OA volatility estimates remain quite uncertain.

This study combined thermodenuder (TD) and isothermal dilution measurements to characterize secondary OA (SOA) generated from the ozonolysis of α-pinene and cyclohexene. The SOA from both precursors evaporated similarly in the TD, but behaved quite differently when isothermally diluted by similar amounts. The α-pinene ozonolysis SOA evaporated by only 20% after 2 h of dilution by a factor of around 20, while 65% of the cyclohexene ozonolysis SOA evaporated at the same conditions.

The model of Karnezi, Riipinen, and Pandis (2014) was first used to estimate the volatility distributions by fitting only the evaporation in the TD. This approach resulted in similar volatility distributions for the two systems. Then, the model was used to fit both the evaporation in the TD and the dilution chamber. This technique estimated drastically different volatility distributions with the α-pinene ozonolysis SOA consisting of mostly low-volatility compounds and the cyclohexene ozonolysis SOA consisting of mostly semi-volatile compounds. In the next stage of analysis, the model was updated to account for vapor-phase wall-losses occurring in the dilution chamber. This approach resulted in slightly less volatile SOA and provided some information about the losses of vapors to the walls, but the results were fairly uncertain. These results show the necessity of combining thermal measurements with other techniques to accurately estimate OA volatility.
3.2 Introduction

Atmospheric aerosols have important adverse health effects (e.g., Di et al. 2017) and a significant but uncertain impact on the Earth’s energy balance (IPCC 2013). Contributing to the uncertainty is the complexity of the composition of these aerosols; in many areas, the thousands of compounds constituting organic aerosol (OA) can represent anywhere from 20 to 90% of the submicron aerosol mass (Zhang et al. 2007). OA can either be emitted directly as particles, known as primary OA (POA), or produced by the condensation of products from the vapor-phase oxidation of volatile (VOCs), intermediate volatility (IVOCs), and semi-volatile (SVOCs) organic compounds, generating secondary OA (SOA) (Louvaris et al. 2017).

Volatile is one of the most important physical properties of OA because it determines the partitioning of organic compounds between the vapor and particle-phases. Vapor-to-particle partitioning is determined by a compound’s effective saturation concentration, $C^*_i$, and the condensed-phase OA concentration, $C_{OA}$ (Donahue et al. 2006). When $C_{OA}$ is equal to $C^*_i$, 50% of compound $i$ will exist in the particle phase and as $C_{OA}$ increases, the fraction of higher volatility compounds (i.e., those with higher $C^*_i$) present in the particle phase increases. Due to the large range of saturation concentrations of atmospheric organic compounds, the one-dimensional volatility basis set (1D-VBS) has been proposed as a framework to describe the evolution of OA. The 1D-VBS utilizes logarithmically spaced bins based on an effective saturation concentration at 298 K (Donahue et al. 2006). Many previous studies have attempted to constrain OA volatility indirectly by heating (e.g., An et al. 2007) or diluting isothermally (e.g., Grieshop, Donahue, and Robinson 2007). Other studies have derived volatility information from SOA yield data (e.g., Odum et al. 1996). However, thermal evaporation techniques often estimate significantly lower
volatility than predicted by fitting yield data (Cappa and Jimenez 2010; Kolesar et al. 2015; Stanier, Pathak, and Pandis 2007).

A common instrument used in thermal evaporation studies is the thermodenuder (TD), a heated tube where volatile particle components evaporate followed by a cooling section with activated carbon to prevent vapor re-condensation. TDs are used to generate thermograms, particle mass fraction remaining (MFR) as a function of TD temperature. Thermograms are influenced by several parameters, including the OA concentration, residence time in the heating section, enthalpy of vaporization, and mass transfer resistances (Cappa 2010; Kuwata, Chen, and Martin 2011; Riipinen et al. 2010). Consequently, drawing conclusions from thermograms can be challenging.

In dilution-induced evaporation, the organic vapor concentrations are lowered and the evolution of the OA concentration is monitored over time (Grieshop, Donahue, and Robinson 2007; Grieshop et al. 2009; Hildemann, Cass, and Markowski 1989; Kolesar et al. 2015; Lipsky and Robinson 2006; Louvaris et al. 2017; Vaden et al. 2011). Some studies use a dilution sampler (Hildemann, Cass, and Markowski 1989; Lipsky and Robinson 2006) while others dilute the OA sample by moving it from one chamber to another (Louvaris et al. 2017; Vaden et al. 2011).

Grieshop et al. (2009) were the first to suggest the combination of TD and isothermal dilution measurements to better constrain OA volatility. In that study, the authors examined the volatility of POA from wood combustion and diesel engines through TD or isothermal dilution experiments. In the TD experiments, the POA evaporated readily at temperatures below 80°C. In the isothermal dilution experiments, clean air was injected into their chamber to reduce the POA concentration and there was substantial, but slow evaporation. The authors combined the results from these techniques to derive volatility distributions for the POA and concluded that the POA had semi-volatile components, but also some non-volatile material.
Karnezi, Riipinen, and Pandis (2014) established an algorithm for the combination of TD and isothermal dilution measurements, resulting in an optimum OA volatility distribution and its uncertainty. Louvaris et al. (2017) developed an experimental technique that combines TD and isothermal dilution measurements to determine volatility distributions. They observed that this technique resulted in a lower uncertainty of the estimated vaporization enthalpy and SVOC content for OA. Kolesar et al. (2015) rapidly diluted SOA from the ozonolysis of α-pinene and then passed the resulting particles through a TD, concluding that the volatility of these compounds was mostly independent of SOA concentration.

An important, yet still uncertain, process in chamber experiments is vapor-phase wall-losses. Recent studies have shown that organic vapors partition reversibly onto chamber walls, but the characteristic time scale measured for this process varies by up to three orders of magnitude (Krechmer et al. 2016; La et al. 2016; Loza et al. 2010; Matsunaga and Ziemann 2010; McVay, Cappa, and Seinfeld 2014; Nah et al. 2016; Shiraiwa et al. 2013; Ye et al. 2016; Yeh and Ziemann 2014, 2015; X. Zhang et al. 2014, 2015).

In this paper, we probe different experimental and data analysis techniques to estimate SOA volatility distributions, highlighting the challenges that arise when interpreting these data.

3.3 Methodology

3.3.1 Experimental setup

All experiments were conducted in the Carnegie Mellon University Air Quality Laboratory. The experimental setup is similar to that of Louvaris et al. (2017) and can be seen in Fig. 3.1. The smog chambers used in this study were Teflon (Welch Fluorocarbons) reactors. The main chamber was 10 m³ and suspended in a temperature-controlled room (Pathak et al. 2007). The dilution chamber was 7 m³ and suspended in the lab, protected from ambient UV light.
Dilution took place at approximately 25°C. Before each experiment, the main chamber was flushed overnight with purified air under UV illumination (GE, model 10526 and 10244) to remove any potential contaminants. The dilution chamber was also flushed with purified air for several days before an experiment. Purified air was generated by passing compressed air through a high-efficiency particulate air (HEPA) filter to remove any particles, an activated carbon filter to remove any vapors, and silica gel to maintain the relative humidity (RH) at less than 10%.

**Figure 3.1.** Experimental setup used in this study. Particles from the main chamber were characterized with a TD followed by an AMS and an SMPS. Aerosol was transferred from the main chamber to the dilution chamber via a metal bellows pump and then particles from the dilution chamber were sampled by the same AMS and SMPS. VOC concentrations were monitored in both chambers with a PTR-MS.

Particles were produced in the main chamber and characterized by passing through either a TD or by-pass line (BP) and then sampled by an Aerodyne high-resolution time-of-flight aerosol mass spectrometer (HR-ToF-AMS, hereafter AMS) and a scanning mobility particle sizer (SMPS, TSI, DMA model 3081, CPC model 3010/72/75). After initial characterization in the main chamber, aerosol from the main chamber was isothermally diluted by approximately a factor of 20 in the dilution chamber via a metal bellows pump (Baldor, model MB-302). The aerosol was
transferred only once at a flow rate of 70 L min\(^{-1}\) for less than 5 min. Particle losses in the transfer system were quantified by comparing size the distributions of ammonium sulfate aerosol transferred from the main to the dilution chamber (Fig. B.1). Volatile organic vapor losses for this pump have been characterized by Kaltsonoudis et al. (2019) and were found to vary from a few percent to not detectable.

Particle evolution over time in the dilution chamber was monitored by the same AMS and SMPS. After initial characterization in the dilution chamber, measurements from both chambers were alternated by three-way valves. VOC concentrations and the dilution ratio were measured with a proton transfer reaction mass spectrometer (PTR-MS, Ionicon Analytic). Isotopically-labelled butanol (n-butanol-d9, Cambridge Isotope Laboratories, 98%) was used as a dilution tracer and injected into the main chamber before particles were produced. In most experiments, the ozone concentration was measured in both chambers by an ozone monitor (Dasibi Environmental Corporation, model 1008-PC).

For the SOA experiments, once the dilution tracer was well-mixed in the chamber, either \(\alpha\)-pinene (Sigma-Aldrich, \(\geq 99\%\)) or cyclohexene (Sigma-Aldrich, \(99+\%\)) was injected through a septum injector. Ozone was generated by an ozone generator (AZCO, model HTU-500ACPS) and injected into the main chamber after the VOC concentration stabilized. No OH scavenger was used in these experiments. The experimental conditions examined in this study are shown in Table 3.1. Mass concentrations were calculated assuming a density of 1.4 g cm\(^{-3}\) (Kostenidou, Pathak, and Pandis 2007). Experiments AP4, CH3, and CH4 were conducted without activated carbon in the cooling section of the TD for reasons discussed in Section 3.4.2.1.

In this study, the AMS used a flow rate of 0.1 L min\(^{-1}\) and an averaging time of 1 min in V-mode (DeCarlo et al. 2006). The SMPS used a sample flow rate of 1 L min\(^{-1}\) and a sheath flow
rate of 5 L min\(^{-1}\) with an upscan of 120 s and a downscan of 30 s. The PTR-MS sampled with a flow rate of 0.5 L min\(^{-1}\). The TD from Cain and Pandis (2017) was used in these experiments and operated at temperatures from 25 to 150\(^{\circ}\)C. Accounting for the flows downstream from the TD, the centerline residence time through the heating section at 25\(^{\circ}\)C was 19 s.

Table 3.1. Description of the experimental conditions used in this study.

<table>
<thead>
<tr>
<th>Exp.</th>
<th>VOC</th>
<th>VOC Concentration (ppb)</th>
<th>Ozone Concentration (ppb)</th>
<th>Main Chamber SOA Mass(^{a}) (µg m(^{-3}))</th>
<th>Dilution Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP1</td>
<td>α-Pinene</td>
<td>75</td>
<td>330</td>
<td>131</td>
<td>16.8 ± 1.0</td>
</tr>
<tr>
<td>AP2</td>
<td>α-Pinene</td>
<td>75</td>
<td>N/A(^{b})</td>
<td>145</td>
<td>18.3 ± 1.3</td>
</tr>
<tr>
<td>AP3</td>
<td>α-Pinene</td>
<td>150</td>
<td>N/A(^{b})</td>
<td>375</td>
<td>19.0 ± 0.3</td>
</tr>
<tr>
<td>AP4(^{c})</td>
<td>α-Pinene</td>
<td>50</td>
<td>270</td>
<td>82</td>
<td>25.5 ± 1.0</td>
</tr>
<tr>
<td>CH1</td>
<td>Cyclohexene</td>
<td>400</td>
<td>750</td>
<td>236</td>
<td>15.5 ± 0.4</td>
</tr>
<tr>
<td>CH2</td>
<td>Cyclohexene</td>
<td>400</td>
<td>660</td>
<td>204</td>
<td>16.8 ± 0.6</td>
</tr>
<tr>
<td>CH3(^{c})</td>
<td>Cyclohexene</td>
<td>400</td>
<td>700</td>
<td>252</td>
<td>16.4 ± 0.6</td>
</tr>
<tr>
<td>CH4(^{c})</td>
<td>Cyclohexene</td>
<td>225</td>
<td>580</td>
<td>94</td>
<td>14.9 ± 0.5</td>
</tr>
</tbody>
</table>

\(^{a}\)Mass calculated assuming a density of 1.4 g cm\(^{-3}\).

\(^{b}\)Ozone monitor data not available.

\(^{c}\)Experiments conducted without activated carbon in the cooling section of the TD.

Following the suggestion of Wang et al. (2018), in order to account for particle wall-loss occurring in the dilution chamber, we injected a 5 g L\(^{-1}\) solution of ammonium sulfate (Sigma-Aldrich, ≥ 99\%) into the dilution chamber at the end of our experiments (i.e., when the particle mass concentration was less than 2 µg m\(^{-3}\)) using an atomizer (TSI, model 3075). Before entering the chamber, the resulting droplets passed through a silica gel dryer to produce dry particles. After the mass concentration reached around 50 µg m\(^{-3}\), we left the particles undisturbed for at least 4 h in order to determine the size-dependent particle wall-loss rate constant.
3.3.2 Data analysis

3.3.2.1 Dilution ratio

The dilution ratio was calculated by dividing the concentration of the isotopically-labelled butanol in the PTR-MS (m/z 66) in the main chamber by the concentration in the dilution chamber. We calculated the dilution ratio each time there was a switch from the main chamber to the dilution chamber and averaged them over the entire experiment.

3.3.2.2 Loss corrections

Size and temperature-dependent particle losses were corrected for in the TD in the same manner as in Cain and Pandis (2017). After correction for losses in the TD, we used the SMPS data from the main chamber to generate thermograms by dividing the TD mass concentration by an interpolated BP mass concentration using the BP measurements before and after the TD measurements.

Size-dependent particle wall-losses were also accounted for in the dilution chamber. We used the coagulation-corrected particle wall-loss rate constants derived from the model of Nah et al. (2017), using the data from the ammonium sulfate particle decay (Wang et al. 2018). Briefly, the model assumes that only two processes take place: particle wall-loss and coagulation. Using a given particle number size distribution at a specific time, the model predicts how the distribution would evolve at the next time step, assuming coagulation is the only process. Then, the model compares the measured size distribution at the next time step to the predicted one, attributes the differences to particle wall-loss, and calculates an instantaneous wall-loss rate constant for each size bin, \( i \). The coagulation-corrected particle wall-loss rate constant, \( k_{c,i} \), was determined by averaging the instantaneous wall-loss rate constants. The uncertainty of the coagulation-corrected particle wall-loss rate constant, \( \delta k_{c,i} \), was calculated by \( \sigma_{k_{c,i}} / \sqrt{N} \), where \( \sigma_{k_{c,i}} \) is the standard
deviation of $k_c$ for a certain size bin, $i$, and $N$ is the total number of time steps used. In order to minimize the uncertainty that results from calculating instantaneous wall-loss rate constants over small time steps, we averaged our SMPS scans over 10 min intervals (4 SMPS scans). Once the size-dependent particle wall-loss rate constant was determined, the SMPS number, volume, and mass concentrations at each size bin were corrected according to the method of Wang et al. (2018).

An example of the particle wall-loss rate constant as a function of size in the dilution chamber can be seen in Fig. B.2. All experiments had similar particle wall-loss rate constants. The particle wall-loss rates were kept low by using an ionizing fan on the dilution chamber (details on the fan and procedure can be found in Jorga et al. (2020)). The low particle loss rates make the experimental results less sensitive to the particle wall-loss corrections. However, these corrections are still important for the accurate determination of evaporation occurring due to the isothermal dilution.

To account for the uncertainty that results from correcting for particle wall-losses over several hours, we propagated the uncertainty of the wall-loss rate constants ($\delta_{k_{c,i}}$) into the corrected concentrations. The full derivation is available in Appendix B. The uncertainty in the number concentration at size bin $i$ and time $t$, $\delta_{N_i}(t)$, can be calculated by:

$$\delta_{N_i}(t) = N_i(t) \cdot t \cdot \delta_{k_{c,i}}$$ (3.1)

where $N_i(t)$ is the corrected number concentration of size bin $i$ at time $t$. The uncertainty in the total number concentration at time $t$, $\delta_N(t)$, is:

$$\delta_N(t) = \sqrt{\sum_i \delta_{N_i}(t)^2}$$ (3.2)

Similar equations can be derived for volume and mass concentrations. Those equations can be found in Appendix B.
After correction for wall-losses in the dilution chamber, we used the SMPS data to generate areograms, particle MFR as a function of time in the dilution chamber, by dividing the mass concentration at time $t$ by the initial mass concentration in the dilution chamber at time $t_0$. To account for the uncertainty resulting from the wall-loss corrections in the areograms, we calculated the uncertainty of the MFR at time $t$, $\delta_{MFR}(t)$, by:

$$
\delta_{MFR}(t) = MFR(t) \sqrt{\left(\frac{\delta M(t)}{M(t)}\right)^2 + \left(\frac{\delta M_0}{M_0}\right)^2}
$$

(3.3)

where $MFR(t)$ is the MFR at time $t$, $\delta M(t)$ is the uncertainty of the mass concentration at time $t$, $M(t)$ is the mass concentration at time $t$, $\delta M_0$ is the uncertainty of the initial mass concentration, and $M_0$ is the initial mass concentration.

### 3.3.2.3 Estimation of the volatility distributions

We used the dynamic mass transfer model of Riipinen et al. (2010) and the error minimization approach developed by Karnezi, Riipinen, and Pandis (2014) to estimate the SOA volatility distributions. Briefly, the mass flux of compound $i$ from the vapor-phase to the particle-phase, $I_i$, is calculated by (Seinfeld and Pandis 2016):

$$
I_i = \frac{2\pi d_p M_i \beta_{mi} D_i}{RT} (p_i - p_i^0)
$$

(3.4)

where $d_p$ is the particle diameter, $M_i$ is the molecular weight of compound $i$, $D_i$ is the diffusion coefficient of compound $i$ in the vapor-phase at temperature $T$, $R$ is the universal gas constant, $p_i$ and $p_i^0$ are the partial vapor pressures of $i$ far away from the particle and at the particle surface, respectively, and $\beta_{mi}$ is a correction factor for kinetic and transition regime effects (Fuchs and Sutugin 1970):

$$
\beta_{mi} = \frac{1 + Kn_i}{1 + \left(\frac{4}{3a_{mi}} + 0.377\right)Kn_i + \frac{4}{3a_{mi}}Kn_i^2}
$$

(3.5)
where $Kn_i$ is the Knudsen number of compound $i$ and $a_{mi}$ is the mass accommodation coefficient of compound $i$ on the particles. In this work, we assume a molecular weight of 200 g mol$^{-1}$, and a diffusion coefficient of $10^{-5}$ m$^2$ s$^{-1}$ at 298 K.

The partial vapor pressure of compound $i$ at the particle surface, $p_i^0$, is given by:

$$p_i^0 = x_{mi} \frac{C_i^* R T}{M_i} \exp \left( \frac{4M_i \sigma}{RT_p \rho_d} \right)$$

(3.6)

where $x_{mi}$ is the mass fraction of compound $i$ in the particle-phase, $C_i^*$ represents the effective saturation concentration of compound $i$ in the 1D-VBS (Donahue et al. 2006), $\sigma$ is the surface tension (assumed to be 0.05 N m$^{-1}$), $T_p$ is the particle temperature, and $\rho$ is the particle density (assumed to be 1.4 g cm$^{-3}$).

The effective saturation concentration of compound $i$ at any TD temperature, $C_i^*(T_{TD})$, is estimated using the integrated form of the Clausius-Clapeyron equation:

$$C_i^*(T_{TD}) = C_i^*(298 \text{ K}) \exp \left[ \frac{\Delta H_{vap,i}}{R} \left( \frac{1}{298} - \frac{1}{T_{TD}} \right) \right] \left( \frac{298}{T_{TD}} \right)$$

(3.7)

where $\Delta H_{vap,i}$ is the enthalpy of vaporization of compound $i$.

The time-dependent evaporation of the SOA is simulated by solving the differential equations for total particle mass, $m_p$, and vapor-phase concentration of compound $i$, $C_i$, with the following equations:

$$\frac{dm_p}{dt} = - \sum_{i=1}^{n} I_i$$

(3.8)

$$\frac{dC_i}{dt} = I_i \cdot N_{tot}$$

(3.9)

where $N_{tot}$ is the total number concentration of SOA particles.

In this work, the model uses as inputs the SOA mass concentration in the main chamber, the average particle size, and the dilution ratio. It also uses the geometry of the TD (lengths of the
heating and cooling sections and residence times in the heating and cooling sections) as inputs. While the model can simulate both the complete aerosol size distribution and the radial dependence of its concentration in the TD, in this study we are assuming a monodisperse aerosol population and also use the centerline residence time of the aerosol in the TD. These simplifications dramatically reduce the significant computational time of the model, introducing only minor errors (Riipinen et al. 2010).

The model can either assume that the SOA passes through the cooling section of the TD without any major changes in its concentration (e.g., experiments where the activated carbon was removed in the cooling section) or that the cooling section changes the SOA concentration by absorbing organic vapors and reducing the corresponding vapor-phase concentrations to zero (e.g., experiments that had activated carbon in the cooling section). Radial dependence is still neglected based on the findings of Saleh, Shihadeh, and Khlystov (2011) who showed that this simplification introduced only minor errors.

The volatility distribution, enthalpy of vaporization, and mass accommodation coefficient of the OA are used as fitting parameters. The optimization algorithm uses a brute force approach, trying all combinations of these fitting parameters (with user-selected intervals) to calculate an MFR (either in the TD or dilution chamber) from the ratio of the particle mass at $t = t_{res}$ (where $t_{res}$ is the residence time in either the TD or dilution chamber) to the initial mass of the particles (either in the main or dilution chamber). The model then calculates a percent error, $E_i$:

$$E_i = \frac{100}{n} \sqrt{\sum_{i}^{n} (MFR_{i,\text{sim}} - MFR_i)^2}$$

(3.10)

where $n$ is the number of different temperatures in the TD or time steps in the dilution chamber, $MFR_{i,\text{sim}}$ is the MFR for a certain combination of parameters for data point $i$ (either a TD temperature or residence time in the dilution chamber), and $MFR_i$ is the measured MFR. The model
uses the combinations with the lowest 1% of $E_i$ to calculate a best estimate, $\bar{x}$ (where $x$ can be the mass fraction of a volatility bin, enthalpy of vaporization, or logarithm of the mass accommodation coefficient) from the following equation:

$$\bar{x} = \frac{\sum_{i=1}^{N} \left( x_i \left( \frac{1}{E_i} \right) \right)}{\sum_{i=1}^{N} \frac{1}{E_i}}$$  \hspace{1cm} (3.11)

where $x_i$ is the best estimate of property $i$ (the mass fraction of a volatility bin, the enthalpy of vaporization, or logarithm of the mass accommodation coefficient) and $N$ is the number of combinations below the 1% threshold.

The model also calculates an uncertainty range for all three properties with the following equation:

$$\sigma = \sqrt{\frac{\sum_{i=1}^{N} (x_i - \bar{x})^2 \left( \frac{1}{E_i} \right)}{\sum_{i=1}^{N} \frac{1}{E_i}}}$$  \hspace{1cm} (3.12)

3.4 Experimental results

3.4.1 System test with ammonium sulfate aerosol

To determine whether our system was working properly, we tested the experimental setup and analysis technique with ammonium sulfate particles because they should not evaporate in the TD at temperatures below approximately 125°C or the dilution chamber. We injected a 5 g L$^{-1}$ solution of ammonium sulfate (Sigma-Aldrich, ≥ 99%) into the main chamber using an atomizer (TSI, model 3075) and then followed the procedure outlined above to test the system.

After injection into the main chamber, the particles had a mean volume diameter of 263 nm and a mass concentration of 251 µg m$^{-3}$. The average dilution ratio for the experiment was 16.3 ± 0.5. After correcting for particle wall-losses, the initial mean volume diameter in the dilution...
chamber was 243 nm. Furthermore, dividing the mass concentration in the main chamber by that of the wall-loss corrected mass concentration in the dilution chamber yielded a mass ratio of 27.5, which is nearly double that of the measured dilution ratio. However, after correcting for losses in the pump transfer (Fig. B.1), the initial mean volume diameter in the dilution chamber was 262 nm and the mass concentration was 16.4 µg m⁻³, corresponding to a mass ratio of 15.3 between the two chambers.

The thermogram and areogram for this test can be seen in Fig. 3.2. No particle mass evaporated at TD temperatures below 125°C or after 5.5 h of dilution. As expected, nearly all of the mass evaporated in the TD at temperatures greater than 125°C. Since there was no evaporation in the TD or dilution chamber, we concluded that our system operates properly.

**Figure 3.2.** The (a) thermogram and (b) areogram for the ammonium sulfate particles. The error bars in the thermogram represent one standard deviation of the mean MFR, while the error bars in the areogram represent the uncertainty resulting from correcting for particle wall-losses.
3.4.2 SOA experiments

The experimental setup was then used to characterize SOA produced from the ozonolysis of α-pinene and cyclohexene. All of the experiments were conducted at fairly high SOA levels, ranging from 80–375 µg m\(^{-3}\). These relatively high SOA concentrations allowed us to characterize higher volatility compounds that can initially be in the vapor-phase in the atmosphere, but easily partition into the particle-phase upon aging. Furthermore, the higher concentrations make it possible to dilute by a large factor and still be able to measure SOA evaporation in the dilution chamber.

3.4.2.1 TD results

The thermograms from all of the SOA experiments can be seen in Fig. 3.3. The SOA in these experiments, regardless of VOC precursor, evaporated similarly in the TD. There was some variability in the MFRs for TD temperatures between 50 and 100°C, but all of the thermograms merged together at higher TD temperatures. The temperature at which 50% of the SOA evaporated was around 90°C for the α-pinene experiments and 80°C for the cyclohexene experiments. Experiment AP4 was conducted at the lowest SOA concentration, which could explain why its MFR is higher than that in the other experiments. The increase in MFR could also have been caused by recondensation in the cooling section since Experiment AP4 did not have activated carbon, but this behavior was not observed in Experiments CH3 and CH4, where activated carbon was also removed from the cooling section. The thermograms in our study are consistent with the results of Kolesar et al. (2015) where the authors showed that thermograms from the ozonolysis of α-pinene were similar if the mass concentration was less than 300 µg m\(^{-3}\).

The MFR at 25°C for Experiments CH1 and CH2 was around 0.93, indicating that SOA evaporation occurred in the TD at room temperature. These were cyclohexene experiments in
which activated carbon was used in the cooling section of the TD. Higher particle losses in the TD are also a potential explanation, but this is inconsistent with the results of all other experiments at room temperature, which were about 1 after correction. Saleh, Shihadeh, and Khlystov (2011) argued that activated carbon in the cooling section of TDs can remove vapor-phase compounds and cause more volatile particle components to evaporate. Therefore, we hypothesized that the cyclohexene ozonolysis SOA had some relatively volatile particle components that evaporated in response to the activated carbon section absorbing the vapor-phase compounds and thus, lowered the MFR at room temperature.

![Figure 3.3. The thermograms for all of the SOA experiments. The error bars represent one standard deviation of the mean MFR.](image)

To test this hypothesis, we ran three additional experiments without activated carbon in the cooling section of the TD, one with $\alpha$-pinene ozonolysis SOA (Experiment AP4) and two with cyclohexene ozonolysis SOA (Experiments CH3 and CH4). The experimental procedure remained
exactly the same, except that we replaced the 2 ft of 1.5 in tubing that housed the activated carbon and replaced it with 5 ft of 0.25 in tubing and no activated carbon. The additional length of the cooling section was added to increase the residence time and allow the particles to return to room temperature before being sampled by the instruments. The smaller tubing was used to minimize re-condensation (Saleh, Shihadeh, and Khlystov 2011). As seen in Fig. 3.3, the MFRs for Experiments AP4, CH3, and CH4 at 25°C were about 1, indicating that the activated carbon was stripping volatile components from the cyclohexene ozonolysis SOA at least at room temperature in Experiments CH1 and CH2.

3.4.2.2 Dilution results

In order to verify that there was no evaporation occurring in the dilution chamber before the instruments sampled, we compared the dilution ratio and mean volume diameter after correcting for pump losses in the transfer from the main chamber to the dilution chamber. The results from this analysis can be seen in Table 3.2. For the α-pinene ozonolysis SOA, the corrected values were very close to the measured dilution ratio and mean volume diameter. This suggested

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Dilution Ratio</th>
<th>Main/Dilution Mass Ratio$^a$</th>
<th>Mean Volume Diameter (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Main Chamber</td>
<td>Dilution Chamber$^a$</td>
</tr>
<tr>
<td>AP1</td>
<td>16.8</td>
<td>17.1</td>
<td>130</td>
</tr>
<tr>
<td>AP2</td>
<td>18.3</td>
<td>18.1</td>
<td>152</td>
</tr>
<tr>
<td>AP3</td>
<td>19.0</td>
<td>18.8</td>
<td>198</td>
</tr>
<tr>
<td>AP4</td>
<td>25.5</td>
<td>23.6</td>
<td>106</td>
</tr>
<tr>
<td>CH1</td>
<td>15.5</td>
<td>23.1</td>
<td>184</td>
</tr>
<tr>
<td>CH2</td>
<td>16.8</td>
<td>22.4</td>
<td>177</td>
</tr>
<tr>
<td>CH3</td>
<td>16.4</td>
<td>24.5</td>
<td>189</td>
</tr>
<tr>
<td>CH4</td>
<td>14.9</td>
<td>17.2</td>
<td>130</td>
</tr>
</tbody>
</table>

$^a$After correction for pump losses.
that there was no evaporation of the α-pinene ozonolysis SOA during the few minutes required for
the mixing of the dilution chamber and the first measurement. However, nearly all of the pump-
loss corrected values for the cyclohexene ozonolysis SOA experiments differed significantly from
the measured values. These differences were indicative of evaporation occurring before the
instruments could sample. For example, in Experiment CH1 the pump corrected mass ratio
between the main and dilution chambers was 23.6, but the dilution ratio was measured as 15.5,
which implies that the initial SOA mass concentration in the dilution chamber was lower than
expected. Furthermore, the initial mean volume diameter in the dilution chamber after correction
for pump losses for Experiment CH1 was over 20 nm smaller than that in the main chamber,
suggesting again that evaporation was occurring quickly.

To account for the rapid evaporation in the cyclohexene experiments, we determined the
concentration that was present in the dilution chamber before evaporation started. To estimate this,
we removed the particles lost in the pump from the average size distribution in the main chamber
(Fig. B.1). Then, we divided this size distribution by the dilution ratio. We used the resulting
concentration as the initial concentration in the dilution chamber for calculation of the areograms.
We placed it one SMPS scan back in time (2.5 min) from the original initial concentration
measured by the SMPS for the areograms. For example, in Experiment CH1, the original initial
concentration in the dilution chamber measured by the SMPS was 6.9 µg m⁻³. After performing
the analysis described above, the initial concentration that we used was 10 µg m⁻³ and the second
MFR in the areogram (2.5 min later) was 0.69.

The corrected (both for particle wall-losses and initial evaporation) areograms from all of
the SOA experiments can be seen in Fig. 3.4. Since the initial concentration in the dilution chamber
for the cyclohexene experiments depended on the correction of losses in the pump, we included
the corresponding uncertainty (Fig. B.1) in all cyclohexene areograms. Unlike the thermograms that were quite similar, the areograms from the two SOA systems were quite different. After 2 h of dilution, the α-pinene ozonolysis SOA evaporated by only 15–20%, while 45–65% of the cyclohexene ozonolysis SOA evaporated even though they were diluted by similar amounts and had similar mass concentrations. Interestingly, even after 2 h in the dilution chamber, the particle wall-loss corrected SOA concentrations continued to decrease for all experiments.

![Figure 3.4](image.png)

**Figure 3.4.** The areograms for all of the SOA experiments. The error bars represent the uncertainty resulting from correcting for particle wall-losses (and pump losses for the cyclohexene experiments).

All of the areograms after 2 h decreased at a rate of around 0.02% h\(^{-1}\) (or roughly 0.1 µg m\(^{-3}\) h\(^{-1}\)). It is expected that, after sometime, both SOA systems would stop evaporating and reach equilibrium, and, therefore, the areograms would level off. However, that was not the case for these experiments. There are a number of potential explanations for this behavior. First, there could be errors in our particle wall-loss correction, but we corrected the ammonium sulfate portion at the
end of our experiments, which we used to calculate the size-dependent particle wall-loss constant, and the corrected ammonium sulfate mass concentration in the dilution chamber reached a constant concentration (Fig. B.3), indicating that the particle wall-loss correction was accurate. Second, the time for these SOA systems to reach equilibrium could be longer than we measured, but we measured for over 9 h in selected experiments and the particles were still evaporating. Third, vapors could be continuously lost to the chamber walls, causing their particle-phase counterparts to evaporate. Therefore, we are hypothesizing that vapor-phase wall-losses were causing the SOA to continue to evaporate.

3.5 Modelling results

3.5.1 Estimating SOA volatility distributions using thermograms

The SOA thermograms were combined with the dynamic mass transfer model of Riipinen et al. (2010) and the error minimization approach developed by Karnezi, Riipinen, and Pandis (2014) to estimate the SOA volatility distributions. The estimated volatility distributions from Experiments AP1 and CH1 using only the TD data can be seen in Fig. 3.5. It should be noted that the lowest bin in the volatility distribution also includes compounds with even lower volatilities. According to these results, the α-pinene ozonolysis SOA in Experiment AP1 consisted of 51% low volatility compounds (LVOCs) and 49% SVOCs, while the cyclohexene ozonolysis SOA in Experiment CH1 consisted of 41% LVOCs and 59% SVOCs. These results imply that the SOA from these two experiments were comprised of compounds with similar volatility. The model also estimated enthalpies of vaporization, $\Delta H_{\text{vap}}$, around 90 kJ mol$^{-1}$ and accommodation coefficients of the order of 0.1 for both experiments. The model results for all experiments can be seen in Fig.
Figure 3.5. Estimated volatility distributions for Experiments AP1 (red bars) and CH1 (blue bars) using only the thermograms as inputs to the model. The error bars represent the uncertainty calculated by the model (Eq. 3.12). The LVOCs in the 1D-VBS framework are in the red shaded area, while the SVOCs are in the green shaded area.

Figure 3.6. Estimated SOA composition for all SOA experiments along with their uncertainties (± 1 standard deviation) using only the TD data. The LVOCs are shown in red while the SVOCs are shown in green. Since there are only two classes of compounds, the uncertainty is the same for the SVOCs as it is for the LVOCs.
3.6, while estimates for the $\Delta H_{\text{vap}}$ and accommodation coefficient, can be seen in Table B.1. In general, the cyclohexene ozonolysis SOA was predicted to be comprised of slightly more SVOCs, but the large uncertainty makes it difficult to make any definite conclusions. However, these results do suggest that the SOA from the ozonolysis of $\alpha$-pinene and cyclohexene were quite similar in volatility. The model fits to the thermograms for Experiments AP1 and CH1 can be seen in Fig. B.4. In general, the model was able to reproduce the thermograms from all experiments with deviations of a few percent or less.

### 3.5.2 Estimating SOA volatility distributions using thermograms and areograms

We again used the dynamic mass transfer model of Riipinen et al. (2010) and the error minimization approach developed by Karnezi, Riipinen, and Pandis (2014) to estimate the SOA volatility distributions, but this time, we used the model to fit an experiment’s thermogram and areogram simultaneously. However, we discovered that, in this case, we obtained better fits to the thermograms and areograms when we expanded the range of volatility bins to $10^{-5}$ to $10^3$ µg m$^{-3}$. The reduction in error was consistent for all $\alpha$-pinene experiments, but the behavior was more complex in the cyclohexene experiments, which are examined further in Section 3.5.3. Further expansion of the range of volatility bins did not result in any further decrease of the model error.

The volatility distributions for Experiments AP1 and CH1 using the new volatility range can be seen in Fig. 3.7. The addition of the areograms to the fitting process resulted in dramatic changes to the volatility distributions. According to these results, the $\alpha$-pinene ozonolysis SOA in Experiment AP1 consisted of 13% extremely low volatility compounds (ELVOCs), 56% LVOCs, and 31% SVOCs and the cyclohexene ozonolysis SOA in Experiment CH1 was comprised of 16% LVOCs, 72% SVOCs, and 14% IVOCs. These results suggest that the $\alpha$-pinene ozonolysis SOA
and cyclohexene ozonolysis SOA were no longer similar in volatility, with the $\alpha$-pinene ozonolysis SOA being significantly less volatile than the cyclohexene ozonolysis SOA.

Figure 3.7. Estimated volatility distributions for Experiments AP1 (red bars) and CH1 (blue bars) using both the thermogram and areogram data. The error bars represent the uncertainty calculated by the model (Eq. 3.12). The ELVOCs in the 1D-VBS framework are in the grey shaded area, the LVOCs are in the red shaded area, the SVOCs are in the green shaded area, and the IVOCs are in the blue shaded area.

The model results from all experiments can be seen in Fig. 3.8, while estimates for the $\Delta H_{\text{vap}}$ and accommodation coefficient, can be seen in Table B.2. In general, after adding the areograms to the fitting process, the $\alpha$-pinene ozonolysis SOA consisted of mostly LVOCs and lower volatility compounds with a $\Delta H_{\text{vap}}$ around 140 kJ mol$^{-1}$ and accommodation coefficient around 0.07 while the cyclohexene ozonolysis SOA consisted of mostly SVOCs with a $\Delta H_{\text{vap}}$ around 80 kJ mol$^{-1}$ and accommodation coefficient around 0.03. Experiments AP4 and CH4 were conducted at lower SOA concentrations where it is expected that the particle-phase would consist
of a higher fraction of lower volatility compounds than in the other six experiments. The model accurately predicted that the particles at 25°C for Experiments AP4 and CH4 would consist of more LVOCs and less SVOCs and IVOCs than the other experiments, indicating that more of the SVOCs and IVOCs remained in the vapor-phase.

![SAOA Composition](image)

**Figure 3.8.** Estimated SOA composition for all SOA experiments with their uncertainties (± 1 standard deviation) using both the TD and dilution data. The ELVOCs are shown in grey, LVOCs in red, SVOCs in green, and IVOCs in blue. The uncertainties for the ELVOCs, LVOCs, SVOCs, and IVOCs are shown in blue, black, red, and green, respectively.

Interestingly, the addition of the dilution data to the analysis led to predictions of less volatile SOA from the ozonolysis of α-pinene, but more volatile SOA from the ozonolysis of cyclohexene. Louvaris et al. (2017) reported that the estimated volatility of cooking OA decreased when TD and dilution measurements were combined when compared to estimates from just TD measurements alone. The α-pinene ozonolysis SOA results reported here are consistent with those
results, but the cyclohexene ozonolysis SOA results reveal that the addition of the dilution measurements can also increase the estimated volatility. This is especially important in these two systems because without the dilution measurements, the volatility of the SOA from both precursors would appear to be quite similar.

3.5.3 Estimating SOA volatility distributions using thermograms and areograms accounting for vapor-phase wall-losses

In order to investigate the role of vapor-phase wall-losses in our experiments, we updated the model to account for vapor-phase wall-losses in the dilution chamber. Equation 3.9 for the dilution chamber was updated to account for vapor-phase wall-losses by adding a first order loss term:

$$\frac{dC_i}{dt} = I_i \cdot N_{tot} - k_{v,w} \cdot C_i$$

(3.13)

where $k_{v,w}$ is the vapor-phase wall-loss constant. This approach assumes that all vapor-phase compounds are lost to the chamber walls irreversibly with the same rate constant. This differs from previous studies that model vapor-phase wall-losses as an equilibrium partitioning between the chamber walls and vapors (Krechmer et al. 2016; La et al. 2016; Matsunaga and Ziemann 2010; McVay, Cappa, and Seinfeld 2014; Nah et al. 2016; Yeh and Ziemann 2014, 2015), but is analogous to having a high equivalent mass of absorbing organic material on the chamber walls (Matsunaga and Ziemann 2010; X. Zhang et al. 2015). The one-way loss rate is consistent with our experimental results that showed relatively constant evaporation for several hours. In order to avoid having too many free parameters, as a first approximation, we used the model with the estimated $\Delta H_{vap}$ and accommodation coefficient for each experiment from Table B.2 and allowed it to estimate the volatility distribution and $k_{v,w}$. 
The model fits to the thermogram and areogram from Experiments AP1 and CH1, either accounting for vapor-phase wall-losses or neglecting them, can be seen in Fig. 3.9. These results are representative of all experiments. For Experiment AP1, the model fits did not change significantly when either model was used. Both models predicted only models evaporation in the dilution chamber, with rapid evaporation for the first couple of minutes and then slow changes for the remainder of the experiment. For Experiment CH1, the thermogram fit improved slightly, but the areogram fit improved significantly when the model accounted for vapor-phase wall-losses. The model that did not account for vapor-phase wall-losses predicted that the cyclohexene ozonolysis SOA reached equilibrium in the dilution chamber after 1–2 h even though the particles

![Figure 3.9. (a) Thermogram and (b) areogram for Experiment AP1. (c) Thermogram and (d) areogram for Experiment CH1. Black circles in (a) and (c) represent TD-loss corrected SMPS measurements with the error bars representing 1 standard deviation of the mean. Black circles in (b) and (d) represent particle wall-loss corrected SMPS measurements. The error bars in (b) and (d) represent the uncertainty resulting from correcting for particle wall-losses (and pump losses for (d)). The red line in each panel is the best fit from the model that does not account for vapor-phase wall-losses. The blue line in each panel is the best fit from the model that includes vapor-phase wall-losses.](image-url)
continued to evaporate. For all cyclohexene experiments, the model that did not account for vapor-phase wall-losses reproduced the TD behavior, but could not reproduce the latter stages of the areograms, especially after 2 h. This behavior is consistent with slow evaporation after the first 2 h of dilution due to vapor-phase wall-losses. When the model incorporates vapor-phase wall-losses, the reduction in fractional error when the volatility range is expanded is consistent across all experiments.

The model estimated a vapor-phase wall-loss constant around 2 h\(^{-1}\) for most experiments (Table B.3), which implies that vapors were lost in the dilution chamber for these experiments on the time scale of about 30 min, but the uncertainty was significant. The vapor-phase wall-loss constants estimated in this work are similar to time scales measured for several different organic species (Krechmer et al. 2016; Matsunaga and Ziemann 2010; Ye et al. 2016; Yeh and Ziemann 2014, 2015).

The volatility distributions and SOA compositions comparing both versions of the model for Experiments AP1 and CH1 can be seen in Fig. 3.10. The remainder of the experiments’ results, including estimates for \(k_{v,w}\), can be seen in Table B.3. The addition of the vapor-phase wall-loss constant to the fitting process resulted in a shift of the volatility distributions to slightly lower volatilities. For example, in Experiment AP1, the SVOCs decreased from 31 to 23% and the LVOCs increased from 56 to 68% while the ELVOCs decreased slightly. These results suggest that the model that does not account for vapor-phase wall-losses tends to overestimate a little the SOA volatility because it attributes more of the evaporation in the dilution chamber to more volatile SOA components.
Figure 3.10. (a) Estimated volatility distributions from the model without (red) and with (blue) vapor wall-losses included for Experiment AP1. (b) Corresponding SOA composition of (a) along with their uncertainties (± 1 standard deviation). The ELVOCs are shown in grey, LVOCs in red, SVOCs in green, and IVOCs in blue. The uncertainties for the ELVOCs, LVOCs, SVOCs, and IVOCs are shown in blue, black, red, and green, respectively. (c) Estimated volatility distribution from the model without (red) and with (blue) vapor wall-losses included for Experiment CH1. (d) Corresponding SOA composition of (c) along with their uncertainties (± 1 standard deviation). The color scheme is the same as that in (a) and (b).

3.6 Potential effects of reactions and SOA phase state

SOA has been shown to often contain oligomers (Trump and Donahue 2014), which can dissociate at elevated temperatures in the TD or even during dilution. Our analysis assumes that particle-phase reactions are negligible. The ability of the model to explain both the thermogram and areogram with a single volatility distribution is encouraging, but it does not prove that no reactions are taking place. The PTR-MS measurements in the dilution chamber did not indicate the production of compounds that could be potential components of oligomers, but this is also not conclusive given the limitations of the PTR-MS used. Unfortunately, the AMS also provides
limited information about potential fragmentation of oligomers or other SOA components. These potential reactions in the system could be addressed experimentally in the future with high-resolution molecular composition measurements of both the particle and vapor-phases while using a TD or during isothermal dilution.

SOA phase state is another important property that could impact our results. The state of the SOA particles can range from liquid-like (minimal mass transfer resistances, e.g., Liu et al. 2019) to glassy solid (significant mass transfer resistances, e.g., Shiraiwa et al. 2017). Our experiments were conducted at low RH, which has been shown to decrease viscosity and, therefore, increase mass transfer resistances (Vaden et al. 2011; Wilson et al. 2015; Yli-Juuti et al. 2017; Y. Zhang et al. 2015). The model used in this work parameterizes all resistances to mass transfer between the vapor and particle-phases using an effective mass accommodation coefficient. Our analysis estimated a mass accommodation coefficient on the order of 0.1, suggesting the existence of relatively small limitations to mass transfer during evaporation. Karnezi, Riipinen, and Pandis (2014) noted that the small sensitivity of the mass transfer rate to near unity mass accommodation coefficients can result in lower estimates. Therefore, it is possible that our estimated mass accommodation coefficient is underestimated and closer to unity than the model suggests.

The SOA can be at different phase states at different temperatures in the TD. Currently, the model assumes that the mass accommodation coefficient is constant with temperature. It is possible that, at a certain TD temperature, the particle’s phase state changes with removal of any resistances to mass transfer. To explore this possibility, we performed additional model simulations to examine how the thermograms in Experiments AP1 and CH1 would behave if there was a change in phase state at a TD temperature of 100°C. In order to accomplish this, we used
the volatility distributions from Fig. 3.7 and the $\Delta H_{\text{vap}}$ from Table B.2. The accommodation coefficient started at 0.0001, 0.001, 0.01, or 0.1 and was assumed to change to 1 at 100°C. The predicted thermograms for Experiments AP1 and CH1 can be seen in Fig. B.5 and B.6. In all cases, there was a sharp change in the thermograms at 100°C. This behavior was not observed in our experiments, so, even if a phase change occurs, the effect on the mass transfer is modest. Also, these results indicate that, at least for these systems, the accommodation coefficient does not change by more than one order of magnitude while passing through the TD.

### 3.7 Discussion and conclusions

This study combined TD and isothermal dilution measurements in order to better understand different techniques that estimate OA volatility distributions and their corresponding properties. Our experimental approach extends the work of Grieshop et al. (2009) by combining dilution and heating in the same set-up and applies it to SOA.

The experimental technique was tested with SOA from the ozonolysis of $\alpha$-pinene and cyclohexene. The results from these experiments showed that the SOA from both systems evaporated similarly in the TD, but quite differently when diluted. The $\alpha$-pinene ozonolysis SOA only evaporated 15–20% after 2 h of dilution, while 45–65% of the cyclohexene ozonolysis SOA evaporated in the same time even though they were diluted by similar amounts and had similar mass concentrations.

These two SOA systems highlight the difficulty in estimating OA volatility distributions using thermal evaporation techniques. When only a thermogram was used to estimate the volatility distributions, the $\alpha$-pinene ozonolysis SOA appeared quite similar in volatility to the cyclohexene ozonolysis SOA. The addition of the areograms allowed the estimation of the volatility
distributions over a larger range and revealed that the $\alpha$-pinene ozonolysis SOA was comprised of mostly LVOCs while the cyclohexene ozonolysis SOA was comprised of mostly SVOCs. However, the model struggled to fit the cyclohexene areograms because it predicted that the SOA reached equilibrium in the dilution chamber after a couple of hours even though the particles continued to evaporate. Incorporating vapor-phase wall-losses in the model allowed it to reproduce the areograms accurately and shifted the volatility distributions to lower values.

TD measurements alone can provide information about the full volatility distribution, but this information is coupled with the enthalpy of vaporization. There are several combinations of volatility distributions and enthalpy of vaporization values that fit the thermograms. On the other hand, isothermal dilution measurements remove the enthalpy of vaporization dependence, but they only provide direct information about SVOCs and higher volatility components. If isothermal dilution measurements are used alone, they only provide information about the sum of the LVOCs, ELVOCs, and lower volatility compounds without any details about their distribution. Karnezi, Riipinen, and Pandis (2014) showed that isothermal dilution measurements on their own result in worse volatility distribution estimates when compared to TD data being used alone. As shown in this study and Louvaris et al. (2017), combining TD and isothermal dilution measurements constrains not only the SVOCs, but also the enthalpy of vaporization. This study further reiterates the need to combine techniques, in this case TD and isothermal dilution measurements, in order to fully understand OA properties, such as volatility.

3.8 References


Chapter 4

α-Pinene, limonene, and cyclohexene secondary organic aerosol hygroscopicity and oxidation level as a function of volatility
4.1 Abstract

The hygroscopicity and oxidation level of secondary organic aerosol (SOA) produced in an atmospheric simulation chamber were measured as a function of volatility. The improved technique combines thermodenuding, isothermal dilution, aerosol mass spectroscopy, and size-resolved cloud condensation nuclei measurements to separate the SOA by volatility and then measure its physical (hygroscopicity via the hygroscopicity parameter, κ) and chemical (oxidation level via the oxygen-to-carbon ratio, O:C) properties. The technique was applied to SOA from the ozonolysis of α-pinene, limonene, and cyclohexene. The O:C and κ of the α-pinene ozonolysis SOA decreased as volatility decreased. The semi-volatile (SVOCs) and the low volatility organic compounds (LVOCs) produced during limonene ozonolysis have similar O:C and κ values, but the corresponding extremely low volatility organic compounds (ELVOCs) have significantly lower oxygen content and hygroscopicity. The average O:C of the cyclohexene ozonolysis SOA increased, but the average κ decreased as volatility decreased. These results suggest that some organic aerosol (OA) systems have a more complex relationship between hygroscopicity, oxidation level, and volatility than originally thought. The two-dimensional volatility basis set (2D-VBS) framework can help in integrating these results and providing explanations of the measured hygroscopicity. Use of this technique with different OA systems, both laboratory and ambient, can supply parameters that can be incorporated in atmospheric chemical transport models.

4.2 Introduction

Organic aerosol (OA), a potentially large fraction of particulate matter (PM) depending on location (Zhang et al., 2007), is a complex mixture of organic compounds that continuously evolve
in the atmosphere. OA can be emitted directly in the particulate-phase, known as primary OA (POA), or produced by the condensation of compounds formed from the oxidation of vapor-phase precursors, known as secondary OA (SOA), (Kanakidou et al., 2005; Hallquist et al., 2009). The evolution of OA in the atmosphere is still poorly understood, largely due to the thousands of compounds that comprise it and the difficulty of elucidating their physical and chemical properties (Jimenez et al., 2009; Heald et al., 2010; Kroll et al., 2011; Ditto et al., 2018).

As OA progresses through time in the atmosphere, its composition changes due to evaporation/condensation, addition of fresh emissions, and particulate and vapor-phase reactions (Kroll et al., 2011; Donahue et al., 2013). Three crucial properties that affect the evolution and atmospheric fate of OA are hygroscopicity, oxidation level, and volatility. Hygroscopicity, often represented with the hygroscopicity parameter, κ (Petters and Kreidenweis, 2007), is a measure of a compound’s ability to absorb water. Oxidation level, sometimes expressed as the oxygen-to-carbon ratio, O:C, or, more accurately, the average carbon oxidation state, OSC (Kroll et al., 2011), is a surrogate for compositional changes of OA as it ages in the atmosphere. Volatility determines, to a large extent, a compound’s partitioning between the particulate and vapor-phases. The one-dimensional volatility basis set (1D-VBS) was proposed as a framework to describe the volatility distribution of OA over several orders of magnitude (Donahue et al., 2006).

Many previous studies have attempted to relate two of these three properties for ambient and laboratory OA (Meyer et al., 2009; Massoli et al., 2010; Donahue et al., 2011; Frosch et al., 2011; Lambe et al., 2011; Rickards et al., 2013). A growing number of studies have attempted to relate all three properties, but the results are often inconclusive or a clear relationship between the studies cannot be established (Jimenez et al., 2009; Poulain et al., 2010; Kuwata et al., 2011; Tritscher et al., 2011; Hong et al., 2014; Cerully et al., 2015; Hildebrandt Ruiz et al., 2015; Cain
and Pandis, 2017; Alroe et al., 2018; Kostenidou et al., 2018). For example, Jimenez et al. (2009) proposed that, in general, the hygroscopicity and oxidation level of OA increase as volatility decreases. On the other hand, Cerully et al. (2015) observed similar oxidation levels for ambient OA components with significantly different volatility, but the hygroscopicity of the OA decreased with volatility. Nakao (2017) theoretically investigated the hygroscopicity and solubility of OA in the two-dimensional volatility basis set (2D-VBS, Donahue et al., 2011). This study estimated lines of constant $\kappa$ in the 2D-VBS, which provided a plausible explanation for why the dependence of $\kappa$ on O:C and volatility should not be simple. These examples and the results from several other studies (Poulain et al., 2010; Kuwata et al., 2011; Tritscher et al., 2011; Hong et al., 2014; Hildebrandt Ruiz et al., 2015; Cain and Pandis, 2017; Alroe et al., 2018; Kostenidou et al., 2018) indicate that the relationship between these three properties is complex and not well understood.

Cain and Pandis (2017) developed an experimental and analysis technique that quantitatively relates hygroscopicity and oxidation level to volatility. They utilized a thermodenuder (TD), a heated tube followed by a cooling section with activated carbon to absorb vapor-phase compounds, to evaporate SOA and characterize the remaining fraction’s hygroscopicity and oxidation level. With this technique, the authors concluded that the least volatile components of $\alpha$-pinene ozonolysis SOA had low O:C and $\kappa$ values. However, the use of a TD as the only tool to probe the OA volatility introduced significant uncertainty and limited the results (Cain et al., 2020). In the present study, we use an improved approach to characterize the volatility distribution.

The composition and properties of the SOA resulting from the $\alpha$-pinene and limonene ozonolysis have been studied extensively (e.g., Gao et al., 2004; Huff Hartz et al., 2005; Leungsakul et al., 2005; Varutbangkul et al., 2006; Heaton et al., 2007; Saathoff et al., 2009; Chen
and Hopke, 2010; Kundu et al., 2012; Watne et al., 2017; Witkowski and Gierczak, 2017; Yuan et al., 2017). Limonene has two double bonds (one endocyclic and one exocyclic), making it more reactive towards ozone and forming SOA with higher yields and O:C values than α-pinene ozonolysis SOA (Leungsakul et al., 2005; Heaton et al., 2007; Saathoff et al., 2009; Chen and Hopke, 2010). However, α-pinene and limonene ozonolysis SOA have similar hygroscopic properties (Huff Hartz et al., 2005; Varutbangkul et al., 2006; Yuan et al., 2017). SOA from the ozonolysis of cyclohexene has been studied primarily to understand the cycloalkene ozonolysis mechanism and reaction products (Kalberer et al., 2000; Keywood et al., 2004a; Keywood et al., 2004b; Gao et al., 2004; Bahreini et al., 2005; Rissanen et al., 2014; Hyttinen et al., 2017; Hansel et al., 2018), but a few studies have examined its hygroscopic properties (Varutbangkul et al., 2006; Warren et al., 2009). Both Varutbangkul et al. (2006) and Warren et al. (2009) used subsaturated conditions and observed diameter growth factors for cyclohexene ozonolysis SOA that were significantly higher than the growth factors of monoterpene ozonolysis SOA. The present study is the first, to the best of our knowledge, which examines the hygroscopic behavior of cyclohexene ozonolysis SOA under supersaturated conditions.

In this work, we extend the experimental technique of Cain and Pandis (2017) by adding isothermal dilution to the set of measurements. Cain et al. (2020) showed that this addition can better constrain the SOA volatility distribution. The resulting method is then applied to SOA from the ozonolysis of α-pinene, limonene, and cyclohexene to examine the relationship between hygroscopicity, oxidation level, and volatility in these systems.
4.3 Methodology

4.3.1 Experimental setup

All experiments were conducted in the Air Quality Laboratory at Carnegie Mellon University. The experimental setup is a combination of the setups from Cain and Pandis (2017) and Cain et al. (2020) and can be seen in Fig. 4.1. The two chambers used in this study were Teflon (Welch Fluorocarbons) reactors. The main chamber was a 10 m$^3$ reactor suspended in a temperature-controlled room (Pathak et al., 2007). The dilution chamber in this study was a 2.5 m$^3$ reactor suspended in a dark enclosure next to the main chamber. Isothermal dilution took place at approximately 25°C. Before each experiment, the main chamber was flushed overnight with purified air under UV illumination (GE, model 10526 and 10244) to remove any potential contaminants. The dilution chamber was also flushed with purified air for at least one day before each experiment. Purified air was generated by passing compressed air through a high-efficiency particulate air filter to remove any particles, an activated carbon filter to remove any vapors, and silica gel to maintain the relative humidity at less than 10%.

For all experiments, isotopically-labelled butanol (n-butanol-d9, Cambridge Isotope Laboratories, 98%) was used as a dilution tracer and was injected into the main chamber before particles were produced. Once the dilution tracer was well-mixed in the main chamber, either α-pinene (Sigma-Aldrich, ≥ 99%), limonene (Sigma-Aldrich, Analytical Standard), or cyclohexene (Sigma-Aldrich, 99+%) was injected through a heated septum injector. Ozone was generated by an ozone generator (AZCO, model HTU-500ACPS) and was injected into the main chamber after the precursor concentration stabilized. No OH scavenger was used in these experiments. The experimental conditions examined in this study are summarized in Table 4.1. Mass concentrations
were calculated from scanning mobility particle sizer (SMPS) measurements assuming a density of 1.4 g cm$^{-3}$ (Bahreini et al., 2005; Kostenidou et al., 2007).

**Figure 4.1.** The experimental setup used in this study. Particles from the main chamber were characterized with a TD followed by an AMS and a DMA coupled with a CPC and CCNC. Particles were transferred from the main chamber to the dilution chamber via a metal bellows pump and then particles from the dilution chamber were sampled by the same equipment via a three-way valve. Also connected to both chambers via a three-way valve were a PTR-MS, ozone monitor, and SMPS.

Aerosol in the main chamber was characterized by passing through either a TD or by-pass line and then sampled by an Aerodyne high-resolution time-of-flight aerosol mass spectrometer (HR-ToF-AMS, hereafter AMS) and a differential mobility analyzer (DMA, TSI, model 3081) coupled with a condensation particle counter (CPC, TSI, model 3072) and a CCN counter (CCNC, Droplet Measurement Technologies) to allow for scanning mobility CCN analysis (SMCA, Moore et al., 2010). In this study, the AMS used a flow rate of 0.1 L min$^{-1}$ and an averaging time of 1 min in V-mode (DeCarlo et al., 2006). The CPC and CCNC used flow rates of 0.3 and 0.5 L min$^{-1}$ respectively. The sheath flow of the DMA was set to either 4 or 8 L min$^{-1}$, depending on the particle size distribution. The upscan of the DMA was set to 120 s and the downscan was set to 15 s. The TD from Cain and Pandis (2017) was used in these experiments with equally-spaced temperature
intervals from 25 to 150°C. The centerline residence time through the heating section of the TD at 25°C was 23 s.

Table 4.1. Description of the experimental conditions used in this study.

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Precursor</th>
<th>VOC (ppb)</th>
<th>Ozone (ppb)</th>
<th>Main Chamber SOA (μg m⁻³)</th>
<th>CCNC SS (%)</th>
<th>Dilution Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP1</td>
<td>α-Pinene</td>
<td>50</td>
<td>&gt;500c</td>
<td>90</td>
<td>0.35</td>
<td>25.7 ± 1.0</td>
</tr>
<tr>
<td>AP2</td>
<td>α-Pinene</td>
<td>75</td>
<td>&gt;500c</td>
<td>125</td>
<td>0.33</td>
<td>25.3 ± 1.1</td>
</tr>
<tr>
<td>AP3</td>
<td>α-Pinene</td>
<td>100</td>
<td>&gt;500c</td>
<td>195</td>
<td>0.31</td>
<td>14.7 ± 0.8</td>
</tr>
<tr>
<td>AP4</td>
<td>α-Pinene</td>
<td>125</td>
<td>&gt;500c</td>
<td>255</td>
<td>0.31</td>
<td>21.2 ± 1.2</td>
</tr>
<tr>
<td>LM1</td>
<td>Limonene</td>
<td>60</td>
<td>875</td>
<td>240</td>
<td>0.32</td>
<td>25.2 ± 1.5</td>
</tr>
<tr>
<td>LM2</td>
<td>Limonene</td>
<td>60</td>
<td>875</td>
<td>230</td>
<td>0.31</td>
<td>20.9 ± 1.4</td>
</tr>
<tr>
<td>LM3</td>
<td>Limonene</td>
<td>75</td>
<td>900</td>
<td>295</td>
<td>0.30</td>
<td>19.5 ± 0.7</td>
</tr>
<tr>
<td>CH1</td>
<td>Cyclohexene</td>
<td>150</td>
<td>600</td>
<td>45</td>
<td>0.09</td>
<td>9.1 ± 0.6</td>
</tr>
<tr>
<td>CH2</td>
<td>Cyclohexene</td>
<td>150</td>
<td>700</td>
<td>65</td>
<td>0.09</td>
<td>8.9 ± 0.6</td>
</tr>
<tr>
<td>CH3</td>
<td>Cyclohexene</td>
<td>175</td>
<td>750</td>
<td>80</td>
<td>0.08</td>
<td>11.2 ± 0.6</td>
</tr>
<tr>
<td>CH4</td>
<td>Cyclohexene</td>
<td>175</td>
<td>650</td>
<td>85</td>
<td>0.09</td>
<td>9.1 ± 0.6</td>
</tr>
<tr>
<td>CH5</td>
<td>Cyclohexene</td>
<td>200</td>
<td>650</td>
<td>105</td>
<td>0.08</td>
<td>8.2 ± 0.5</td>
</tr>
</tbody>
</table>

aSOA mass calculated from the SMPS measurements assuming a density of 1.4 g cm⁻³.
bCCNC supersaturation was held constant during experiments to allow sufficient time for averaging.
cThe exact value is uncertain due to problems with the ozone monitor.

After initial characterization in the main chamber, some of the aerosol from the main chamber was transferred to the dilution chamber via a metal bellows pump (Baldor, model MB-302) and characterized by the same instruments as the main chamber. The aerosol was transferred only once at a flow rate of 70 L min⁻¹ for 45 to 130 s. Different transfer times were used to obtain different dilution ratios. Particle losses in the transfer system were quantified by Cain et al. (2020) and those losses were used for the corresponding corrections in this study. Volatile organic vapor losses for this transfer system were characterized by Kaltsonoudis et al. (2019) and were found to vary from a few percent to not detectable. After initial characterization in the dilution chamber, measurements from both chambers were alternated by three-way valves.
Also sampling from both chambers via a three-way valve were a proton transfer reaction mass spectrometer (PTR-MS, Ionicon Analytic) to monitor volatile organic compound (VOC) concentrations, an ozone monitor (Dasibi Environmental Corporation, model 1008-PC) to measure ozone concentrations, and an SMPS (TSI, DMA model 3081, CPC model 3075) to monitor particle size distributions and concentrations. The PTR-MS and ozone monitor sampled with flow rates of roughly 0.5 L min⁻¹ and their data were averaged over 5 minute periods while the SMPS used a sample flow rate of 0.3 L min⁻¹ and a sheath flow rate of 3 L min⁻¹ with an upscan of 120 s and a downscan of 60 s.

We injected a 5 g L⁻¹ solution of ammonium sulfate (Sigma-Aldrich, ≥ 99%) into the dilution chamber at the end of our experiments using an atomizer (TSI, model 3075) in order to quantify particle wall-losses occurring in the dilution chamber (Wang et al., 2018). Before entering the chamber, the resulting droplets passed through a silica gel dryer to produce dry particles. After the mass concentration stabilized, we left the particles undisturbed for several hours to determine the size-dependent particle wall-loss rate constant (Wang et al., 2018).

4.3.2 Data analysis

4.3.2.1 Dilution ratio

A dilution ratio was calculated by dividing the concentration of the isotopically-labelled butanol in the PTR-MS (m/z 66) in the main chamber by the concentration in the dilution chamber. We calculated the dilution ratio each time there was a switch from the main chamber to the dilution chamber and averaged them over the entire experiment.

4.3.2.2 Loss corrections

The TD data were corrected for size and temperature-dependent particle losses following the method in Cain and Pandis (2017). The corrected data were then used to generate thermograms,
particle mass fraction remaining (MFR) as a function of TD temperature, by dividing the TD mass concentration at a certain temperature by the average by-pass mass concentration.

Size-dependent particle wall-losses were also accounted for in the dilution chamber using the method outlined in Cain et al. (2020). Briefly, a size-dependent coagulation-corrected particle wall-loss rate constant was derived from the ammonium sulfate decay and used to correct the SMPS number, volume, and mass concentrations at each size bin (Wang et al., 2018). After correcting for particle wall-losses, we used the mass concentrations to generate areograms, MFR as a function of dilution time, by dividing the mass concentration at time \( t \) by the initial mass concentration in the dilution chamber at time \( t_0 \). As in Cain et al. (2020), we propagated the uncertainty that results from correcting for particle wall-losses over several hours.

For the cyclohexene ozonolysis SOA, we determined that the SOA was evaporating in the dilution chamber faster than the instruments could sample (Table D.1). Therefore, following the approach of Cain et al. (2020), we estimated the initial SOA concentration present in the dilution chamber by taking into account the particles lost in the transfer system and the dilution factor. This initial concentration was higher than the first measured value because non-negligible evaporation had already taken place. Since the initial concentration in the dilution chamber depends on the losses in the transfer system, we also propagated the uncertainty from the losses in the cyclohexene areograms.

4.3.2.3 Hygroscopicity

Activation curves, which express the fraction of particles that activate to become cloud droplets as a function of size at a water supersaturation, were produced with the coupled CPC and CCNC data following the SMCA method (Moore et al., 2010). The activation diameter, the diameter at which 50% of the particles activate, was calculated by fitting the activation curves with
a sigmoidal function. The activation diameter, $d_{p,50}$, and CCNC supersaturation, $s_c$, were combined with $\kappa$-Köhler theory to determine the corresponding $\kappa$ value (Petters and Kreidenweis, 2007):

$$\kappa = \frac{4A^3}{27d_{p,50}^3\ln^2 s_c}$$

where $A = 4\sigma_{s/a} M_w / RT \rho_w$, $\sigma_{s/a}$ is the surface tension of the solution/air interface, $M_w$ is the molecular weight of water, $R$ is the universal gas constant, $T$ is the temperature, and $\rho_w$ is the density of water. Unless stated otherwise, we used the surface tension of water (0.072 J m$^{-2}$) and a temperature of 25°C for our calculations.

The monoterpene ozonolysis SOA generated $\sim 10^4$ CCN cm$^{-3}$ in the main chamber and, after dilution, there were still $\sim 10^3$ CCN cm$^{-3}$ remaining. The cyclohexene ozonolysis SOA generated fewer particles ($\sim 10^3$ CCN cm$^{-3}$ in the main chamber) and, therefore, upon dilution there were only $\sim 10^2$ CCN cm$^{-3}$. After roughly an hour in the dilution chamber, evaporation and particle wall-losses decreased the CCN concentration to levels that made it difficult to calculate an average activation diameter. Therefore, we stopped calculating the activation diameters in the dilution chamber once the CCN concentration dropped below 50 cm$^{-3}$.

4.3.2.4 Oxygen content

The AMS data were analyzed in Igor Pro 6.22A (Wavemetrics) using “Squirrel” version 1.56D for unit mass resolution analysis and “Pika” version 1.15D for high resolution analysis. The O:C values reported here were calculated using the Canagaratna et al. (2015) method.

4.3.2.5 Estimation of the volatility distributions

We used the mass transfer model of Riipinen et al. (2010) and the error minimization approach developed by Karnezi et al. (2014) to estimate the SOA volatility distributions. Full details on the approach can be found in Cain et al. (2020) and Karnezi et al. (2014). Briefly, the
model uses as inputs the SOA mass concentration in the main chamber, the average particle size, dilution ratio, and the geometry of the TD (lengths of the heating and cooling sections and residence times in the heating and cooling sections). The volatility distribution in the 1D-VBS framework, enthalpy of vaporization, and mass accommodation coefficient of the SOA are used as fitting parameters. The optimization algorithm uses a brute force approach, trying all combinations of these fitting parameters (with user-selected intervals) to calculate an MFR (either in the TD or dilution chamber) from the ratio of the particle mass at \( t = t_{\text{res}} \) (where \( t_{\text{res}} \) is the residence time in either the TD or dilution chamber) to the initial mass of the SOA (either in the main or dilution chamber) and compares it to the measured MFR. The model uses all combinations that fit the data with a user defined accuracy (1% in this study) to calculate a best estimate (and standard deviation) for the fitting parameters. In this work, we used volatility bins for all of the SOA ranging from \( 10^{-5} \) to \( 10^{3} \) µg m\(^{-3}\). After the detailed 1-D VBS volatility distribution was estimated, we also grouped the results based on their effective saturation concentration, \( C^* \), into four classes, intermediate volatility organic compounds (IVOCs, \( C^* \geq 10^{3} \)), semi-volatile organic compounds (SVOCs, \( 10^{0} \leq C^* \leq 10^{2} \)), low volatility organic compounds (LVOCs, \( 10^{-3} \leq C^* \leq 10^{-1} \)), or extremely low volatility organic compounds (ELVOCs, \( C^* \leq 10^{-4} \)).

We also used another version of this model that accounts for vapor-phase wall-losses in the dilution chamber (Cain et al., 2020). This version adds another fitting parameter to the approach, but the estimated distributions were nearly identical to those neglecting these losses and are only discussed in Appendix D.

### 4.3.2.6 Determination of O:C and \( \kappa \) distributions as a function of volatility

We used the analysis technique developed in Cain and Pandis (2017) to determine O:C and \( \kappa \) distributions as a function of volatility bin for each experiment using the following equations:
\[
\text{[O:C]}_j = \sum_{i=1}^{n} x_{i,j} \text{[O:C]}_i \\
\kappa_j = \sum_{i=1}^{n} x_{i,j} \kappa_i
\]  

(4.2)  

(4.3)

where \([\text{O:C}]}_j\) and \(\kappa_j\) are the measured O:C and \(\kappa\) at a TD temperature or dilution residence time, \(x_{i,j}\) is the SOA mass fraction in the \(i^{th}\) volatility bin (e.g., \(C^* = 10^{-5} \ \mu g \ m^{-3}\)) at the same temperature or dilution time (estimated by the mass transfer model), and \([\text{O:C}]}_i\) and \(\kappa_i\) are the unknown O:C and \(\kappa\) for the \(i^{th}\) volatility bin.

This approach assumes that the SOA in the various volatility bins has similar average number of carbon atoms per molecule and also similar average molecular weights. It also assumes that the average density of the material in the various volatility bins is similar. The use of Eq. (4.3) is based on the assumption that the SOA has the same surface tension at activation even after evaporation of the more volatile material.

These equations were used to generate a system of equations for both the O:C and \(\kappa\) values that can be solved separately. Due to the number of TD and dilution measurements, each experiment resulted in an overdetermined problem (i.e., more equations than unknown parameters). Therefore, we used a linear least squares approach to minimize the difference between the measured and predicted O:C and \(\kappa\) values. Matlab’s linear least squares solver, \textit{lsqlin}, was used for this error minimization problem with a lower bound constraint of zero for both systems. For each SOA experiment, we averaged the O:C and \(\kappa\) values across the different volatility classes to reduce the uncertainty in the O:C and \(\kappa\) distributions. We then averaged these distributions over all experiments and used the standard deviation as a zeroth order metric for the uncertainty of our analysis.
4.4 System test with ammonium sulfate aerosol

We tested our system with ammonium sulfate aerosol to ensure that this complex experimental setup was working properly (Cain and Pandis, 2017; Cain et al., 2020). For this test, we injected a 1 g L\(^{-1}\) solution of ammonium sulfate (Sigma-Aldrich, ≥ 99\%) into the main chamber using an atomizer (TSI, model 3075) followed by a silica gel dryer to produce dry particles. We then followed the procedure outlined in Sect. 4.3 to test the system. The thermogram, areogram, and activation diameter results for this experiment can be seen in Fig. D.4. There was no evaporation in either the TD (below temperatures of 125°C) or dilution chamber (after 5 h of dilution). In addition, the activation diameters at different TD temperatures and in the dilution chamber agreed with Köhler theory predictions using the surface tension of water at 25°C. Therefore, we concluded that our system was operating properly.

4.5 SOA results

The approach discussed in Sect. 4.3 was applied to SOA from the ozonolysis of α-pinene, limonene, and cyclohexene with the conditions specified in Table 4.1. All of the results can be found in Appendix D with results of a few representative experiments discussed in more detail in the subsequent sections.

4.5.1 α-Pinene ozonolysis SOA

The thermogram and areogram, along with fits from the mass transfer model, for Experiment AP1 are shown in Fig. 4.2. There was 5% of the SOA remaining after passing through the TD at 150°C, but only 12% of the SOA evaporated in the dilution chamber after being diluted by a factor of 25 for over 3 h. The model reproduced the measurements well with only small
deviations from the measured MFRs. The SOA in Experiment AP1 was comprised of, according to the model, 15% ELVOCs, 59% LVOCs, and 26% SVOCs (Fig. 4.2c).

**Figure 4.2.** The (a) thermogram and (b) areogram for Experiment AP1 with fits from the model (red line). The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty resulting from correcting for particle wall-losses. (c) SOA composition for Experiment AP1 along with their uncertainties (± one standard deviation) from the model. The ELVOCs are shown in grey, LVOCs in red, and SVOCs in green. The uncertainties for the ELVOCs, LVOCs, and SVOCs are shown in black, red, and green respectively.

The average O:C in the main chamber for the SOA in Experiment AP1 remained practically constant at 0.42 during this experiment. The average O:C of the SOA exiting the TD can be seen in Fig. 4.3a. The O:C remained around 0.42 until the temperature reached 125°C at which 85% of the SOA mass had evaporated and the O:C decreased to 0.40. At higher temperatures, the average O:C continued to decrease, reaching 0.33 at 150°C. At this temperature 5% of the SOA remained, suggesting that the least volatile fraction of the SOA in this experiment had, on average, an O:C of 0.33.
Figure 4.3. The (a) O:C and (b) $\kappa$ as a function of TD temperature for Experiment AP1. The (c) O:C and (d) $\kappa$ as a function of dilution time. The error bars represent one standard deviation of the mean O:C or $\kappa$. Also shown are the average O:C (blue line) and $\kappa$ (magenta line) along with $\pm$ one standard deviation (grey area) of the mean measured in the main chamber during Experiment AP1.

The average $\kappa$ of the SOA in this experiment remained constant at 0.11 in the main chamber. The average $\kappa$ of the SOA exiting the TD was also 0.11 until the temperature reached 75°C (Fig. 4.3b). At this temperature, 35% of the SOA had evaporated and the average $\kappa$ decreased to 0.09. At higher temperatures, as more of the SOA evaporated, the $\kappa$ continued to decrease, reaching a value of 0.07 at 100°C. This $\kappa$ corresponds to the least volatile 40% of the SOA. The 15% of the SOA remaining after evaporation at 125°C did not activate at a supersaturation of 0.35%, indicating that the least volatile SOA components had low hygroscopicity.

The average O:C and $\kappa$ measured in the dilution chamber as a function of time for Experiment AP1 can also be seen in Fig. 4.3. The initial O:C and $\kappa$ in the dilution chamber were
the same as the average values in the main chamber. However, both the average O:C and κ decreased slightly for the first hour and then remained relatively constant for the remainder of the experiment.

The remainder of the α-pinene experiments’ results can be seen in Appendix D (Figs. D.6–D.11). Experiments AP3 and AP4 were conducted at higher SOA concentrations and, as a result, the SVOCs present in the particulate-phase increased to around 50% of the SOA in these experiments. In general, the SOA had average O:C values around 0.4 and average κ values around 0.1, both consistent with previous observations of α-pinene ozonolysis SOA (Engelhart et al., 2008; Huffman et al., 2009; Massoli et al., 2010; Cain and Pandis, 2017). The O:C and κ behavior in the TD and dilution chamber for the remaining experiments were similar to the results of Experiment AP1 discussed in the previous paragraphs.

The result of applying the method described in Sect. 4.3.2.6 to all of the α-pinene experiments can be seen in Fig. 4.4. The α-pinene ozonolysis SOA generated in this study contained SVOCs with an average O:C of $0.46 \pm 0.03$ and κ of $0.13 \pm 0.02$, LVOCs with an average O:C of $0.43 \pm 0.02$ and κ of $0.09 \pm 0.02$, and ELVOCs with an average O:C of $0.28 \pm 0.08$ and κ of $0.06 \pm 0.02$. Both the O:C and κ values of the LVOCs were statistically lower than those of the SVOCs (alpha = .05). Furthermore, both the O:C and κ values of the ELVOCs were statistically lower than those of the LVOCs (alpha = .05), indicating that the decrease of O:C and κ as volatility decreased was significant.

The O:C and κ distributions determined in this study are bulk averages for a given volatility class, but each volatility class is comprised of many compounds that vary in O:C and κ. The O:C distribution in Fig. 4.4 is consistent with recent results from a study that used a chemical ionization mass spectrometer (CIMS) equipped with a Filter Inlet for Gases and AEROsols (FIGAERO) to
characterize the composition of the particulate-phase from the ozonolysis of α-pinene at 25°C and observed that the O:C of the compounds identified decreased with volatility (Ye et al., 2019).

Figure 4.4. The (a) O:C and (b) κ distributions as a function of volatility for the α-pinene ozonolysis SOA examined in this study. The error bars were calculated from the standard deviation that results from determining O:C and κ distributions for each experiment and represent variability between experiments.

These distributions explain the O:C and κ behavior in the TD and dilution chamber. By 75°C in the TD, nearly all of the SVOCs had evaporated and the SOA was comprised of mostly LVOCs and ELVOCs (Fig. D.5), which had lower κ values than the SVOCs. As a result, the average κ measured through the TD decreased at this temperature. However, the average O:C through the TD at 75°C did not decrease significantly from the average O:C in the main chamber because the average O:C of the LVOCs was not that much lower than that of the SVOCs. Once the LVOCs started evaporating at higher temperatures, the average O:C through the TD decreased.
Similarly, according to the model, a small fraction of the SVOCs evaporated in the dilution chamber, which caused the O:C and κ in the dilution chamber to decrease slightly before stabilizing when the evaporation slowed.

4.5.2 Limonene ozonolysis SOA

The thermogram and areogram, along with fits from the model, for Experiment LM1 are shown in Fig. 4.5. In this experiment, 8% of the SOA remained after passing through the TD at 150°C and 20% of the SOA evaporated after being diluted by a factor of 25. The model reproduced the measured MFRs with deviations of only a few percent and estimated that the SOA was comprised of 9% ELVOCs, 49% LVOCs, and 42% SVOCs.
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**Figure 4.5.** The (a) thermogram and (b) areogram for Experiment LM1 with fits from the model (red line). The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty resulting from correcting for particle wall-losses. (c) SOA composition for Experiment LM1 along with their uncertainties (± one standard deviation) from the model. The ELVOCs are shown in grey, LVOCs in red, and SVOCs in green. The uncertainties for the ELVOCs, LVOCs, and SVOCs are shown in black, red, and green respectively.
The O:C of the SOA in the main chamber during Experiment LM1 remained stable at 0.46. The O:C of the SOA exiting the TD increased slightly at 50 and 75°C to 0.47 (Fig. 4.6a), indicating that the compounds that evaporated may have slightly lower O:C values than the remaining SOA. The O:C of the SOA decreased to 0.46 at 100°C and, as the temperature increased further, the average O:C of the SOA continued to decrease, reaching 0.39 at 150°C, indicating that the least volatile components had the lowest oxygen content.

![Figure 4.6.](image)

**Figure 4.6.** The average (a) O:C and (b) $\kappa$ as a function of TD temperature for Experiment LM1. The average (c) O:C and (d) $\kappa$ as a function of dilution time. The error bars represent one standard deviation of the mean O:C or $\kappa$. Also shown are the average O:C (blue line) and $\kappa$ (magenta line) along with $\pm$ one standard deviation (grey area) of the mean measured in the main chamber during Experiment LM1.

The average $\kappa$ for the SOA in the main chamber for this experiment was 0.10. The $\kappa$ through the TD in this experiment remained around 0.10 until the temperature reached 75°C and then started decreasing, reaching 0.08 at 100°C when approximately 50% of the SOA had
evaporated (Fig. 4.6b). The remaining particles were still CCN active at 125°C, but their $\kappa$ decreased even more to 0.04. After passing through the TD at 150°C, the remaining 8% of the SOA did not activate in the CCNC at a SS of 0.32%, indicating that the least volatile compounds in this experiment had low hygroscopicity.

The response of the O:C and $\kappa$ to isothermal dilution for the SOA in Experiment LM1 can also be seen in Fig. 4.6. The O:C decreased slowly from the average value in the main chamber throughout the experiment, ending at 0.41 after 5 h of dilution. The $\kappa$ did not change significantly from the average value in the main chamber. The small difference in the behavior of the O:C compared to that in the dilution chamber is noteworthy. The O:C of the SOA coming out of the TD at low temperatures remained constant or increased slightly, but the O:C in the dilution chamber decreased slightly. There are a number of potential explanations for this small discrepancy. The evaporation in the TD depends not only on the vapor pressure of the various SOA components at room temperature, but also on their enthalpy of vaporization. The evaporation in the dilution chamber is independent of the enthalpy of vaporization, so it is possible that there were differences in the compounds that evaporated in the two systems for the same amount of evaporated mass. This could also be due to experimental artifacts, including preferential losses of more oxidized semi-volatile SOA components in our transfer system to the dilution chamber or reactions in the TD. Even if this discrepancy is relatively small, it probably requires additional investigation with measurements of the molecular composition of both the particulate and vapor-phases in future work.

The results from Experiments LM2 and LM3 can be seen in Appendix D (Figs. D.13–D.16). The SOA from these experiments had similar composition to the SOA in Experiment LM1 and average O:C and $\kappa$ values around 0.47 and 0.1 respectively. The behavior of the O:C and $\kappa$ in
the TD and dilution chamber for these experiments were similar to the results from Experiment LM1.

The average O:C and κ distributions for the limonene ozonolysis SOA based on all experiments can be seen in Fig. 4.7. The limonene ozonolysis SOA generated in this study had SVOCs with an average O:C of 0.46 ± 0.11 and κ of 0.11 ± 0.02, LVOCs with an average O:C of 0.57 ± 0.08 and κ of 0.12 ± 0.02, and ELVOCs with an average O:C of 0.30 ± 0.09 and κ of 0.02 ± 0.02. The O:C and κ values of the LVOCs were not statistically different from those of the SVOCs (alpha = .05), but the O:C and κ values of the ELVOCs were statistically smaller than the values of both the SVOCs and LVOCs (alpha = .05).

**Figure 4.7.** The (a) O:C and (b) κ distributions as a function of volatility for the limonene ozonolysis SOA examined in this study. The error bars were calculated from the standard deviation that results from determining O:C and κ distributions for each experiment and represent variability between experiments.
4.5.3 Cyclohexene ozonolysis SOA

The thermogram and areogram with fits from the model for Experiment CH1 can be seen in Fig. 4.8. The SOA in this experiment evaporated more at the same TD temperature than the SOA produced during the ozonolysis of the two monoterpenes. At 25°C, there was non-negligible evaporation as the MFR decreased to 0.93, which Cain et al. (2020) attributed to the activated carbon in the cooling section stripping the most volatile components from the particles. Furthermore, despite only being diluted by a factor of 9, 25% of the SOA evaporated in the dilution chamber, indicating that this SOA included a significant fraction of relatively volatile components.

Figure 4.8. The (a) thermogram and (b) areogram for Experiment CH1 with fits from the model (red line). The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty resulting from correcting for particle wall-losses and pump losses. (c) SOA composition for Experiment CH1 along with their uncertainties (± one standard deviation) from the model. The LVOCs are shown in red, SVOCs in green, and IVOCs in blue. The uncertainties for the LVOCs, SVOCs, and IVOCs are shown in red, green, and blue respectively.
The model estimated that the SOA in this experiment was more volatile than the monoterpene ozonolysis SOA with 11% IVOCs, 46% SVOCs, and 43% LVOCs. The IVOCs were responsible for, according to the model, the evaporation at room temperature in the TD and also for approximately half of the evaporation in the dilution chamber in all experiments.

The average O:C of the SOA in the main chamber for Experiment CH1 was constant around 0.55. The evaporation of the most volatile 7% of the SOA mass at 25°C led to an increase of the average O:C through the TD to 0.56 (Fig. 4.9a). This small amount of evaporated mass was almost exclusively IVOCs. The detectable increase in the O:C suggests that these IVOCs had lower O:C values than the less volatile SOA. The O:C remained at this slightly elevated value until the temperature reached 75°C, where 50% of the SOA mass had evaporated, and then it began to decrease, ending at 0.45 at 150°C.

Calculating the $\kappa$ for this experiment using the surface tension of water resulted in an apparent $\kappa$ of 0.85. This extremely high value strongly suggests the presence of surfactants in the system. Asa-Awuku et al. (2010) observed similar behavior for cycloheptene ozonolysis SOA and inferred a surface tension of 0.06 J m$^{-2}$ for an aqueous solution of the SOA and ammonium sulfate. Given that only one methylene group separates cycloheptene from cyclohexene and that adding ammonium sulfate drives the surface tension of the droplets towards that of water (Asa-Awuku et al., 2010), we assumed a surface tension of 0.05 J m$^{-2}$ for all of the cyclohexene ozonolysis SOA in this study. Using this surface tension resulted in an average $\kappa$ of 0.28 for Experiment CH1, which is similar to the $\kappa$ of 0.25 observed in Asa-Awuku et al. (2010) for cycloheptene ozonolysis SOA. It is also possible that some of the volatile products from this reaction may be partially dissolving in the droplets formed in the CCNC and thus, enhancing the CCN activity (Kroll et al., 2005; Donaldson and Vaida, 2006; Ervens and Volkamer, 2010; Sareen et al., 2013). If these
volatile compounds are indeed contributing to the observed CCN activity, then our estimate of a $\kappa$ with a surface tension of 0.05 J m$^{-2}$ may be too high and provides more of an upper bound on the SOA hygroscopicity.

The evaporation of the IVOCs caused by the activated carbon at 25°C led to a significant decrease in hygroscopicity with the $\kappa$ dropping to 0.23 (Fig. 4.9b). The $\kappa$ continued to decrease rapidly as temperature increased and the SOA did not activate at temperatures above 75°C. It is also possible that, since the activated carbon removes all vapor-phase compounds, if there was any vapor-phase dissolution, the enhanced CCN activity was removed. In any case, these results strongly suggest that the relatively more volatile products (IVOCs and maybe some VOCs) of the
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**Figure 4.9.** The average (a) O:C and (b) $\kappa$ as a function of TD temperature for Experiment CH1. The average (c) O:C and (d) $\kappa$ as a function of dilution time. The error bars represent one standard deviation of the mean O:C or $\kappa$. Also shown are the average O:C (blue line) and $\kappa$ (magenta line) along with ± one standard deviation (grey area) of the mean measured in the main chamber during Experiment CH1.
The cyclohexene ozonolysis reaction are responsible for a significant fraction of the observed high CCN activity.

The average O:C and κ measured in the dilution chamber as a function of time for Experiment CH1 can also be seen in Fig. 4.9. The initial O:C and κ in the dilution chamber could not be measured due to the evaporation occurring before the instruments could obtain the first sample. The comparison of the first measured O:C values in the dilution chamber (after the chamber equilibrated) with those in the main chamber suggest an increase of the O:C during this initial evaporation. This behavior is consistent with that observed in the TD. The κ decreased rapidly after dilution from the average value in the main chamber until the CCN concentration was too low to average. Given that the sample did not pass through activated carbon for these CCN measurements this behavior indicates that the IVOCs in the SOA were probably responsible for the high CCN activity.

The results from the four other cyclohexene ozonolysis SOA experiments can be found in Appendix D (Figs. D.18–D.25). The SOA in these experiments had an average O:C of 0.55 and κ values around and 0.3. The SOA in all of these experiments had similar behavior in the TD and dilution chamber to Experiment CH1.

In order to estimate the O:C and κ distributions, we used the average values from the main chamber for the O:C and κ at the TD temperature of 25°C and t = 0 h in the dilution chamber. The resulting O:C and κ distributions as a function of volatility for all experiments can be seen in Fig. 4.10. These results indicated that the cyclohexene ozonolysis SOA formed in this study was comprised of IVOCs with an average O:C of 0.33 ± 0.03 and κ of 0.80 ± 0.10, SVOCs with an average O:C of 0.57 ± 0.03 and κ of 0.36 ± 0.10, and LVOCs with an average O:C of 0.54 ± 0.02 and κ of 0.05 ± 0.01. The changes of the O:C and κ values as volatility decreased were statistically
significant (alpha = .05). The absolute values in the κ distribution are quite uncertain because we had to assume a surface tension, but the trend of decreasing hygroscopicity with volatility is quite robust.

Figure 4.10. The (a) O:C and (b) κ distributions as a function of volatility for the cyclohexene ozonolysis SOA examined in this study. The error bars were calculated from the standard deviation that results from determining O:C and κ distributions for each experiment and represent variability between experiments.

The distributions in Fig. 4.10 quantitatively describe the O:C and κ behavior in the TD and dilution chamber. The small increase in O:C and significant decrease in κ of the SOA through the TD at 25°C can be attributed to the activated carbon stripping the IVOCs. Thus, increasing the average O:C and decreasing the average κ of the resulting SOA. The mass transfer model estimated that nearly all of SVOCs in Experiment CH1 evaporated at 100°C (Fig. D.17), which caused the decrease in the average O:C of the SOA exiting the TD. Similarly, the O:C in the dilution chamber
increased from the rapid evaporation of the IVOCs and then decreased slowly as the SVOCs with the highest O:C values evaporated.

### 4.6 2D-VBS synthesis

The distributions determined in this study can be implemented directly in the 2D-VBS framework (Fig. 4.11). The $x$-axis in this figure is the logarithm of the effective saturation concentration, $C^*$, and the $y$-axis is the O:C (Donahue et al., 2011). The 2D-VBS allows for a direct comparison with the $\kappa$ predictions from Nakao (2017).
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**Figure 4.11.** The O:C and $\kappa$ distributions as a function of volatility for the $\alpha$-pinene (black), limonene (red), and cyclohexene (blue) ozonolysis SOA. The data points represent the average O:C for a volatility class while the average $\kappa$ is indicated in the figure. The distributions are presented in the 2D-VBS framework where the shaded regions indicate the ELVOCs, LVOCs, SVOCs, IVOCs, and VOCs according to their effective saturation concentration. Also shown are the lines of constant $\kappa$ predicted by Nakao (2017).
The model predictions from Nakao (2017) are quite consistent with our distributions for the $\alpha$-pinene and limonene SOA components. The SVOCs and LVOCs are quite consistent with the $\kappa = 0.1$ isoline and the corresponding predictions in this area of the 2D-VBS. For example, the LVOCs in the limonene ozonolysis SOA had a higher average O:C than the SVOCs, so conventional thinking would indicate that the LVOCs should be more hygroscopic (Jimenez et al., 2009). However, both our measurements and the $\kappa$ distribution suggest that these compounds have similar hygroscopicity. This demonstrates that, at least in this system, the O:C can increase for less volatile components while the hygroscopicity remains constant. The ELVOCs for both systems are in the lower left corner of the 2D-VBS, agreeing with the predictions from Nakao (2017) that compounds in this area will have relatively low hygroscopicity.

The hygroscopicity results for the IVOCs and SVOCs for the cyclohexene ozonolysis SOA are not consistent with the predictions from Nakao (2017). The hygroscopicity of the LVOCs, considering the uncertainty in our assumed surface tension, is less inconsistent with the Nakao (2017) model. Our results suggest that improvements may be possible for the model in the areas of higher predicted hygroscopicity. However, these are the most uncertain estimates in our measurements, so the discrepancy may be a lot smaller than what Fig. 4.11 indicates. Studies in that area of the 2D-VBS would be quite helpful in determining if the behavior of the cyclohexene ozonolysis SOA is an outlier or if it is representative of the ambient SOA components in that region.

4.7 Benefit of isothermal dilution measurements

To demonstrate the benefit of adding isothermal dilution measurements to the technique, we repeated the analysis of our results without including the isothermal dilution measurements.
An example for the $\alpha$-pinene ozonolysis SOA is shown in Fig. D.26. The first improvement is that the inclusion of the isothermal dilution measurements constraints the more volatile components of the system better, allowing for the estimation of the properties of the ELVOCs. Our ability to estimate the properties of these compounds in this study was due to a large extent to the availability of these additional measurements. The second benefit is the reduction of the uncertainties of the properties of the various volatility classes. The uncertainty in the distributions for the SVOCs and LVOCs was decreased by a factor of two with the addition of the dilution measurements. This comparison indicates that adding isothermal dilution measurements can be beneficial to understanding the relationship between hygroscopicity, oxidation level, and volatility of OA.

4.8 Discussion and conclusions

A technique that quantitatively relates hygroscopicity and oxidation level as a function of volatility was tested with SOA from the ozonolysis of $\alpha$-pinene, limonene, and cyclohexene. The technique builds upon the approach of Cain and Pandis (2017), which separated SOA by volatility with a TD, by adding isothermal dilution measurements and observing the O:C and $\kappa$ of the resulting SOA. The technique then determines O:C and $\kappa$ distributions as a function of volatility that can be used to describe the SOA.

The O:C and $\kappa$ distributions determined for the $\alpha$-pinene ozonolysis SOA examined in this study indicated that the average O:C and $\kappa$ decreased as volatility decreased. The average O:C and $\kappa$ of the SVOCs and LVOCs of SOA from the ozonolysis of limonene were similar, but the ELVOCs had lower oxygen content and hygroscopicity.

The SVOCs and ELVOCs formed during the limonene ozonolysis had nearly identical O:C and $\kappa$ values as the SVOCs and ELVOCs of the $\alpha$-pinene ozonolysis SOA respectively. However,
the LVOCs of the limonene ozonolysis SOA had higher average O:C and κ values than the average values of the LVOCs from the α-pinene ozonolysis SOA. The increased O:C of the LVOCs could be a result of the second double bond in limonene and increased reactivity towards ozone. Both SOA systems had ELVOCs with the lowest O:C and κ values. The O:C distribution of the α-pinene ozonolysis SOA is consistent with recent results studying the composition of α-pinene ozonolysis SOA, which indicated that O:C decreased with volatility (Ye et al., 2019). The decrease in hygroscopicity with the ELVOCs could be explained by low solubility of the higher molecular weight products and is further supported by their lower O:C values.

The O:C and κ distributions of the cyclohexene ozonolysis SOA indicated that the relationship between these three properties can be more complex for some OA systems. The average O:C of this SOA increased as volatility decreased, but its average κ decreased as volatility decreased. Even though the absolute values in the κ distribution for this SOA are quite uncertain due to the presence of surfactants, these results suggest that even relatively volatile SOA components with small mass yields could, under some conditions, impact the CCN budget.

This work differs from Cain and Pandis (2017) due to the addition of the isothermal dilution measurements. The addition of the isothermal dilution measurements allows for the distributions to be extended over a larger range of volatility. Furthermore, the uncertainty of the distributions is reduced when isothermal dilution measurements are included due to the additional information about the more volatile OA components.

Complications that cannot be addressed in this work are the roles of reactions and possible oligomer decomposition at high TD temperatures and in the dilution chamber. Our analysis assumes that these complications are negligible, but without high-resolution molecular composition measurements of both the particulate and vapor-phases, we cannot definitively rule it
out. Complicating matters further are the possible changes in surface tension as the SOA evaporates. It is plausible that surface active components could evaporate at a low TD temperature or immediately in the dilution chamber, but our analysis assumes that the surface tension remains constant for all SOA as they evaporate.

More importantly, although not at atmospherically relevant concentrations, these results provide insights into SOA components. For example, most of the CCN activity of $\alpha$-pinene ozonolysis SOA comes from SVOCs and LVOCs. In addition, the 2D-VBS framework can be used to integrate the results. Use of this technique with different OA systems, both laboratory and ambient, can supply parameters that can be incorporated in atmospheric chemical transport models.
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Chapter 5

Summary and suggestions for future work
5.1 Summary

This work developed and tested three novel experimental techniques that characterize the hygroscopicity, oxidation level, and volatility of OA. The first technique utilized a TD with aerosol mass spectrometry and size-resolved CCN measurements to characterize the hygroscopicity and oxidation level of OA as a function of its volatility. The technique was tested with SOA from the ozonolysis of α-pinene and the results from these experiments indicated that the average O:C and κ of the SOA decreased as the temperature in the TD increased and more of the SOA evaporated. These results indicated that the lower volatility components of the SOA in this system were comprised of components that had lower O:C and κ values than the overall SOA.

The second technique combined TD and isothermal dilution measurements to improve the estimation of OA volatility distributions. The technique was tested with SOA from the ozonolysis of α-pinene and cyclohexene. The SOA from both systems evaporated similarly in the TD for the residence time used in these experiments, but quite differently when isothermally diluted. The α-pinene ozonolysis SOA only evaporated 15–20% after 2 h of dilution, while 45–65% of the cyclohexene ozonolysis SOA evaporated in the same time even though they were diluted by similar amounts and had similar mass concentrations.

This work highlighted the difficulty in estimating OA volatility distributions using thermal evaporation techniques. When the volatility distributions were estimated using only a thermogram, the two SOA systems were quite similar. The addition of the isothermal dilution measurements allowed the estimation of the volatility distributions over a larger range and revealed that the α-pinene ozonolysis SOA was comprised of mostly low-volatility components while the cyclohexene ozonolysis SOA was comprised of mostly semi-volatile components.
The mass transfer model used in this work was not able to reproduce the later stages of the evaporation of the cyclohexene ozonolysis SOA in the dilution chamber. The model predicted that the SOA achieved equilibrium in the dilution chamber after 2 h even though the particles continued to evaporate, most likely due to vapor-phase wall-losses. Incorporating vapor-phase wall-losses in the model allowed it to reproduce the areograms accurately and decreased the overall volatility of the SOA because it attributed more of the evaporation in the dilution chamber to more volatile components.

TD measurements alone can provide information about the full OA volatility distribution, but this information is coupled with the enthalpy of vaporization. There are several combinations of volatility distributions and enthalpy of vaporization values that fit the thermograms. On the other hand, isothermal dilution measurements remove the enthalpy of vaporization dependence, but they only provide direct information about SVOCs and higher volatility components. If isothermal dilution measurements are used alone, they only provide information about the sum of the LVOCs, ELVOCs, and lower volatility compounds without any details about their distribution. Combining TD and isothermal dilution measurements constrains not only the SVOCs, but also the enthalpy of vaporization. This technique further reiterates the need to combine techniques in order to fully understand OA properties.

The third technique combined the first two techniques and tested it with SOA from the ozonolysis of α-pinene, limonene, and cyclohexene to determine their O:C and κ distributions as a function of volatility. The O:C and κ distributions determined for the α-pinene ozonolysis SOA indicated that the average O:C and κ decreased as volatility decreased. The average O:C and κ of the SVOCs and LVOCs of SOA from the ozonolysis of limonene were similar, but the ELVOCs had lower oxygen content and hygroscopicity. The SVOCs and ELVOCs formed during the
limonene ozonolysis had nearly identical O:C and κ values as the SVOCs and ELVOCs of the α-pinene ozonolysis SOA respectively. However, the LVOCs of the limonene ozonolysis SOA had higher average O:C and κ values than the average values of the LVOCs from the α-pinene ozonolysis SOA. The O:C and κ distributions of the cyclohexene ozonolysis SOA indicated that the relationship between these three properties can be more complex for some OA systems. The average O:C of this SOA increased as volatility decreased, but its average κ decreased as volatility decreased. This technique differs from the first technique due to the addition of the isothermal dilution measurements from the second technique. The addition of the isothermal dilution measurements allows for the O:C and κ distributions to be extended over a larger range of volatility. Furthermore, the uncertainty of the distributions is reduced when isothermal dilution measurements are included due to the additional information about the more volatile OA components.

The techniques developed in this thesis provide insights into the links between OA hygroscopicity, oxidation level, and volatility. Use of these techniques with different OA systems, both laboratory and ambient, can supply parameters that can be incorporated in CTMs.

5.2 Suggestions for future work

The techniques developed in this work can be applied to ambient OA in different areas and thus allow the characterization of more complex chemical systems and the evaluation of chemical transport models that predict (or assume) the corresponding properties.

Some of the largest complications that were not addressed in this work are the roles of reactions and possible oligomer decomposition at high TD temperatures and in the dilution chamber. The analysis in this work assumed that these complications were negligible, but the
instrumentation used was not able to definitively rule it out. Therefore, future work should focus on compositional changes at a molecular level through the TD and dilution chamber. Removal of the activated carbon section of a TD and examining the molecular composition of both the particulate and vapor-phases would provide direct evidence of reactions or decomposition taking place. The use of a FIGAERO-CIMS or other soft ionization mass spectrometer is well-suited for this investigation and would provide much needed information for TD and dilution studies.
Appendices
Appendix A

Supplementary information for Chapter 2
A.1 TD loss fraction

**Figure A.1.** Loss fraction in the TD as a function of particle size and temperature. The colors represent different TD temperatures. The error bars represent one standard deviation of the mean.
A.2 Results and analysis for Experiment 2

**Figure A.2.** (a) Thermogram, corrected for losses in the TD, for Experiment 2 with the fit from the TD model. The error bars represent one standard deviation of the mean. (b) SOA volatility distribution for Experiment 2 using the 1D-VBS framework. The error bars correspond to one standard deviation of the solution calculated by the model.
Figure A.3. The average O:C ratio observed through the BP and several TD temperatures for Experiment 2. The error bars represent one standard deviation of the mean. The O:C ratios at a TD temperature of 50°C and greater were statistically smaller than the values at the BP and the TD at 25°C.
Figure A.4. (a) The average activation diameter observed at 0.3% supersaturation in the CCNC for Experiment 2. The error bars represent one standard deviation of the mean. (b) The estimated $\kappa$ values for Experiment 2. The error bars were obtained by estimating the $\kappa$ at +/- one standard deviation of the average activation diameter measured. The values at a TD temperature of 100°C was statistically different from the values at the BP and the TD at 25°C.
Figure A.5. The estimated mass fractions for each volatility bin as a function of TD temperature for Experiment 2. Red represents the $C^* = 0.01 \text{ μg m}^{-3}$ bin, green the $C^* = 0.1 \text{ μg m}^{-3}$ bin, blue the $C^* = 1 \text{ μg m}^{-3}$ bin, and black the $C^* = 10 \text{ μg m}^{-3}$ bin.
A.3 Results and analysis for Experiment 3

Figure A.6. (a) Thermogram, corrected for losses in the TD, for Experiment 3 with the fit from the TD model. The error bars represent one standard deviation of the mean. (b) SOA volatility distribution for Experiment 3 using the 1D-VBS framework. The error bars correspond to one standard deviation of the solution calculated by the model.
Figure A.7. The average O:C ratio observed through the BP and several TD temperatures for Experiment 3. The error bars represent one standard deviation of the mean. The O:C ratios at a TD temperature of 50°C and greater were statistically smaller than the values at the BP and the TD at 25°C.

Figure A.8. (a) The average activation diameter observed at 0.25% supersaturation in the CCNC for Experiment 3. The error bars represent one standard deviation of the mean. (b) The estimated κ values for Experiment 3. The error bars were obtained by estimating the κ at +/- one standard deviation of the average activation diameter measured.
Figure A.9. The estimated mass fractions for each volatility bin as a function of TD temperature for Experiment 3. Red represents the $C^* = 0.01 \ \mu g \ m^{-3}$ bin, green the $C^* = 0.1 \ \mu g \ m^{-3}$ bin, blue the $C^* = 1 \ \mu g \ m^{-3}$ bin, and black the $C^* = 10 \ \mu g \ m^{-3}$ bin.
A.4 Results and analysis for Experiment 4

**Figure A.10.** (a) Thermogram, corrected for losses in the TD, for Experiment 4 with the fit from the TD model. The error bars represent one standard deviation of the mean. (b) SOA volatility distribution for Experiment 4 using the 1D-VBS framework. The error bars correspond to one standard deviation of the solution calculated by the model.
Figure A.11. The average O:C ratio observed through the BP and several TD temperatures for Experiment 4. The error bars represent one standard deviation of the mean. The O:C ratios at a TD temperature of 50°C and greater were statistically smaller than the values at the BP and the TD at 25°C.
Figure A.12. (a) The average activation diameter observed at 0.27% supersaturation in the CCNC for Experiment 4. The error bars represent one standard deviation of the mean. (b) The estimated $\kappa$ values for Experiment 4. The error bars were obtained by estimating the $\kappa$ at +/- one standard deviation of the average activation diameter measured. The values at a TD temperature of 75°C and greater were statistically different from the values at the BP and the TD at 25°C. The SOA through the TD at 125°C did not have large enough particles to reach 50% activation, so the activation diameter was extrapolated from the particles that activated.
Figure A.13. The estimated mass fractions for each volatility bin as a function of TD temperature for Experiment 4. Red represents the $C^* = 0.01 \, \mu\text{g m}^{-3}$ bin, green the $C^* = 0.1 \, \mu\text{g m}^{-3}$ bin, blue the $C^* = 1 \, \mu\text{g m}^{-3}$ bin, and black the $C^* = 10 \, \mu\text{g m}^{-3}$ bin.
A.5 O:C and \( \kappa \) correlation

**Figure A.14.** The \( \kappa \)'s plotted as a function of their corresponding O:C ratios for each volatility bin in Fig. 2.7. Red represents the \( C^* = 0.01 \text{ µg m}^{-3} \) bin, green the \( C^* = 0.1 \text{ µg m}^{-3} \) bin, blue the \( C^* = 1 \text{ µg m}^{-3} \) bin, and black the \( C^* = 10 \text{ µg m}^{-3} \) bin.
A.6 Predicted versus measured κ’s for Experiment 2

Figure A.15. The predicted versus measured κ’s for Experiment 2 using the κ distribution in Fig. 2.7b for the three highest bins and the κ from the $C^* = 0.01 \ \mu g \ m^{-3}$ bin in Fig. 2.10. The symbol indicates the TD temperature. The error bars for the predicted κ’s were obtained by predicting the κ’s using the κ distribution at +/- one standard deviation.
Appendix B

Supplementary information for Chapter 3
B1 Derivation of uncertainty introduced by particle wall-loss corrections

B1.1 Number

Particle wall-loss is a first order process and the decay of the number concentration at size bin $i$ and time $t$, $N_i(t)$, can be described by:

$$\frac{dN_i(t)}{dt} = -k_{c,i}N_i(t) \quad (B.1)$$

where $k_{c,i}$ is the coagulation-corrected wall-loss rate constant at size bin $i$. Equation B.1 can be solved analytically to give an exponential decay for $N_i(t)$:

$$N_i(t) = N_{0,i}e^{-k_{c,i}t} \quad (B.2)$$

where $N_{0,i}$ is the initial number concentration at size bin $i$. The uncertainty in the number concentration at size bin $i$ and time $t$, $\delta N_i(t)$, was derived by the following equations:

$$|\delta N_i(t)| = \delta \left(N_i(t)\right) = \delta \left(N_{0,i}e^{-k_{c,i}t}\right) \quad (B.3)$$

$$|\delta N_i(t)| = N_{0,i} \left[ \left( \frac{\partial}{\partial k_{c,i}} e^{-k_{c,i}t} \right) \delta k_{c,i} + \left( \frac{\partial}{\partial t} e^{-k_{c,i}t} \right) \delta t \right] \quad (B.4)$$

$$|\delta N_i(t)| = N_{0,i}e^{-k_{c,i}t} \cdot t \cdot \delta k_{c,i} = N_i(t) \cdot t \cdot \delta k_{c,i} \quad (B.5)$$

The total number concentration at time $t$, $N(t)$, can be calculated by summing the number concentrations at all size bins:

$$N(t) = \sum_i N_i(t) \quad (B.6)$$

The uncertainty in the total number concentration at time $t$, $\delta N(t)$, can be determined by:

$$\delta N(t) = \delta \left(N(t)\right) = \sqrt{\sum_i \delta N_i(t)^2} \quad (B.7)$$
B1.2 Volume

Once the number concentration at size bin \( i \) and time \( t \) is corrected for wall-losses, the volume concentration at the same size bin and time, \( V_i(t) \), can be determined:

\[
V_i(t) = \frac{\pi d_{p,i}^3}{6} N_i(t)
\]

where \( d_{p,i} \) is the particle size at size bin \( i \). The uncertainty in the volume concentration at size bin \( i \) and time \( t \), \( \delta_{V_i}(t) \), was derived by the following equations:

\[
\left| \delta_{V_i}(t) \right| = \delta(V_i(t)) = \frac{\pi d_{p,i}^3}{6} \delta(N_i(t)) \tag{B.9}
\]

\[
\left| \delta_{V_i}(t) \right| = \frac{\pi d_{p,i}^3}{6} N_i(t) \cdot t \cdot \delta_{k_{c,i}} = V_i(t) \cdot t \cdot \delta_{k_{c,i}} \tag{B.10}
\]

Similar to the total number concentration, the total volume concentration at time \( t \), \( V(t) \), can be calculated by:

\[
V(t) = \sum_i V_i(t) \tag{B.11}
\]

and the uncertainty in the total volume concentration at time \( t \), \( \delta_V(t) \), can be determined by:

\[
\delta_V(t) = \delta(V(t)) = \sqrt{\sum_i \delta_{V_i(t)}^2} \tag{B.12}
\]

B1.3 Mass

With the volume concentration known at size bin \( i \) and time \( t \), the mass concentration at the same size bin and time, \( M_i(t) \), is determined by:

\[
M_i(t) = \rho V_i(t) \tag{B.13}
\]

where \( \rho \) is the particle density. The uncertainty in the mass concentration at size bin \( i \) and time \( t \), \( \delta_{M_i}(t) \), was derived by the following equations:

\[
\left| \delta_{M_i}(t) \right| = \delta(M_i(t)) = \rho \delta(V_i(t)) \tag{B.14}
\]
\[ |\delta_{M_i}(t)| = \rho V_i(t) \cdot t \cdot \delta_{k_{c,i}} = M_i(t) \cdot t \cdot \delta_{k_{c,i}} \]  
(B.15)

The total mass concentration at time \( t \), \( M(t) \), can be calculated by:

\[ M(t) = \sum_i M_i(t) \]  
(B.16)

and the uncertainty in the total volume concentration at time \( t \), \( \delta_M(t) \), can be determined by:

\[ \delta_M(t) = \delta(M(t)) = \sqrt{\sum_i \delta_{M_i}(t)^2} \]  
(B.17)

### B1.4 Areogram MFR

The corrected MFR at time \( t \), \( MFR(t) \), used in the areograms can be calculated by the following equation:

\[ MFR(t) = \frac{M(t)}{M_0} \]  
(B.18)

where \( M(t) \) and \( M_0 \) are the corrected mass concentration at time \( t \) and the initial mass concentration in the dilution chamber, respectively. Therefore, the uncertainty of the MFR at time \( t \), \( \delta_{MFR}(t) \), can be determined by:

\[ \delta_{MFR}(t) = MFR(t) \sqrt{\left(\frac{\delta_M(t)}{M(t)}\right)^2 + \left(\frac{\delta_{M_0}}{M_0}\right)^2} \]  
(B.19)

where \( \delta_{M_0} \) is the uncertainty of the initial mass concentration in the dilution chamber.

### B1.5 Mean volume diameter

The corrected mean volume particle diameter at time \( t \), \( d_{p,v,mean}(t) \), can be calculated by:

\[ d_{p,v,mean}(t) = \frac{\sum_i d_{p,v,i} V_i(t)}{V(t)} \]  
(B.20)
Therefore, the uncertainty of the corrected mean volume particle diameter at time $t$, $\delta_{d_{p,v,mean}}(t)$, can be determined by:

$$\delta_{d_{p,v,mean}}(t) = d_{p,v,mean}(t) \sqrt{\frac{\left(\sqrt{\sum_i d_{p,i}^2 \delta_{v_i}^2(t)}\right)^2}{\sum_i d_{p,i} v_i(t)}} + \left(\frac{\delta_v(t)}{V(t)}\right)^2$$

(B.21)
B2 Particle losses in the pump used for the transfer to the dilution chamber

Figure B.1. Particle losses as a function of particle size due to transferring aerosol from the main chamber to the dilution chamber. The losses were measured by transferring ammonium sulfate particles from the main chamber to the dilution chamber and comparing the size distributions. The error bars represent one standard deviation of the mean.
Figure B.2. An example of the coagulation-corrected particle wall-loss rate constants, $k_c$, as a function of particle diameter. The error bars represent the uncertainty of the rate constant, calculated by $\sigma_{k_{ci}}/\sqrt{N}$, where $\sigma_{k_{ci}}$ is the standard deviation of $k_c$ for a certain particle size, $i$, and $N$ is the total number of time steps used.
Figure B.3. The raw (black line) and particle wall-loss corrected (red line) ammonium sulfate mass concentration for Experiment AP1. The ammonium sulfate injection started in the dilution chamber around 9.5 h after the SOA experiment began.
### B5 Estimating SOA volatility distributions using thermograms

Table B.1. The estimated SOA composition and corresponding properties from the model fitting only the thermograms.

<table>
<thead>
<tr>
<th>SOA Composition (%)</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AP1</td>
</tr>
<tr>
<td>SVOCs</td>
<td>49 ± 20</td>
</tr>
<tr>
<td>LVOCs</td>
<td>51 ± 20</td>
</tr>
<tr>
<td>(\Delta H_{vap} , (kJ , mol^{-1}))</td>
<td>93 ± 20</td>
</tr>
<tr>
<td>Accomodation Coefficient&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.09 (0.07-0.29)</td>
</tr>
</tbody>
</table>

<sup>a</sup>The values in parentheses represent the uncertainty range for the estimated accommodation coefficients.
Figure B.4. The thermogram for Experiment (a) AP1 and (b) CH1. Black circles represent TD-loss corrected SMPS measurements with the error bars representing 1 standard deviation of the mean. The red line is the best fit from the model using only the thermogram as an input.
B6 Estimating SOA volatility distributions using thermograms and areograms

**Table B.2.** The estimated SOA composition and corresponding properties from the model fitting the thermograms and areograms simultaneously.

<table>
<thead>
<tr>
<th>SOA Composition (%)</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AP1</td>
</tr>
<tr>
<td>IVOCs</td>
<td>N/A</td>
</tr>
<tr>
<td>SVOCs</td>
<td>31 ± 14</td>
</tr>
<tr>
<td>LVOCs</td>
<td>56 ± 15</td>
</tr>
<tr>
<td>ELVOCs</td>
<td>13 ± 12</td>
</tr>
<tr>
<td>ΔH\text{vap} (kJ mol\text{-1})</td>
<td>129 ± 26</td>
</tr>
<tr>
<td>Accomodation Coefficient\text{a}</td>
<td>0.08 (0.06-0.30)</td>
</tr>
</tbody>
</table>

\text{aThe values in parentheses represent the uncertainty range for the estimated accommodation coefficients.}
B7 Estimating SOA volatility distributions using thermograms and areograms accounting for vapor-phase wall-losses

Table B.3. The estimated SOA composition and vapor-phase wall-loss constant for all experiments.

<table>
<thead>
<tr>
<th>SOA Composition (%)</th>
<th>AP1</th>
<th>AP2</th>
<th>AP3</th>
<th>AP4</th>
<th>CH1</th>
<th>CH2</th>
<th>CH3</th>
<th>CH4</th>
</tr>
</thead>
<tbody>
<tr>
<td>IVOCs</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>5 ± 6</td>
<td>6 ± 5</td>
<td>18 ± 10</td>
<td>8 ± 7</td>
</tr>
<tr>
<td>SVOCs</td>
<td>23 ± 10</td>
<td>31 ± 11</td>
<td>35 ± 10</td>
<td>14 ± 5</td>
<td>81 ± 9</td>
<td>72 ± 9</td>
<td>62 ± 12</td>
<td>62 ± 10</td>
</tr>
<tr>
<td>LVOCs</td>
<td>68 ± 12</td>
<td>53 ± 11</td>
<td>49 ± 11</td>
<td>79 ± 9</td>
<td>14 ± 7</td>
<td>22 ± 7</td>
<td>20 ± 6</td>
<td>30 ± 8</td>
</tr>
<tr>
<td>ELVOCs</td>
<td>9 ± 7</td>
<td>16 ± 5</td>
<td>16 ± 5</td>
<td>7 ± 8</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>$k_{v,w}$ (h$^{-1}$)</td>
<td>1.8 ± 3.0</td>
<td>1.5 ± 2.8</td>
<td>0.5 ± 1.0</td>
<td>2.3 ± 3.4</td>
<td>1.9 ± 2.8</td>
<td>1.8 ± 3.0</td>
<td>1.5 ± 2.7</td>
<td>1.7 ± 2.9</td>
</tr>
</tbody>
</table>
Figure B.5. Thermograms for Experiment AP1 assuming the volatility distribution from Fig. 3.7 and the $\Delta H_{vap}$ from Table B.2. The mass accommodation coefficient goes from (a) 0.0001, (b) 0.001, (c) 0.01, and (d) 0.1 to 1 at 100°C.
Figure B.6. Thermograms for Experiment CH1 assuming the volatility distribution from Fig. 3.7 and the $\Delta H_{\text{vap}}$ from Table B.2. The mass accommodation coefficient goes from (a) 0.0001, (b) 0.001, (c) 0.01, and (d) 0.1 to 1 at 100°C.
Appendix C

Elemental ratio behavior from SOA in Chapter 3
C.1 Elemental ratios

The average oxygen-to-carbon (O:C) ratio, hydrogen-to-carbon (H:C) ratio, and carbon oxidation state (OSc, $OS_c \approx 2(O:C) - H:C$) in the main chamber for all experiments in Chapter 3 are shown in Table C.1. The SOA generated from the ozonolysis of cyclohexene had, on average, slightly higher O:C ratios, but similar H:C ratios to the $\alpha$-pinene ozonolysis SOA, resulting in the cyclohexene SOA having a higher average carbon oxidation state.

The average O:C ratios, H:C ratios, and OSc as a function of TD temperature for all experiments are shown in Figs. C.1–C.6. In the $\alpha$-pinene experiments, the average O:C ratios remained fairly constant or decreased slightly upon heating until decreasing significantly around 120°C (Fig. C.1). The average H:C ratios in these experiments also remained fairly constant upon heating, but began decreasing rapidly around 70°C (Fig. C.2). Therefore, the average OSc for the $\alpha$-pinene experiments remained constant at low TD temperatures, but then increased slightly around 70°C due to the H:C ratios decreasing and then started decreasing again around 120°C when the O:C ratios started decreasing (Fig. C.3). In contrast, in the cyclohexene experiments, the average O:C ratios increased upon heating in the TD, reached a maximum around 70°C, and then decreased upon further heating (Fig. C.4). The average H:C ratios in these experiments decreased almost immediately upon heating (Fig. C.5), and, therefore, the average OSc increased significantly upon heating, but reached a maximum around 110°C and started decreasing due to the O:C ratios decreasing (Fig. C.6).

Although the thermograms from the $\alpha$-pinene and cyclohexene experiments appear quite similar, the elemental ratios of the particles behave differently in the TD. Through the TD at 70°C, the MFRs of all experiments were around 0.65. However, the elemental ratios for the $\alpha$-pinene ozonolysis SOA remained fairly constant up to this temperature, but the average O:C ratios for the
cyclohexene ozonolysis SOA were increasing while the average H:C ratios were decreasing, indicating that what evaporated in the α-pinene experiments at these lower temperatures had similar composition, but the cyclohexene ozonolysis SOA components that evaporated were less oxidized (i.e. they had lower O:C ratios and higher H:C ratios, on average) than the remaining SOA. At higher TD temperatures, both SOA systems responded similarly with the elemental ratios decreasing upon heating, indicating that the least volatile compounds in both systems had lower O:C and H:C ratios than the average SOA in the main chamber. It is important to note that, at these higher temperatures, the average OS_{c} remained the same or was slightly lower than the average OS_{c} in the main chamber for the α-pinene ozonolysis SOA, but the average OS_{c} was higher than the average OS_{c} in the main chamber for the cyclohexene ozonolysis SOA in all experiments except for Experiment CH4, demonstrating that while the elemental ratios may behave similarly, the oxidation state of these particles can be quite different.

The average O:C ratios, H:C ratios, and OS_{c} as a function of time in the dilution chamber for all experiments are shown in Figs. C.7–C.12. The average O:C ratios in both systems remained fairly constant upon dilution, but then began decreasing as time progressed (Figs. C.7 and C.10). The average H:C ratios for the α-pinene ozonolysis SOA decreased immediately upon dilution, but then remained constant or decreased slightly at longer times while the average H:C ratios for the cyclohexene ozonolysis SOA decreased more gradually over time after dilution (Figs. C.8 and C.11). Finally, the average OS_{c} increased immediately, but then decreased at longer dilution times for the α-pinene ozonolysis SOA while the average OS_{c} increased gradually upon dilution and then remained constant for the remainder of the experiment for the cyclohexene ozonolysis SOA (Figs. C.9 and C.12).
Table C.1. The average O:C ratio, H:C ratio, and average OS$_c$ in the main chamber for all experiments in Chapter 3.

<table>
<thead>
<tr>
<th>Exp.</th>
<th>O:C</th>
<th>H:C</th>
<th>OS$_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP1</td>
<td>0.44</td>
<td>1.61</td>
<td>-0.73</td>
</tr>
<tr>
<td>AP2</td>
<td>0.44</td>
<td>1.69</td>
<td>-0.81</td>
</tr>
<tr>
<td>AP3</td>
<td>0.43</td>
<td>1.71</td>
<td>-0.85</td>
</tr>
<tr>
<td>AP4</td>
<td>0.41</td>
<td>1.62</td>
<td>-0.80</td>
</tr>
<tr>
<td>CH1</td>
<td>0.45</td>
<td>1.67</td>
<td>-0.76</td>
</tr>
<tr>
<td>CH2</td>
<td>0.46</td>
<td>1.67</td>
<td>-0.74</td>
</tr>
<tr>
<td>CH3</td>
<td>0.47</td>
<td>1.62</td>
<td>-0.68</td>
</tr>
<tr>
<td>CH4</td>
<td>0.49</td>
<td>1.63</td>
<td>-0.65</td>
</tr>
</tbody>
</table>
Figure C.1. Average O:C ratios through the TD for Experiment (a) AP1, (b) AP2, (c) AP3, and (d) AP4. The dotted line represents the average O:C ratio in the main chamber for the experiment. The error bars represent one standard deviation of the mean.
Figure C.2. Average H:C ratios through the TD for Experiment (a) AP1, (b) AP2, (c) AP3, and (d) AP4. The dotted line represents the average H:C ratio in the main chamber for the experiment. The error bars represent one standard deviation of the mean.
Figure C.3. The average $\text{OS}_c$ through the TD for Experiment (a) AP1, (b) AP2, (c) AP3, and (d) AP4. The dotted line represents the average $\text{OS}_c$ in the main chamber for the experiment. The error bars represent one standard deviation of the mean.
Figure C.4. Average O:C ratios through the TD for Experiment (a) CH1, (b) CH2, (c) CH3, and (d) CH4. The dotted line represents the average O:C ratio in the main chamber for the experiment. The error bars represent one standard deviation of the mean.
Figure C.5. Average H:C ratios through the TD for Experiment (a) CH1, (b) CH2, (c) CH3, and (d) CH4. The dotted line represents the average H:C ratio in the main chamber for the experiment. The error bars represent one standard deviation of the mean.
**Figure C.6.** The average OS\(_c\) through the TD for Experiment (a) CH1, (b) CH2, (c) CH3, and (d) CH4. The dotted line represents the average OS\(_c\) in the main chamber for the experiment. The error bars represent one standard deviation of the mean.
Figure C.7. Average O:C ratios in the dilution chamber for Experiment (a) AP1, (b) AP2, (c) AP3, and (d) AP4. The dotted line represents the average O:C ratio in the main chamber just before dilution. The error bars represent one standard deviation of the mean.
Figure C.8. Average H:C ratios in the dilution chamber for Experiment (a) AP1, (b) AP2, (c) AP3, and (d) AP4. The dotted line represents the average H:C ratio in the main chamber just before dilution. The error bars represent one standard deviation of the mean.
Figure C.9. The average $O_{S_c}$ in the dilution chamber for Experiment (a) AP1, (b) AP2, (c) AP3, and (d) AP4. The dotted line represents the average $O_{S_c}$ in the main chamber just before dilution. The error bars represent one standard deviation of the mean.
Figure C.10. Average O:C ratios in the dilution chamber for Experiment (a) CH1, (b) CH2, (c) CH3, and (d) CH4. The dotted line represents the average O:C ratio in the main chamber just before dilution. The error bars represent one standard deviation of the mean.
Figure C.11. Average H:C ratios in the dilution chamber for Experiment (a) CH1, (b) CH2, (c) CH3, and (d) CH4. The dotted line represents the average H:C ratio in the main chamber just before dilution. The error bars represent one standard deviation of the mean.
**Figure C.12.** The average $O_{S_e}$ in the dilution chamber for Experiment (a) CH1, (b) CH2, (c) CH3, and (d) CH4. The dotted line represents the average $O_{S_e}$ in the main chamber just before dilution. The error bars represent one standard deviation of the mean.
Appendix D

Supplementary information for Chapter 4
D1 Model results with and without vapor-phase wall-losses

Both versions of the model (with and without vapor-phase wall-losses) were able to reproduce the experimental results with only minor deviations. Examples from Experiments AP1, LM1, and CH1 showing the results from both models are shown in Figs. D.1, D.2, and D.3, respectively. The fits from both versions of the model were nearly identical with deviations of less than a few percent. In addition, the volatility distribution estimates were almost the same. As noted in Cain et al. (2020), the model that accounts for vapor wall-losses decreases the overall SOA volatility because it attributes more of the evaporation in the dilution chamber to more volatile SOA components. Furthermore, we minimized the time in the dilution chamber to avoid vapor wall-losses playing a major role. Therefore, we only used the results from the model that does not account for vapor-phase wall-losses for our analysis.
Figure D.1. The (a) thermogram and (b) areogram for Experiment AP1 with fits from the model with (blue dashed line) and without (red solid line) vapor wall-losses. The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty resulting from correcting for particle wall-losses. (c) SOA composition for Experiment AP1 along with their uncertainties (± one standard deviation) from the model with and without vapor wall-losses. The ELVOCs are shown in grey, LVOCs in red, and SVOCs in green. The uncertainties for the ELVOCs, LVOCs, and SVOCs are shown in black, red, and green respectively.
Figure D.2. The (a) thermogram and (b) areogram for Experiment LM1 with fits from the model with (blue dashed line) and without (red solid line) vapor wall-losses. The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty resulting from correcting for particle wall-losses. (c) SOA composition for Experiment LM1 along with their uncertainties (± one standard deviation) from the model with and without vapor wall-losses. The ELVOCs are shown in grey, LVOCs in red, and SVOCs in green. The uncertainties for the ELVOCs, LVOCs, and SVOCs are shown in black, red, and green respectively.
Figure D.3. The (a) thermogram and (b) areogram for Experiment CH1 with fits from the model with (blue dashed line) and without (red solid line) vapor wall-losses. The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty resulting from correcting for particle wall-losses and pump losses. (c) SOA composition for Experiment CH1 along with their uncertainties ($\pm$ one standard deviation) from the model with and without vapor wall-losses. The LVOCs are shown in red, SVOCs in green, and IVOCs in blue. The uncertainties for the LVOCs, SVOCs, and IVOCs are shown in red, green, and blue respectively.
Figure D.4. The (a) thermogram and (b) areogram for the ammonium sulfate particles. The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty that results from correcting for particle wall-losses. (c) The activation diameter measured at three CCNC supersaturations for the BP (green), four TD temperatures (red, light blue, magenta, and orange), dilution chamber (dark blue), and Köhler theory (black) for the ammonium sulfate particles. The error bars represent one standard deviation of the mean activation diameter. The Köhler theory bar was calculated assuming a surface tension of 0.072 J m\(^{-2}\) at 25°C.
D3 SOA experiments

D3.1 α-Pinene ozonolysis SOA

D3.1.1 Experiment AP1

**Figure D.5.** The estimated mass fraction in the particulate-phase of Experiment AP1 for SVOCs (green), LVOCs (red), and ELVOCs (grey) as a function of (a) TD temperature and (b) dilution time.
D3.1.2 Experiment AP2

Figure D.6. The (a) thermogram and (b) areogram for Experiment AP2 with fits from the model (red line). The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty resulting from correcting for particle wall-losses. (c) SOA composition for Experiment AP2 along with their uncertainties (± one standard deviation) from the model. The ELVOCs are shown in grey, LVOCs in red, and SVOCs in green. The uncertainties for the ELVOCs, LVOCs, and SVOCs are shown in black, red, and green respectively.
Figure D.7. The average (a) O:C and (b) \( \kappa \) as a function of TD temperature for Experiment AP2. The average (c) O:C and (d) \( \kappa \) as a function of dilution time. The error bars represent one standard deviation of the mean O:C or \( \kappa \). Also shown are the average O:C (blue line) and \( \kappa \) (magenta line) along with \( \pm \) one standard deviation (grey area) of the mean measured in the main chamber during Experiment AP2.
Figure D.8. The (a) thermogram and (b) areogram for Experiment AP3 with fits from the model (red line). The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty resulting from correcting for particle wall-losses. (c) SOA composition for Experiment AP3 along with their uncertainties (± one standard deviation) from the model. The ELVOCs are shown in grey, LVOCs in red, and SVOCs in green. The uncertainties for the ELVOCs, LVOCs, and SVOCs are shown in black, red, and green respectively.
Figure D.9. The average (a) O:C and (b) $\kappa$ as a function of TD temperature for Experiment AP3. The average (c) O:C and (d) $\kappa$ as a function of dilution time. The error bars represent one standard deviation of the mean O:C or $\kappa$. Also shown are the average O:C (blue line) and $\kappa$ (magenta line) along with $\pm$ one standard deviation (grey area) of the mean measured in the main chamber during Experiment AP3.
D3.1.4 Experiment AP4

**Figure D.10.** The (a) thermogram and (b) areogram for Experiment AP4 with fits from the model (red line). The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty resulting from correcting for particle wall-losses. (c) SOA composition for Experiment AP4 along with their uncertainties (± one standard deviation) from the model. The ELVOCs are shown in grey, LVOCs in red, and SVOCs in green. The uncertainties for the ELVOCs, LVOCs, and SVOCs are shown in black, red, and green respectively.
Figure D.11. The average (a) O:C and (b) $\kappa$ as a function of TD temperature for Experiment AP4. The average (c) O:C and (d) $\kappa$ as a function of dilution time. The error bars represent one standard deviation of the mean O:C or $\kappa$. Also shown are the average O:C (blue line) and $\kappa$ (magenta line) along with $\pm$ one standard deviation (grey area) of the mean measured in the main chamber during Experiment AP4.
D3.2 Limonene ozonolysis SOA

D3.2.1 Experiment LM1

Figure D.12. The estimated mass fraction in the particulate-phase of Experiment LM1 for SVOCs (green), LVOCs (red), and ELVOCs (grey) as a function of (a) TD temperature and (b) dilution time.
D3.2.2 Experiment LM2

Figure D.13. The (a) thermogram and (b) areogram for Experiment LM2 with fits from the model (red line). The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty resulting from correcting for particle wall-losses. (c) SOA composition for Experiment LM2 along with their uncertainties (± one standard deviation) from the model. The ELVOCs are shown in grey, LVOCs in red, and SVOCs in green. The uncertainties for the ELVOCs, LVOCs, and SVOCs are shown in black, red, and green respectively.
Figure D.14. The average (a) O:C and (b) $\kappa$ as a function of TD temperature for Experiment LM2. The average (c) O:C and (d) $\kappa$ as a function of dilution time. The error bars represent one standard deviation of the mean O:C or $\kappa$. Also shown are the average O:C (blue line) and $\kappa$ (magenta line) along with $\pm$ one standard deviation (grey area) of the mean measured in the main chamber during Experiment LM2.
D3.2.3 Experiment LM3

Figure D.15. The (a) thermogram and (b) areogram for Experiment LM3 with fits from the model (red line). The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty resulting from correcting for particle wall-losses. (c) SOA composition for Experiment LM3 along with their uncertainties (± one standard deviation) from the model. The ELVOCs are shown in grey, LVOCs in red, and SVOCs in green. The uncertainties for the ELVOCs, LVOCs, and SVOCs are shown in black, red, and green respectively.
Figure D.16. The average (a) O:C and (b) κ as a function of TD temperature for Experiment LM3. The average (c) O:C and (d) κ as a function of dilution time. The error bars represent one standard deviation of the mean O:C or κ. Also shown are the average O:C (blue line) and κ (magenta line) along with ± one standard deviation (grey area) of the mean measured in the main chamber during Experiment LM3.
D3.3 Cyclohexene ozonolysis SOA

D3.3.1 Experiment CH1

**Figure D.17.** The estimated mass fraction in the particulate-phase of Experiment CH1 for IVOCs (blue), SVOCs (green), and LVOCs (red) as a function of (a) TD temperature and (b) dilution time.
Figure D.18. The (a) thermogram and (b) areogram for Experiment CH2 with fits from the model (red line). The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty resulting from correcting for particle wall-losses and pump losses. (c) SOA composition for Experiment CH2 along with their uncertainties (± one standard deviation) from the model. The LVOCs are shown in red, SVOCs in green, and IVOCs in blue. The uncertainties for the LVOCs, SVOCs, and IVOCs are shown in red, green, and blue respectively.
Figure D.19. The average (a) O:C and (b) $\kappa$ as a function of TD temperature for Experiment CH2. The average (c) O:C and (d) $\kappa$ as a function of dilution time. The error bars represent one standard deviation of the mean O:C or $\kappa$. Also shown are the average O:C (blue line) and $\kappa$ (magenta line) along with ± one standard deviation (grey area) of the mean measured in the main chamber during Experiment CH2.
Figure D.20. The (a) thermogram and (b) areogram for Experiment CH3 with fits from the model (red line). The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty resulting from correcting for particle wall-losses and pump losses. (c) SOA composition for Experiment CH3 along with their uncertainties (± one standard deviation) from the model. The LVOCs are shown in red, SVOCs in green, and IVOCs in blue. The uncertainties for the LVOCs, SVOCs, and IVOCs are shown in red, green, and blue respectively.
Figure D.21. The average (a) O:C and (b) \( \kappa \) as a function of TD temperature for Experiment CH3. The average (c) O:C and (d) \( \kappa \) as a function of dilution time. The error bars represent one standard deviation of the mean O:C or \( \kappa \). Also shown are the average O:C (blue line) and \( \kappa \) (magenta line) along with \( \pm \) one standard deviation (grey area) of the mean measured in the main chamber during Experiment CH3.
D3.3.4 Experiment CH4

**Figure D.22.** The (a) thermogram and (b) areogram for Experiment CH4 with fits from the model (red line). The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty resulting from correcting for particle wall-losses and pump losses. (c) SOA composition for Experiment CH4 along with their uncertainties (± one standard deviation) from the model. The LVOCs are shown in red, SVOCs in green, and IVOCs in blue. The uncertainties for the LVOCs, SVOCs, and IVOCs are shown in red, green, and blue respectively.
Figure D.23. The average (a) O:C and (b) $\kappa$ as a function of TD temperature for Experiment CH4. The average (c) O:C and (d) $\kappa$ as a function of dilution time. The error bars represent one standard deviation of the mean O:C or $\kappa$. Also shown are the average O:C (blue line) and $\kappa$ (magenta line) along with $\pm$ one standard deviation (grey area) of the mean measured in the main chamber during Experiment CH4.
D3.3.5 Experiment CH5

Figure D.24. The (a) thermogram and (b) areogram for Experiment CH5 with fits from the model (red line). The error bars in (a) represent one standard deviation of the mean MFR while the error bars in (b) represent the uncertainty resulting from correcting for particle wall-losses and pump losses. (c) SOA composition for Experiment CH5 along with their uncertainties (± one standard deviation) from the model. The LVOCs are shown in red, SVOCs in green, and IVOCs in blue. The uncertainties for the LVOCs, SVOCs, and IVOCs are shown in red, green, and blue respectively.
Figure D.25. The average (a) O:C and (b) $\kappa$ as a function of TD temperature for Experiment CH5. The average (c) O:C and (d) $\kappa$ as a function of dilution time. The error bars represent one standard deviation of the mean O:C or $\kappa$. Also shown are the average O:C (blue line) and $\kappa$ (magenta line) along with $\pm$ one standard deviation (grey area) of the mean measured in the main chamber during Experiment CH5.
Table D.1. Results from the analysis on the initial properties in the dilution chamber.

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Dilution Ratio</th>
<th>Main/Dilution Mass Ratio(^a)</th>
<th>Mean Volume Diameter (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Main Chamber</td>
</tr>
<tr>
<td>CH1</td>
<td>9.13</td>
<td>10.42</td>
<td>240</td>
</tr>
<tr>
<td>CH2</td>
<td>8.85</td>
<td>10.14</td>
<td>273</td>
</tr>
<tr>
<td>CH3</td>
<td>11.22</td>
<td>13.69</td>
<td>262</td>
</tr>
<tr>
<td>CH4</td>
<td>9.00</td>
<td>11.11</td>
<td>276</td>
</tr>
<tr>
<td>CH5</td>
<td>8.24</td>
<td>9.13</td>
<td>307</td>
</tr>
</tbody>
</table>

\(^a\)After correction for pump losses.
**Figure D.26.** The (a) O:C and (b) $\kappa$ distributions as a function of volatility for the $\alpha$-pinene ozonolysis SOA examined in this study with (solid bars) and without (patterned bars) dilution. The error bars were calculated from the standard deviation that results from determining O:C and $\kappa$ distributions for each experiment and represent variability between experiments.
Appendix E

Hygroscopicity, oxidation level, and volatility measurements of fresh and aged biomass-burning aerosol
E1 Experimental section

E1.1 Experimental procedure

Smog chamber experiments were conducted in the Air Quality Laboratory (AQL) at Carnegie Mellon University to investigate the physiochemical properties of biomass-burning aerosol (BBA). All experiments were conducted in a 12 m³ Teflon reactor (Welch Fluorocarbons). Full details on the experimental setup can be found in Jahl et al. (2020). Briefly, a small fuel sample (~0.5 kg) was ignited in the AQL’s combustion room and the emissions during the burn were transferred to the smog chamber via two ejector dilutors (Dekati, DI-1000) in parallel. Sawgrass, cutgrass, and ponderosa pine were used as fuels. After the burn was completed, the fresh BBA were characterized with a suite of aerosol instrumentation for roughly 2 h. After characterization of the fresh emissions, the BBA were aged for 3–4 h using three different types of experiments to simulate atmospheric processing. The first type of experiment performed involved the injection of ozone into the smog chamber and aging in the dark. In the second set of experiments, nitrous acid (HONO) was injected and the UV lights were turned on, simulating photochemical aging with OH and other oxidants. Finally, a number of control experiments were performed in the dark without the introduction of any oxidants. The conditions for the 11 experiments examined in this study are summarized in Table E.1.

A differential mobility analyzer (DMA, TSI, model 3081) was coupled with a condensation particle counter (CPC, TSI, model 3072) and a cloud condensation nuclei (CCN) counter (CCNC, Droplet Measurement Technologies) to measure the CCN activity of the BBA. The CPC and CCNC used flow rates of 0.3 and 0.5 L min⁻¹ respectively. The sheath flow of the DMA was set to 4 L min⁻¹, with an upscan of 120 s and downscan of 15 s. The CCNC used a variety of water supersaturations (SS) to characterize the aerosol, which are denoted in Table E.1.
Table E.1. Experimental conditions examined in this study.

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Fuel</th>
<th>CCNC SS (%)</th>
<th>Aging Scheme</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sawgrass 1</td>
<td>0.29, 0.49, 0.69</td>
<td>Control</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Sawgrass 2</td>
<td>0.29, 0.49, 0.69</td>
<td>Ozone</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Sawgrass 3</td>
<td>0.29, 0.49, 0.69</td>
<td>HONO + UV</td>
<td>TD before injection</td>
</tr>
<tr>
<td>4</td>
<td>Sawgrass 4</td>
<td>0.18</td>
<td>HONO + UV</td>
<td>Setup from Cain and Pandis (2017)</td>
</tr>
<tr>
<td>5</td>
<td>Cutgrass 1</td>
<td>0.29, 0.49, 0.69</td>
<td>Ozone</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Cutgrass 2</td>
<td>0.29, 0.49, 0.69</td>
<td>HONO + UV</td>
<td>TD before injection</td>
</tr>
<tr>
<td>7</td>
<td>Cutgrass 3</td>
<td>0.15</td>
<td>Ozone</td>
<td>Setup from Cain and Pandis (2017)</td>
</tr>
<tr>
<td>8</td>
<td>Cutgrass 4</td>
<td>0.18</td>
<td>HONO + UV</td>
<td>Setup from Cain and Pandis (2017)</td>
</tr>
<tr>
<td>9</td>
<td>Ponderosa Pine 1</td>
<td>0.29, 0.49, 0.69</td>
<td>Control</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Ponderosa Pine 2</td>
<td>0.30, 0.40, 0.50</td>
<td>HONO + UV</td>
<td>TD before injection</td>
</tr>
<tr>
<td>11</td>
<td>Ponderosa Pine 3</td>
<td>0.55</td>
<td>HONO + UV</td>
<td>Setup from Cain and Pandis (2017)</td>
</tr>
</tbody>
</table>

Experiments 3, 6, and 10 used the thermodenuder (TD) from Cain and Pandis (2017) to evaporate the more volatile fraction of the aerosol before injection into the smog chamber. In these experiments, the TD was set to 250°C and the centerline residence time was 1 s. Experiments 4, 7, 8, and 11 included the experimental setup from Cain and Pandis (2017), which utilizes a TD followed by an Aerodyne soot particle aerosol mass spectrometer (SP-AMS, hereafter AMS) and the DMA coupled with the CPC and CCNC, to characterize the hygroscopicity and oxidation level of the BBA as a function of volatility. In these experiments, the TD used temperatures ranging from 25 to 200°C and a centerline residence time of 23 s.

E1.2 Data analysis

The DMA coupled with the CPC and CCNC were used with the scanning mobility CCN analysis (SMCA) technique (Moore et al., 2010) to generate activation curves, which express the fraction of particles that activate to become cloud droplets as a function of size at a given SS, for every DMA scan. The activation diameter, the diameter at which 50% of the particles activate, was calculated by fitting the activation curves with a sigmoidal function for each DMA scan. The
average activation diameter over several DMA scans, $d_{p,50}$, and CCNC SS, $s_c$, were combined with a parameterization of Köhler theory, referred to as κ-Köhler theory (Petters and Kreidenweis, 2007), to determine the apparent hygroscopicity parameter, $\kappa_{app}$, with the following equation:

$$\kappa_{app} = \frac{4A^3}{27d_{p,50}^3 \ln s_c}$$

(E.1)

where $A = 4\sigma_{s/a} M_w / RT \rho_w$. $\sigma_{s/a}$ is the surface tension of the solution/air interface, $M_w$ is the molecular weight of water, $R$ is the universal gas constant, $T$ is the temperature, and $\rho_w$ is the density of water. For our calculations, we used the surface tension of water and a temperature of 25°C.

For the experiments with the setup from Cain and Pandis (2017), biomass-burning organic aerosol (BBOA) concentrations were determined from the AMS in V-mode with the laser off and an assumed collection efficiency of unity. The BBOA concentrations through the TD were used to generate thermograms, particle mass fraction remaining (MFR) as a function of TD temperature, by dividing the average BBOA mass concentration in the TD at a certain temperature by the average BBOA mass concentration in the chamber. The TD data were corrected for size and temperature-dependent particle losses following the method in Cain and Pandis (2017). The oxygen-to-carbon ratio (O:C) was also calculated for the BBOA from the AMS in V-mode with the laser off using the method from Canagaratna et al. (2015).

**E2 Results and discussion**

**E2.1 Fresh BBA hygroscopicity**

Fig. E.1 displays the average $\kappa_{app}$ of the fresh and aged BBA for all SS and experiments. The $\kappa_{app}$ and the corresponding SS for each experiment are shown in Table E.2. The $\kappa_{app}$ of the
fresh aerosol ranged from 0.07 to 0.95. The \( \kappa_{\text{app}} \) of the fresh BBA from ponderosa pine was significantly lower and less variable than the \( \kappa_{\text{app}} \) of the fresh BBA from the sawgrass and cutgrass. The \( \kappa_{\text{app}} \) of the fresh BBA from ponderosa pine ranged from 0.07 to 0.10 whereas the \( \kappa_{\text{app}} \) of the fresh BBA from the grass experiments ranged from 0.21 to 0.95. This is consistent with previous studies examining BBA from evergreens and grasses (Petters et al., 2009; Engelhart et al., 2012), indicating that variations in CCN activity were largely due to the inorganic components of the BBA, which have significantly higher \( \kappa \) values than the organic components (Petters and Kreidenweis, 2007). The non-refractory fraction of the emitted aerosol from the burning of the grasses contained \( \sim 25\% \) inorganic components, such as sulfate, nitrate, and chloride (Jahl et al., 2020). On the other hand, the BBA from ponderosa pine was mostly organic and black carbon with small fractions (\(< 5\%\)) of inorganic components (Jahl et al., 2020). However, since the AMS only measures the non-refractory components of sub-micron particulate matter, more detailed composition information, especially for the refractory inorganic components, is required to determine \( \kappa \) values of the BBOA (Engelhart et al., 2012).

As seen in Fig. E.1, nearly all of the \( \kappa_{\text{app}} \) values above 0.6 were from the grass experiments where the TD removed the more volatile fraction from the BBA. In these experiments, the TD decreased the BBOA concentrations in the AMS to around 2 \( \mu \text{g m}^{-3} \) and the BBA was comprised of mostly inorganic components and black carbon (Jahl et al., 2020). However, in Experiment 10, since the inorganic emissions from ponderosa pine were low, the remaining BBA after passing through the TD was not very hygroscopic and did not activate in the CCNC during the fresh characterization phase.
Figure E.1. The $\kappa_{\text{app}}$ of the fresh (bars) and aged (diamonds) BBA from all experiments for all supersaturations (paired SS-$\kappa_{\text{app}}$ values can be found in Table E.2). Grey bars indicate experiments in which the TD was used prior to injection in the chamber. Control experiments are represented by blue diamonds, ozone aging by green diamonds, and hydroxyl radical aging by magenta diamonds. Error bars represent one standard deviation of the average $\kappa_{\text{app}}$.

The fresh $\kappa_{\text{app}}$ values at different SS in Table E.2 indicate that there were probably variations in composition as a function of size for the BBA because the $\kappa_{\text{app}}$ values varied by SS. This was more pronounced in the grass experiments in which the TD removed the organic components (Experiments 3 and 6). For example, in Experiment 4, the fresh $\kappa_{\text{app}}$ at a SS of 0.18% for sawgrass BBA was 0.21, but, in Experiment 1, the fresh $\kappa_{\text{app}}$ at a SS of 0.69% was 0.61. The lower $\kappa_{\text{app}}$ at the lower SS is indicative of more organic components at larger particle sizes, decreasing CCN activity, but this is not conclusive due to variations between burns. Likewise, when the TD removed the organic components of the BBA from the grasses prior to injection into the chamber, the fresh $\kappa_{\text{app}}$ decreased as SS increased, indicating that there could have been a
higher concentration of inorganics at larger particle sizes, but, in experiments where the TD was not used, organics were also at these sizes and decreased the overall hygroscopicity considerably.

**Table E.2.** The average fresh and aged $\kappa_{\text{app}}$ as a function of CCNC SS for each experiment.

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Fuel</th>
<th>CCNC SS (%)</th>
<th>Fresh $\kappa_{\text{app}}$</th>
<th>Aged $\kappa_{\text{app}}$</th>
<th>Aging Scheme</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sawgrass 1</td>
<td>0.49</td>
<td>0.48</td>
<td>0.47</td>
<td>Control</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.69</td>
<td>0.61</td>
<td>0.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Sawgrass 2</td>
<td>0.49</td>
<td>0.52</td>
<td>0.57</td>
<td>Ozone</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.69</td>
<td>0.59</td>
<td>1.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Sawgrass 3</td>
<td>0.49</td>
<td>0.72</td>
<td>0.71</td>
<td>HONO + UV</td>
<td>TD before injection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.69</td>
<td>0.55</td>
<td>0.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Sawgrass 4</td>
<td>0.18</td>
<td>0.21</td>
<td>0.29</td>
<td>HONO + UV</td>
<td>Setup from Cain and Pandis (2017)</td>
</tr>
<tr>
<td>5</td>
<td>Cutgrass 1</td>
<td>0.49</td>
<td>0.38</td>
<td>0.51</td>
<td>Ozone</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.69</td>
<td>0.35</td>
<td>0.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Cutgrass 2</td>
<td>0.49</td>
<td>0.77</td>
<td>0.73</td>
<td>HONO + UV</td>
<td>TD before injection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.69</td>
<td>0.50</td>
<td>0.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Cutgrass 3</td>
<td>0.15</td>
<td>0.33</td>
<td>0.50</td>
<td>Ozone</td>
<td>Setup from Cain and Pandis (2017)</td>
</tr>
<tr>
<td>8</td>
<td>Cutgrass 4</td>
<td>0.18</td>
<td>0.30</td>
<td>0.37</td>
<td>HONO + UV</td>
<td>Setup from Cain and Pandis (2017)</td>
</tr>
<tr>
<td>9</td>
<td>Ponderosa Pine 1</td>
<td>0.49</td>
<td>0.09</td>
<td>0.07</td>
<td>Control</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.69</td>
<td>0.10</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Ponderosa Pine 2</td>
<td>0.30</td>
<td>N/A</td>
<td>N/A</td>
<td>HONO + UV</td>
<td>TD before injection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.40</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.50</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Ponderosa Pine 3</td>
<td>0.55</td>
<td>0.07</td>
<td>0.11</td>
<td>HONO + UV</td>
<td>Setup from Cain and Pandis (2017)</td>
</tr>
</tbody>
</table>

$^a$The BBA did not activate at this SS.

$^b$The BBA began activating at the end of the experiment, but the activation diameter was changing with time.
E2.2 Aged BBA hygroscopicity

The average $\kappa_{\text{app}}$ of the aged BBA depended on the aging scheme and whether the TD was used to remove volatile components prior to injection (Fig. E.1). In the control experiments with no oxidants added to chamber, the $\kappa_{\text{app}}$, after more than 6 h in the chamber, did not differ significantly from the initial value, with differences of less than 5%. Interestingly, Jahl et al. (2020) observed enhanced ice nucleating ability for the BBA in these experiments after 4–6 h and attributed it to evaporation of organic components over the course of the experiments, revealing more ice active sites. However, ice nucleating ability is largely dependent on the number of ice active sites in the BBA whereas CCN activity in these systems is largely driven by the inorganic components of the BBA. Therefore, a small decrease in the overall concentration of organic components has less of an impact on the CCN activity, but can greatly affect ice nucleation potential.

Upon oxidation (either by ozone or hydroxyl radical), the aged $\kappa_{\text{app}}$ of the BBA increased when the TD was not used prior to injection. Both the dark and UV aging increased the oxidation level (measured by the O:C) of the BBA by over 70% (Jahl et al., 2020). Usually, as organic compounds become more oxidized, they become more water soluble, which explains the increased hygroscopicity observed after oxidation. When the TD was used prior to injection into the chamber, the aging of the BBA by the hydroxyl radical did not change the hygroscopicity from the fresh BBA, which was likely caused by there being little to no organic compounds to oxidize and, if they were oxidized, they contributed negligibly to the total volume. Interestingly, in Experiment 10, the fresh BBA from ponderosa pine did not activate at the SS used after using the TD prior to injection. However, after aging with the hydroxyl radical, the BBA began to activate and the activation diameter decreased as aging progressed (Fig. E.2), indicating that the small
organic fraction that did not volatilize in the TD for this experiment was not very hygroscopic, but, aging with the hydroxyl radical transformed the BBA into CCN active compounds.

![Graph showing the average activation diameter as a function of time in Experiment 10 for supersaturations of 0.3 (black), 0.4 (red), and 0.5% (green). Error bars represent one standard deviation of the average activation diameter. Addition of HONO for this experiment began at 12:20 and stopped at 12:40 when the UV lights were illuminated.](image)

**Figure E.2.** The average activation diameter as a function of time in Experiment 10 for supersaturations of 0.3 (black), 0.4 (red), and 0.5% (green). Error bars represent one standard deviation of the average activation diameter. Addition of HONO for this experiment began at 12:20 and stopped at 12:40 when the UV lights were illuminated.

**E2.3 Fresh and aged BBA hygroscopicity and oxidation level as a function of volatility**

Experiments 4, 7, 8, and 11 used the experimental approach from Cain and Pandis (2017) to examine the hygroscopicity and oxidation level of BBA as a function of volatility. The thermograms for the fresh and aged aerosol for these experiments can be seen in Fig. E.3. The thermograms for the fresh aerosol were similar regardless of fuel. There was over 20% of the BBOA remaining after passing through the TD at 200°C, indicating the presence of low (LVOCs) or extremely low (ELVOCs) volatility organic compounds in the BBOA from these burns. The thermograms for the aged aerosol were similar for all experiments at temperatures below 100°C,
but there was more variation in the MFRs at higher temperatures. For example, the MFR at 200°C for Experiment 7 was 0.30 while the MFR for Experiment 8 was 0.52. The MFRs for all of the aged BBOA were higher than the fresh MFRs at all temperatures above 25°C, demonstrating that aging via ozone (Experiment 7) or the hydroxyl radical (Experiments 4, 8, and 11) generated less volatile compounds that were not present in the fresh BBOA. However, thermograms depend on several factors (e.g., the enthalpy of vaporization, particle size, residence time, and concentration), making conclusions based on thermograms alone difficult (Cappa, 2010; Riipinen et al., 2010; Cain et al., 2020).

Figure E.3. Thermograms for the fresh (filled circles) and aged (open circles) BBOA in Experiments 4 (black), 7 (red), 8 (green), and 11 (blue). Error bars represent one standard deviation of the average MFR.

The average O:C and $\kappa_{\text{app}}$ for both the fresh and aged BBA in Experiment 4 as a function of TD temperature can be seen in Fig. E.4. The average O:C for the fresh BBA in this experiment was 0.23 and the O:C remained around 0.23 in the TD until 100°C, where the O:C increased to
0.30 (Fig. E.4a). The average O:C continued to increase as the temperature in the TD increased, reaching a value of 0.51 at 200°C, indicating that the more volatile BBA components were less oxidized than the lower volatility components. According to the thermogram from Experiment 4 (Fig. E.3), 70% of the BBOA had evaporated at 200°C, indicating that the least volatile fraction had, on average, an O:C of 0.51.

**Figure E.4.** The average (a) O:C and (b) $\kappa_{app}$ of the fresh BBA in Experiment 4 as a function of TD temperature. The average O:C and $\kappa_{app}$ of the aged BBA as a function of TD temperature are shown in (c) and (d) respectively. The error bars represent one standard deviation of the average O:C or $\kappa_{app}$. Also shown in each panel are the average O:C (blue line) and $\kappa_{app}$ (magenta line) values along with ± one standard deviation (grey area) of the average value measured in the chamber for the fresh and aged BBA.

The average $\kappa_{app}$ for the fresh BBA in Experiment 4 was 0.21 (Fig. E.4b). The average $\kappa_{app}$ in this experiment remained at this value through the TD until the temperature reached 150°C, where the $\kappa_{app}$ increased to 0.25. The $\kappa_{app}$ remained at 0.25 when the temperature increased to 200°C. The increase in overall hygroscopicity at 150°C is indicative of the compounds that
evaporated having lower hygroscopicity, on average, than the remaining BBA. However, since there is no information about the refractory components of the BBA, this work can only make qualitative statements about the effect of evaporation of BBA components. Future work needs to focus on obtaining detailed composition measurements as a function of size in order to determine the impact of BBOA on overall hygroscopicity.

Aging by the hydroxyl radical in Experiment 4 increased the average O:C of the BBA to 0.36 (Fig. E.4c). Similar behavior was observed through the TD for the average O:C values of the aged BBA as for the fresh BBA, but the O:C values were higher due to oxidation. For example, at 150°C, the average O:C of the fresh BBA was 0.40, but, after aging, the average O:C at this temperature was 0.62, indicating that the less volatile components after aging were more oxidized.

Aging also increased the average \( \kappa_{\text{app}} \) of the BBA for this experiment to 0.29 (Fig. E.4d). The average \( \kappa_{\text{app}} \) through the TD remained around 0.29 until the temperature of the TD reached 200°C and the \( \kappa_{\text{app}} \) increased to 0.40. At this temperature, 50% of the aged BBOA had evaporated, indicating that the more volatile half of the BBA was CCN active, but had lower hygroscopicity than the less volatile fraction.

The average O:C and \( \kappa_{\text{app}} \) of the fresh and aged BBA from the other grass experiments observed using this technique (Experiments 7 and 8) can be seen in Figs. E.6 and E.7. Despite being from a different fuel (cutgrass as opposed to sawgrass), the fresh and aged BBA from Experiments 7 and 8 had similar results to Experiment 4. The absolute values vary from experiment to experiment due to variations in the burns, but, in all grass experiments, the less volatile components were more oxidized and more hygroscopic than the more volatile components.

The average O:C and \( \kappa_{\text{app}} \) of the fresh and aged BBA from Experiment 11 can be seen in Fig. E.5. The behavior of the fresh and aged BBA through the TD was similar to the other
experiments, but the BBA from ponderosa pine is almost exclusively organic (i.e., the average $\kappa_{\text{app}}$ of the BBA is essentially $\kappa_{\text{org}}$). The average O:C for the fresh BBA in this experiment was 0.16, but the O:C increased to 0.18 at 50°C in the TD when only 28% of BBOA had evaporated (Fig. E.5a). The average O:C continued to increase as TD temperature increased, ending at 0.36 for the least volatile fraction of the BBA.

**Figure E.5.** The average (a) O:C and (b) $\kappa_{\text{app}}$ of the fresh BBA in Experiment 11 as a function of TD temperature. The average O:C and $\kappa_{\text{app}}$ of the aged BBA as a function of TD temperature are shown in (c) and (d) respectively. The error bars represent one standard deviation of the average O:C or $\kappa_{\text{app}}$. Also shown in each panel are the average O:C (blue line) and $\kappa_{\text{app}}$ (magenta line) values along with ± one standard deviation (grey area) of the average value measured in the chamber for the fresh and aged BBA.

The average $\kappa_{\text{app}}$ of the fresh BBA in Experiment 11 was 0.07 and the average $\kappa_{\text{app}}$ remained at that value through the TD until the temperature reached 100°C, where the $\kappa_{\text{app}}$ increased to 0.09 (Fig. E.5b). At this temperature, over 54% of the BBOA had evaporated,
indicating that the less volatile components were more hygroscopic than the more volatile components. The \( \kappa_{\text{app}} \) continued to increase as TD temperature increased, ending at 0.17 at 200°C.

Aging in this experiment increased the average O:C to 0.24 (Fig. E.5c) and the average \( \kappa_{\text{app}} \) to 0.11 (Fig. E.5d). The average O:C still increased with TD temperature, but the average values at all temperatures were higher than the values for the fresh BBA. The MFR at each temperature was higher as well (Fig. E.3), indicating that the BBA components became less volatile and more oxidized as a result of aging. Interestingly, the average \( \kappa_{\text{app}} \) through the TD at 150 and 200°C for the aged BBA were nearly identical to the values for the fresh BBA at those temperatures. These results indicate that, even though the less volatile compounds became more oxidized with aging, their hygroscopicity did not change significantly upon aging. Therefore, the increase in hygroscopicity for the aged BBA in this experiment is a result of the more volatile components becoming more hygroscopic, at least on average.

**E3 Conclusions**

Experiments were conducted in an atmospheric simulation chamber examining the hygroscopicity, oxidation level, and volatility of fresh and aged emissions of biomass-burning from sawgrass, cutgrass and ponderosa pine. All of the fresh BBA were CCN active at climate relevant SS, but the magnitude of the \( \kappa_{\text{app}} \) depended on the fuel used and SS, indicating size-dependent composition effects. The average \( \kappa_{\text{app}} \) of BBA from the grasses was significantly higher than the average \( \kappa_{\text{app}} \) of the BBA from ponderosa pine, largely due to the considerable amount of inorganic material present in the BBA from the grasses.

Chemical aging by ozone or the hydroxyl radical, increased the \( \kappa_{\text{app}} \) of the BBA in all experiments except where a TD removed the more volatile aerosol components and all
corresponding organic vapors before injection into the chamber. When no oxidant was added to the chamber, there was no observable change in the $\kappa_{\text{app}}$ of the BBA.

The setup from Cain and Pandis (2017) was used in some experiments to examine the hygroscopicity and oxidation level of the BBA as a function of volatility. The least volatile organic components in all experiments were the most oxidized and most hygroscopic. However, more work is needed to determine the contribution of organics to the overall hygroscopicity of the BBA. Future work will focus on obtaining size-dependent composition measurements, especially for refractory BBA components, since these play an important role in cloud activation for emissions from biomass-burning.
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Figure E.6. The average (a) O:C and (b) $\kappa_{\text{app}}$ of the fresh BBA in Experiment 7 as a function of TD temperature. The average O:C and $\kappa_{\text{app}}$ of the aged BBA as a function of TD temperature are shown in (c) and (d) respectively. The error bars represent one standard deviation of the average O:C or $\kappa_{\text{app}}$. Also shown in each panel are the average O:C (blue line) and $\kappa_{\text{app}}$ (magenta line) values along with ± one standard deviation (grey area) of the average value measured in the chamber for the fresh and aged BBA.
Figure E.7. The average (a) O:C and (b) $\kappa_{\text{app}}$ of the fresh BBA in Experiment 8 as a function of TD temperature. The average O:C and $\kappa_{\text{app}}$ of the aged BBA as a function of TD temperature are shown in (c) and (d) respectively. The error bars represent one standard deviation of the average O:C or $\kappa_{\text{app}}$. Also shown in each panel are the average O:C (blue line) and $\kappa_{\text{app}}$ (magenta line) values along with $\pm$ one standard deviation (grey area) of the average value measured in the chamber for the fresh and aged BBA.