[bookmark: _GoBack]Analytical methods
Major and Trace Element Analysis
Major and trace element concentrations were determined using X-Ray Fluorescence (XRF) at the Open University, UK.  Twenty grams of bulk rock mud samples were dried and powdered using an agate micro-mill or pestle and mortar at Lancaster University. Powdered rock samples were mixed with lithium borate at the Open University and fused in a platinum crucible at 1100˚C. The resulting melt was pressed in a brass mould to form a circular glass disc in preparation for major element analysis. For trace element analysis rock powder was mixed with a binding agent and compressed in a steel mould to form a 35 mm diameter pellet.
[bookmark: _Toc428371063]Petrography 
Petrographic analyses were carried out at the Dipartimento di Scienze Geologiche e Geotecnologie, Universita di Milano-Bicocca, Italy. 
Split aliquots of each bulk sample were impregnated with Araldite and prepared as standard thin sections including the addition of alizarine red (stain) to distinguish between calcite and dolomite. In each thin section, 400 grains were counted according to the Gazzi-Dickinson method (Ingersoll et al., 1984). Metamorphic rock fragments were classified according to both composition and metamorphic rank, mainly inferred from degree of recrystallization of mica flakes. The average rank for each sample was expressed by the Metamorphic Index (MI), which varies from 0 in detritus from sedimentary and volcanic cover rocks to 500 in detritus from high-grade basement rocks (Garzanti and Vezzoli, 2003). Very low to low-rank metamorphic lithics, for which protolith can still be inferred, were subdivided into metasedimentary (Lms) and metavolcanic (Lmv) categories. Medium to high-rank metamorphic lithics were subdivided instead into felsic (metapelite, metapsammite, metafelsite; Lmf) and mafic (metabasite; Lmb) categories. 
Grain size was determined by ranking and direct measurement in thin section. 
Heavy Mineral Analysis
[bookmark: _Toc383087554]Heavy mineral analysis was carried out at the Dipartimento di Scienze Geologiche e Geotecnologie, Universita di Milano-Bicocca.
A split aliquot of the sand samples were dry sieved and both fine cohesive material (< 32 µm) and coarse fragments thus eliminated, because the presence of detrital grains with great size differences within a single concentrate makes mounting and identification difficult (Mange and Maurer, 1992).
In order not to cut off and lose a significant part of the heavy-mineral population, and to obtain a representative quantitative description of the detrital assemblage, a 3.5 to 4 -wide size-window for analysis was chosen. From a split aliquot of the selected 32-355 or 32-500 µm classes, which are thought to be most representative of the whole heavy-mineral spectrum, the dense fraction was separated by centrifuging in sodium metatungstate (density ~ 2.90 g/cm3), and recovered by partial freezing with liquid nitrogen. No chemical pre-treatment, which might have modified the original detrital assemblage in the laboratory, was used.
Between 200 and 270 transparent heavy minerals were counted in grain mounts by the “area method” (Galehouse, 1971). For each mineral species, the percentage of corroded, etched, deeply etched and skeletal grains was also observed and quantitatively recorded.
Heavy-mineral concentration was calculated as the volume percentage of total (HMC) and transparent (tHMC) heavy minerals. Transparent heavy-mineral suites are described as “extremely poor” (tHMC < 0.1), “very poor” (0.1 ≤ tHMC < 0.5), “poor” (0.5 ≤ tHMC < 1), “moderately poor” (1 ≤ tHMC < 2), “moderately rich” (2 ≤ tHMC < 5) and “rich” (5 ≤ tHMC < 10).
The “Hornblende Colour Index” HCI, based on the relative abundance of blue-green, green, green-brown and brown hornblende grains, and the “Metasedimentary Minerals Index” MMI, based on the relative abundance of chloritoid, staurolite, kyanite, andalusite and sillimanite (Andò et al., 2012; Garzanti and Andò, 2007), were calculated to estimate the average metamorphic grade of metaigneous and metasedimentary source rocks. They both vary from 0 in detritus from greenschist-facies to lowermost amphibolite-facies rocks yielding exclusively blue/green amphibole and chloritoid, to 100 in detritus from granulite-facies rocks yielding exclusively brown hornblende and sillimanite. The ZTR index (Hubert, 1962) indicates the percentage of stable zircon, tourmaline, rutile and other Ti oxides over total transparent heavy minerals, and varies from 0 to 100.
The mud samples were wet sieved in order to eliminate both the finer mud (clay to fine silt) and sand fractions, in order to make mounting and identification easier. A 2 -wide size-window was chosen for analysis as to avoid cutting off and losing a significant part of the heavy-mineral population, and to obtain a faithful quantitative description of the detrital assemblage. From a split aliquot of the selected 15-63 µm class, held as representative of the entire heavy-mineral spectrum, the dense fraction was separated by centrifuging in sodium metatungstate (density ~ 2.90 g/cm3), and recovered by partial freezing with liquid nitrogen. No chemical pre-treatment, which might have modified the original detrital assemblage in the laboratory, has been used.
For most samples, 200 to 230 transparent heavy minerals were counted in grain mounts by the “area method”(Galehouse, 1971). For NDM12 and NDM31, the former dominated by very numerous unidentifiable turbid grains and the latter extremely poor in heavy minerals, only 79 and 63 transparent heavy minerals could be counted in the whole slide, respectively. For each mineral species, the percentage of corroded, etched, deeply etched and skeletal grains was also observed and quantitatively recorded.
[bookmark: _Toc383087556]The same criteria as illustrated above were followed to describe transparent-heavy-mineral assemblages and to calculate the HMC, tHMC, SRD, HCI, MMI and ZTR indices.
Sr, Nd and Hf isotope geochemistry
Samples of mud and silt were powdered using an agate ball mill at the University of Lancaster.  Sr, Nd and Hf isotope compositions were determined at the NERC Isotope Geoscience Laboratory in Keyworth, UK. Samples were weighed into Savillex teflon beakers, and leached in warm dilute (10%) Romil uPA acetic acid in order to remove carbonate material.  Mixed 149Sm-150Nd, 176Lu-177Hf and single 84Sr and 87Rb isotope tracers were weighed and added to the samples, prior to dissolution using HF-HNO3-HCl.  Primary columns consisting of 2 ml of Eichrom AG50x8 cation exchange resin in 10ml Biorad Poly-Prep columns were used to separate bulk high field strength elements (HFSE: Ti, Hf, Zr), a fraction containing Sr, Ca and Rb, and a bulk rare-earth element (REE) fraction.
Hafnium separation followed a procedure adapted from Münker et al. (2001) using EICHROM LN-SPEC resin. Rb and Sr were separated using quartz glass columns packed with EICHROM AG50x8 cation exchange resin.  Sm, Nd and Lu were separated from the REE concentrate using EICHROM LN-SPEC columns.
Lu and Hf analysis
Lu fractions were dissolved in 1 ml of 2% HNO3 prior to analysis on a Thermo-Electron Neptune mass spectrometer, using a Cetac Aridus II desolvating nebuliser.  0.006 l/min of nitrogen were introduced via the nebulizer in addition to argon in order to minimise oxide formation.  The instrument was operated in static multicollection mode, with cups set to monitor 176Er, 177Er, 172Yb, 173Yb, 175Lu, 176Lu+Hf+Yb, 177Hf and 179Hf.  Standard sample cones and X-skimmer cones were used, giving a typical signal of c. 600 V/ppm Lu.  1% dilutions of each sample were tested prior to analysis, and samples diluted to c. 20ppb prior to the addition of c. 20ppb of Er.  Data reduction followed Lapen et al. (2004) using a ratio of 0.6841 for 167Er/166Er to correct 176Lu/175Lu for mass fractionation.  176Yb and 176Hf interferences on 176Lu were monitored using 173Yb and 177Hf respectively; 176Yb/173Yb and 176Hf/177Hf were also corrected for mass bias using 167Er/166Er = 0.6841 before interference corrections were made.  During the period of analysis, Ames Lu (the lutetium standard used) gave a value for 176Lu/175Lu of 0.02658 ± 0.00002 (2-sigma, n=59), which lies within analytical uncertainty of the value obtained by Lapen et al. (0.02656 ± 0.00003, 2-sigma).  Replicate analysis of the BCR-2 standard across the time of analysis gave a mean Lu concentration of 0.509 ± 0.005 ppm (1-sigma, n=7).
For Hf analysis, fractions were dissolved in 1ml of 2% HNO3 + 0.1M HF prior to analysis on a Thermo-Electron Neptune mass spectrometer, using a Cetac Aridus II desolvating nebuliser.  0.006 l/min of nitrogen were introduced via the nebulizer in addition to argon in order to minimise oxide formation. The instrument was operated in static multi-collection mode, with cups set to monitor 172Yb, 173Yb, 175Lu, 176Lu+Hf+Yb, 177Hf, 178Hf, 179Hf and 180Hf.  1% dilutions of each sample were tested prior to analysis, and samples diluted to c. 20ppb.  Standard sample cones and X-skimmer cones were used, giving a typical signal of c. 800-1000 V/ppm Hf.  Correction for 176Yb on the 176Hf peak was made using reverse-mass-bias correction of the 176Yb/173Yb ratio empirically derived using Hf mass-bias corrected Yb-doped JMC475 solutions (Nowell and Parrish, 2001). 176Lu interference on the 176Hf peak was corrected by using the measured 175Lu and assuming 176Lu/175Lu = 0.02653. The column procedure used to separate Hf effectively removes most Yb and Lu, so these corrections are minimal.  Spike-stripping was carried out using an iterative algorithm. Data are reported relative to 179Hf/177Hf = 0.7325.
The Hf standard solution JMC475 was analysed during each analytical session and sample 176Hf/177Hf ratios are reported relative to a value of 0.282160 for this standard (Nowell and Parrish, 2001). Across the 18-month period of analysis, 94 analyses of JMC475 gave a mean 176Hf/177Hf value of 0.282148 ± 0.000007 (23.1 ppm, 1-sigma).  Typical external precision for a single day’s analysis was in the range between 13-22 ppm.  Replicate analysis of the BCR-2 rock standard run with the samples gave a mean Hf concentration of 4.977 ± 0.021 ppm (1-sigma), and a mean 176Hf/177Hf value of 0.282865 ± 0.000002 (7.7 ppm, 1-sigma, n=5).  Mean Lu/Hf (wt) for BCR-2 was 0.1021 ± 0.0009 (1-sigma).
[bookmark: _Toc383087567][bookmark: _Toc428371075]Sm and Nd analysis
Sm fractions were loaded onto one side of an outgassed double Re filament assembly using dilute HCl, and analysed in a Thermo Scientific Triton mass spectrometer in static collection mode. Replicate analysis of the BCR-2 rock standard across the time of analysis gave a mean Sm concentration of 6.34 ± 0.06 ppm (1-sigma, n=7). 
Nd fractions were also loaded onto one side of an outgassed double Re filament assembly using dilute HCl, and analysed in a Thermo Scientific Triton mass spectrometer in multi-dynamic mode.  Nd data were normalised to 146Nd/144Nd = 0.7219.  Samples were analysed in several sessions across a period of 22 months.  Across this period, 19 analyses of the JND-i standard gave a value of 0.512102 ± 0.000005 (10.4 ppm, 1-sigma).  All other standard and sample data is quoted relative to a value of 0.512115 for this standard.  Seven analyses of La Jolla gave 0.511864 ± 0.000006 (11.5 ppm, 1-sigma).  Replicate analysis of the BCR-2 rock standard gave a mean Nd concentration of 28.1 ± 0.3 ppm and 143Nd/144Nd = 0.512638 ± 0.000006 (11.9 ppm, 1-sigma, n=12).
[bookmark: _Toc383087569][bookmark: _Toc428371077]Rb and Sr analysis
Rb fractions were loaded onto one side of an outgassed double Re filament assembly using dilute HCl, and analysed in a Thermo Scientific Triton mass spectrometer in static multi-collection mode.  Natural Rb standards were analysed to monitor for mass bias (which was negligible given the selected running conditions).  Replicate analysis of the BCR-2 rock standard across the time of analysis gave a concentration 46.9 ± 0.4 ppm. 
Sr fractions were loaded onto outgassed single Re filaments using a TaO activator solution, and analysed in a Thermo-Electron Triton mass spectrometer in multi-dynamic mode.  Data were normalised to 86Sr/88Sr = 0.1194.  Samples were analysed in several sessions across a period of 22 months.  Across this period, 143 analyses of the NBS987 standard gave a value of 0.710250 ± 0.000006 (9 ppm, 1-sigma).  NBS987 standards analysed with the samples gave a value of 0.710249 ± 0.000004 (6 ppm, 1-sigma, n=14).  This is within analytical uncertainty of the preferred value for this standard (0.710250), so no secondary correction of the data was required.  Replicate analyses of the BCR-2 rock standard run with the samples gave a mean Sr concentration of 340.6 ± 5.1 ppm, and 87Sr/86Sr = 0.705041 ± 0.00023 (33 ppm, 1-sigma, n=15).  The calculated Rb/Sr (weight) ratio for BCR-2 is 0.1379 ± 0.0013 (1-sigma).
[bookmark: _Toc383087571][bookmark: _Toc428371079]U-Pb Geochronology
Sample preparation
Prior to analyses, zircon and rutile grains were separated using wet separation methods on a Haultain Superpanner, followed by separation using di-iodomethane heavy liquid with a density of 3.3.  Magnetic separation was kept to a minimum in order to avoid biasing the mineral populations, and was only used when large concentrations of highly magnetic minerals were present. Zircons and rutile were mounted on resin blocks and polished prior to analysis.  Zircons were imaged using cathodoluminescence on a Quanta FEI scanning electron microscope at the British Geological survey, Keyworth. 
[bookmark: _Toc428371080]Mass Spectrometry
Zircon and rutile samples were analysed at NIGL, using a Nu Instruments AttoM single-collector inductively coupled plasma mass spectrometer.  Laser ablation was performed with either a New Wave Research UP193SS or UP193FX laser ablation system. On the UP193FX, an in-house produced low-volume cell is used (see Horstwood et al. (2003) for details), and on the 193SS a two-volume New Wave Research large format cell is used; both of these have a washout to less than 1% of the peak signal in less than one second. Ablation parameters were optimized to suit the Pb and U contents of the material, and in all cases, bracketing reference materials were analysed using the same parameters; these were 5Hz, with a fluence of 1.5 to 3.0 J/cm2, a 30 second ablation time, and a 25 to 35 μm spot size. Laboratory and experimental conditions are listed in Table 1.
On the Attom, tuning was adopted that gave ThO and UO of <0.4%.  Data processing for all analyses used the time-resolved function on the Nu Instruments’ software, an in-house Excel spreadsheet for data reduction and error propagation, and Isoplot 4.15 for data presentation (Ludwig, 2003). Uncertainties were propagated in the manner advocated by Horstwood (2008) and include a contribution from the external reproducibility of a reference material analysed within each session, and a contribution reflecting long-term standard reproducibility, across the 18-month duration of the analytical work. All uncertainty ellipses plotted on Wetherill or Tera-Wasserburg diagrams are at the 2σ confidence level.
The Nu Attom SC-ICP-MS is used in peak-jumping mode with measurement on a MassCom secondary electron multiplier.  On the Attom the following masses are measured in each sweep: 202Hg, 204Pb+Hg, 206Pb, 207Pb, and 235U (for zircons) or 238U (for rutile). Each data integration records 100 sweeps of the measured masses, which roughly equates to 0.22 seconds.  Dwell times on each mass are 400μs on 207Pb and 235U, and 200μs on all other masses; the switching between masses takes 40μs.  238U (for zircons), or 235U (for rutile) is calculated using 238U/235U = 137.818.
Three zircon reference materials (91500, GJ-1 and Plesovice) were analysed at regular intervals; the average bias of the 207Pb/206Pb and 206Pb/238U ratios from preferred values derived by TIMS analysis are used for normalization.  Accepted ages are presented in Table 2.
206Pb/238U and 207Pb/206Pb uncertainties were propagated in a similar way utilising the measurement uncertainty and the reproducibility of the ablation reference material used.  All zircons were CL-imaged prior to laser-ablation work.
Sugluk-4 and PCA-S207 (Bracciali et al., 2013) were analysed as primary and secondary rutile reference materials, respectively.
Data was screened for discordance as follows:  For zircon grains with 206Pb/238U ages < 1200 Ma, the 206Pb/238U age was preferred, and data > 5% discordant was excluded.  For grains with 206Pb/238U ages > 1200 Ma, the 207Pb/206Pb age was preferred, and data > 10% discordant was excluded.  
Young (< 60 Ma) zircons were detected in a number of samples.  These grains are commonly discordant due to their low U content and relatively high common Pb.  The age of these grains was derived by conducting several analyses on each grain, and carefully assessing the resulting data.  An example of this process is shown in Figure 1.  All young grain calculations are presented in Supplementary item 11.


Figure 1.  Tera-Wasserburg plot showing example of calculation of young grain age from multiple analysis. 

Table 1 Laboratory and experimental conditions adopted at NIGL, BGS during U-Pb zircon and 
rutile analysis using LA-ICP-MS.

	[bookmark: _Toc383087572][bookmark: _Toc383087573]Laboratory & Sample Preparation

	Laboratory name
	NERC Isotope Geosciences Laboratory

	Sample type/mineral
	Zircons and rutile

	Sample preparation
	Conventional mineral separation, 1 inch resin mount, 1µm polish

	Imaging
	CL, 10nA, 16mm working distance

	Laser ablation system

	Make, Model & type
	ESI/New Wave Research, UP193SS & FX

	Ablation cell & volume
	NWR two-volume ‘large format cell’, and NIGL low volume cell, both with low effective volume (ca. 3-4cm3), washout ca.1 sec

	Laser wavelength (nm)
	193nm

	Pulse width (ns)
	3-4ns

	Fluence (J.cm-2)
	1.5-3 J.cm-2

	Repetition rate (Hz)
	5Hz

	Ablation duration (secs)
	30secs

	Ablation pit depth / ablation rate
	16um pit depth, equivalent to 0.08µm/pulse

	Spot size (µm)
	20-50µm

	Sampling mode / pattern
	Static spot ablation

	Carrier gas
	100% He, Ar make-up gas 

	Cell carrier gas flow (l/min)
	0.8l/min

	ICP-MS Instrument

	Make, Model & type
	Nu Instruments Attom SC-SF-ICP-MS

	Sample introduction.
	Free air aspiration of desolvator 

	RF power (W)
	1300W

	Make-up gas flow (l/min)
	0.7l/min Ar

	Detection system
	Discrete dynode MassCom ion counter

	Masses measured
	202, 204, 206, 207, (+/- 208), (+/- 232), 235 or 238

	Integration time per peak (ms)
	ca.200ms

	Integration time / reading 
	Ca.1 sec

	Sensitivity / 
	Not determined

	IC Dead time (ns)
	15ns

	Data Processing

	Gas blank
	30 second on-peak zero subtracted

	Calibration strategy
	91500, GJ1, Plesovice (zircon), Sugluk-4 and PCA-5207 (rutile)

	Reference Material info
	91500 (Wiedenbeck et al 1995); Plesovice (Slama et al., 2008); GJ1 206Pb/238U 602.3 ± 1Ma, 207Pb/206Pb 609.2 ± 0.7Ma (in-house TIMS). Sugluk-4 (1749 +/- 24 Ma); PCA-5207 (1866 +/- 9 Ma) Bracciali et al. 2013

	Data processing package used
	Nu Instruments software, in-house spreadsheets

	Mass discrimination
	207Pb/206Pb and 206Pb/238U normalised to ref. material

	Common-Pb correction
	No common-Pb correction applied to the data

	Uncertainty level & propagation
	Ages in the data table are quoted at 2-sigma absolute, propagation is by quadratic addition. Reproducibility reference material is propagated.

	Quality control / Validation
	See data table for validation results


Because of the relatively high common Pb content of rutile, model ages were derived for discordant data by regressing each data point through a fixed common Pb composition on a Tera Wasserburg plot.  Data with 207Pb/206Pb > 0.5 was excluded.  
[bookmark: _Toc383087576][bookmark: _Toc428371082]Zircon Hf-isotope analysis
Isotope analyses were carried out at NIGL using a Thermo Scientific Neptune Plus MC-ICP-MS coupled to a New Wave Research UP193FX Excimer laser ablation system and low-volume ablation cell. Helium was used as the carrier gas through the ablation cell with Ar make-up gas being connected via a Y-piece and sourced from a Cetac Aridus II desolvating nebulizer.  Lutetium (175Lu), ytterbium (172Yb, 173Yb), and hafnium (176Hf, 178Hf, 179Hf and 180Hf) isotopes were measured simultaneously during static 30 second ablation analyses.  The spot size used was 35 or 50 µm; fluence = 7-10 J/cm2. 
Hf reference solution JMC475 was analysed during the analytical session and sample 176Hf/177Hf ratios are reported relative to a value of 0.282160 for this standard. Correction for 176Yb on the 176Hf peak was made using reverse-mass-bias correction of the 176Yb/173Yb ratio empirically derived using Hf mass bias corrected Yb-doped JMC475 solutions (Nowell and Parrish, 2001). 176Lu interference on the 176Hf peak was corrected by using the measured 175Lu and assuming 176Lu/175Lu = 0.02653.
At least two zircon reference materials (91500, Mud Tank and on occasion, Plesovice and Zr144 standard glass) were analysed throughout the analytical session. Lu-Hf data for samples and standards are presented in Appendix 6.   The 91500 zircon reference material was used to normalise the 176Lu/177Hf ratio assuming a value of 0.000311 (Woodhead and Hergt, 2005).
Analytical uncertainties for unknowns were propagated by quadratic addition to include the standard error of the mean of the analysis and the reproducibility of the 91500 reference material. εHf values were calculated using a 176Lu decay constant of 1.867 x 10-11y-1 (Söderlund et al., 2004), the present-day chondritic 176Lu/177Hf value of 0.0336 and 176Hf/177Hf ratio of 0.282785 (Bouvier et al., 2008).
Latterly, the Hf-isotope data was processed using the Iolite data reduction package (www.iolite.org.au).  Standard data is summarised in Supplementary Item 7..
[bookmark: _Toc383087577][bookmark: _Toc428371083]Ar/Ar analysis of plagioclase and mica
Sample preparation and analyses
Minerals were picked at Lancaster University and NIGL, before being sent to the Scottish Universities Environmental Research Centre in East Kilbride. Samples and neutron flux monitors were placed in aluminium discs and stacked in quartz tubes. The relative positions of wells in the discs were precisely measured for later reconstruction of neutron flux gradients. The sample package was irradiated in the Oregon State University reactor, Cd-shielded facility. Fish Canyon Sanidine (28.294 Ma (Renne et al., 2011) was used to monitor 39Ar production and establish neutron flux values (J) for the samples.  The neutron flux within a given disc is calculated by least-squares fitting of a surface to the J-monitors.  Estimated errors in the neutron flux measurements are calculated from the residual deviation from the fitted surface.  
Gas was extracted from samples using a mid-infrared CO2 laser, with samples housed in a ZnS-window laser cell.  Individual sample grains were loaded into a steel planchette containing 208 2mm diameter wells. Liberated argon was then purified of active gases (e.g., CO2, H2O, H2, N2, CH4) using three Zr-Ti-Al getters; one at 25°C and two at 400°C.  Data were collected on a GVi instruments ARGUS 5-collector mass spectrometer using a variable sensitivity faraday collector array in static collection (non-peak hopping) mode (Mark et al., 2009; Sparks et al., 2008). Time-intensity data are regressed to t0 with second-order polynomial fits to the data.  Mass discrimination was monitored by comparison to running-average values of an air standard (40Ar/36ArATM=298.56±0.31, 1).  The average total system blank for laser extractions, measured between each sample run, was 1×10-15 mol 40Ar, 3×10-17 mol 39Ar, 3×10-18 mol 36Ar.  
All data are blank, interference and mass discrimination corrected using the Massspec software package (authored by Al Deino, BGC).
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