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Abstract—Through case study analysis of physicists working in quantum systems, we establish that knowledge of Systems Engineering (SE) will benefit scientists by ensuring that experimental apparatus is robust and fully meets the experimental requirements. We suggest a significant change to training of early career research scientists to ensure they have a strong appreciation of the systems approach and experience of applying SE techniques. Two case studies were used: the first was a detailed analysis of increasing levels of SE in the development of a 3D-printer for fabricating superconducting nano-circuitry. Applying SE techniques improved record keeping, reduced the risk of failure modes and took better account of future development through which scientific discovery may be exploited in practical devices. The second case study focused on a group of 30 quantum physics PhD students undertaking a short-course in basic SE, and used their opinions to check and add confidence to the findings of the first case study. A variety of tools were used in both studies and, in both cases, the Functional Failure Means Effects Analysis technique was considered by participants to be most useful. Recommendations are made for the future training of early career scientists to include some light-weight Systems Engineering.
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I. INTRODUCTION

SYSTEMS Engineering is applied, as standard practice, to the development of many complex products. It serves (among other things) to analyse and improve design feasibility, track and record project progress, and develop objective criteria against which system and sub-system functionality can be verified and validated. Whilst this approach is typical in industry, it is unusual in the context of low TRL (Technology Readiness Level) laboratory research - an area in which novel, and complex, demonstrator devices are designed and developed. It is necessary that such devices reliably, and demonstrably, satisfy their operational requirements and, once proven, can be translated into a manufacturable product. Furthermore, in order to best capitalise on the novelty of an emerging technology, it is imperative that the development process occurs with minimal time and resource waste.

It is our observation that in low TRL science there are three predominant causes for resource wastage:

1) A lack of foresight in project design, resulting in an avoidable and excessive need to re-design and rework, either at a system or component level. This particularly includes the failure to take manufacturing constraints into account in the initial design.

2) Project drift, resulting in a deliverable that is not validated against its concept of CONOPS, often as a result of lack of detail and clarity in requirements.

3) Inadequate record of knowledge and decisions (in terms of content and/or structure) that prevents effective failure analysis during development or inhibits the transfer of knowledge to those working in the higher stages of the R&D chain.

One may observe that these are fundamentally design and development problems that Systems Engineering seeks to alleviate. Dym, et. al.\textsuperscript{2} have observed that design thinking requires both convergent and divergent approaches, which are equivalent to operating in both the knowledge and concept domains. They remark that good system designers "can anticipate the unintended consequences emerging from interactions among multiple parts of a system", but that this is an uncommon skill that is difficult to learn. Courses in Systems Engineering have been created to address this deficiency in engineers. As a consequence, we have undertaken a study of the costs and benefits of applying a SE approach to the development of novel technologies within the context of low TRL laboratory research (i.e., TRL 1 - Basic principles.\textsuperscript{11})

A case study research method has been used to understand the application of a Systems Engineering approach by scientists to applied research; we make the distinction between a systems (thinking) approach, that could be applicable to both applied and theoretical scientific research, and Systems Engineering, which incorporates both systems thinking and the techniques generally associated with the technical processes of ISO 15288\textsuperscript{3} (the Systems and Software Engineering Life Cycle Processes Standard).

The motivation for this investigation is three-fold: firstly, we postulate that more rapid exploitation of scientific discovery for societal or commercial benefit may be achieved by connecting the science and engineering communities more strongly. Systems Engineering is the integrating discipline that brings together different engineering disciplines and business concerns into a complex product; it could, therefore, have a role in connecting scientists, so that the integration challenges of introducing new technologies within a wider system are better understood and planned. By introducing design for... methods at an earlier stage, we suggest that the researcher is more likely to achieve an effective, credible design, that avoids the need for extensive re-engineering as it moves out of the laboratory space. Secondly, the Systems Engineering approach explicitly
records the decision steps of design, providing traceability that may be required for a variety of reasons in the future, but not least system upgrade or recovery. The employment of Systems Engineering in the laboratory may provide a deeper understanding in this respect, especially with emerging applications that exploit manipulation of quantum states \[4\].

Thirdly, we wish to understand whether a Systems Engineering approach to experimentation will lead to more efficient design of apparatus and of the experimental campaign; with less rework, whilst at the same time encouraging discovery and innovation. This last has a more general implication for the scientific approach of experimentalists.

II. METHODOLOGY - CASE STUDY METHOD

The technical community is mostly familiar with the use of case studies to illustrate (or educate) the reader in practice, by providing examples of good or bad practice associated with technical endeavours (e.g., the NASA database of case studies, in which they are described as "... a tool for creating an opportunity for conversation." [5]). However, the social sciences community regard case study as a method of enquiry, although there is a wide range of case study type according to the number of cases investigated, the level of detail, the size of case(s), the attention paid to context, and whether reporting is purely descriptive or includes evaluation \[6\]. Case studies are a form of empirical inquiry which investigates phenomena within their real-life context and when the boundary between the phenomena and context are not clearly defined \[7\]. The case study approach is regarded as an appropriate research strategy when one wishes to ask "how" and "why" questions but either cannot, or does not wish to, exercise control over the situation in question (unlike an experiment in which there are controllable independent variables) \[8\]. Therefore, a case study approach was determined to be a suitable form of inquiry for this research. As noted above, case studies can be undertaken in a variety of ways and we here define the approach that has been taken in this research.

A case study can be used inductively or deductively \[3\]. The case studies reported herein have been used deductively, in the sense that they are predicated on the assumption that applied scientific research will benefit from the application of Systems Engineering techniques. The investigation has, necessarily, been evaluative because it has sought to determine both positive and negative aspects of the application of the techniques. There are a variety of methods for collecting data in case studies; observation has been chosen as the method for this research and this has included both direct observation (by staff familiar with the situation but standing outside the activity) and participant observation in which the scientist (who was the participant in the activity) records their behaviour and impressions in an ethnographic way. This form of data collection is very good for ensuring that the context is properly understood and it provides insight into the motives and behaviours of the subject. However, the researcher must be cautious of biases that can affect interpretation of the data and also the Hawthorne effect \[9\], whereby individuals modify their behaviour because they know they are being observed.

A fundamental aspect of case study design is to define the unit of analysis \[3\], it is important to understand that it not only concerns the physical domain of study, but also the lens through which it is observed (i.e., what are the features that the researcher seeks to observe?). This study includes four cases, characterised by the units of analysis shown in Table I.

<table>
<thead>
<tr>
<th>Case ID</th>
<th>Description</th>
<th>Physical Defn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case A1:</td>
<td>Development of 3D-printer project without Systems Engineering</td>
<td>1 research student, 1 project</td>
</tr>
<tr>
<td>Case A2:</td>
<td>Systems methods applied to intractable problems of development of 3D-printer project</td>
<td>1 research student, 1 project</td>
</tr>
<tr>
<td>Case A3:</td>
<td>Formal application of systems methods to whole project from requirements to validation</td>
<td>1 research student, 1 project</td>
</tr>
<tr>
<td>Case B:</td>
<td>Quantum Systems Engineering summer school projects</td>
<td>30 research students, 6 projects</td>
</tr>
</tbody>
</table>

Case A(1,2,3) is a project to develop a 3D-printer for superconducting nano-scale circuitry; the three case studies are successive in time and allow consideration of changes due to the introduction of Systems Engineering over a period of 15 months. The development of the research student (2nd author, Huish) and the development of his appreciation of Systems Engineering from a standing start also form part of the analysis. These three cases, therefore, provide a form of comparison to highlight the impact of Systems Engineering. Case B concerned observation of a cohort of 30 PhD students, all researching various aspects of quantum technology and sponsored by Dstl (UK Defence science and technology laboratory) who spent five days learning about Systems Engineering and applied a handful of techniques to group design projects relevant to quantum systems. Two students had previous experience of Systems Engineering and these acted as embedded researchers (1st and 2nd authors: Bjergstrom and Huish). The data collection is based on the feedback from the cohort at the end of the course, the observations of the embedded researchers, and the observations of teachers and mentors on the course. This case study provides a level of triangulation with the more detailed investigations of Case A. The feedback for Case B was obtained using a survey; this method of data collection can also be appropriate for addressing the "how" question, with the additional opportunity to ask "how much?". The survey was a typical course feedback survey used for quality purposes. Although numerical data was obtained concerning the value of the course, it is recognised that the sample size (30) is too small to be statistically valid and that it was not constructed according to the recognised principles of analytical surveys \[8\]. This case study has, therefore, included some numerical data collected in the survey, but drawn mostly on the free text comments from participants to gain insight of the appreciation and understanding of Systems Engineering by the quantum science PhD students.

In the following sections, each case is described in terms of: situation (context), observations, and evaluation. By looking across all the cases, some conclusions are drawn at the end.
III. Case Study A: 3D-printer

This case study considers the potential value added to a laboratory based, applied research project through the application of Systems Engineering methods and tools. It considers the progress made by a research student in a project to design and construct a 3D-printer capable of printing superconducting nano-circuitry. We evaluate how the project progressed under three distinct circumstances listed in (Table 1).

In cases A2 and A3, the researcher was guided by expert Systems Engineers, but ultimately made his own decisions about which methods to apply and how. The student was supported by supervisors with expertise in quantum physics, 3D-printing, Systems Engineering, and reliability engineering. Supervisor contact was frequent (at least once per week), so that the student was able to check his ideas and understanding with ease. However, the experimental development was led by the student with academic support; this was deliberately not directive, favouring instead discovery of Systems Engineering and self-development on the part of the student.

Whilst the ability to pattern superconductors into useful circuitry at the nano-scale is not novel [10], doing so via an additive method has not yet been achieved. Additive manufacturing has a distinct advantage over standard lithographic techniques, in that the patterning can be changed comparatively easily and quickly. Instead of having to make a new mask and install it into the deposition system, all that needs to be changed is the patterning program that the system receives. This makes additive techniques more appropriate for prototyping circuitry, where the designs may be subject to frequent changes and updates.

It is expected that an additive manufacturing method will allow for easier fabrication of three-dimensional circuitry designs. This could facilitate and enable a number of quantum technologies, such as directional Superconducting Single Photon Detectors (SSPD), Superconducting QUantum Interference Device (SQUID) stacked arrays, and other devices that it is not possible to create in planar geometries. The end goal of this project is the design and demonstration of a desktop 3D-printer unit, capable of printing superconducting nano-circuitry, and priced to be significantly more affordable than alternative fabrication units.

A. Case A1: Development of 3D-printer project without Systems Engineering

The initial design and development of the 3D-printer project was completed without Systems Engineering methods or any knowledge of them by the research student. This phase of the work lasted nine months. Early project progress was far from smooth, with a significant proportion of components developed during this phase being mutually incompatible, over-engineered, or not feasible. On reflection, it seems likely that had we applied some Systems Engineering methods from the start of the project the risk of most of those problems occurring would have been reduced. One cannot, in hindsight, quantify the proportion of mistakes or adjustments that were avoidable through a more formalised design process. The research student in question subsequently developed knowledge and practical experience of Systems Engineering and so could, reflectively, identify the more obvious design issues that wasted significant resources, and would have been addressed through straight-forward application of Systems Engineering techniques (i.e. lack of foresight [1]). One such case was the design and fabrication of the substrate holder, which is reported in narrative form below.

1) Case A1 Narrative (Substrate Holder): The substrate holder was required to hold a 10mm × 10mm substrate in place on a 3-axis stage, such that material could be deposited onto it (see Fig. 1). Critically, this required that there was sufficient stability such that patterns could be reproduced on a series of substrates with a high degree of similarity. In this case, the core requirements of the component had not been identified, and its functional constraints had not been defined. As a result, it was over-engineered such that it could actively hold larger substrates, as well as the 10mm × 10mm test substrates that were required. The substrate holder was also a permanent fixture in the printer, which became a source of difficulties when taking the printer apart during development.

The substrate holder had a spring mechanism to secure the substrate. This was beyond the required scope, which meant that time was spent adding unneeded capabilities that, more importantly, introduced a number of critical failure modes. In fact, the original design never worked and the component had to be entirely re-engineered. This was because the substrate holder was originally designed to manage system parameters that were beyond its natural control: a requirements specification, and functional analysis, would have shown that the substrate holder only needed to ‘hold the substrate in place for the duration of printing’, as all other parameters were entirely managed by other components.

Had we started by identifying the simple and minimal requirements for the substrate holder, it does not seem unreasonable to think that the initial ideas for the design would have matched this scope. Thus, instead of trying to design complex spring mechanisms to hold the substrate in place from
all sides (Fig. [7], which resulted in the holding mechanisms being taller than the substrate, and vastly increasing the risk of the print head crashing into them, the eventual solution - that of attaching it to the surface of the staging with a carbon tab - would probably have been achieved much sooner. Proper requirements capture, coupled with techniques such as Functional Failure Modes and Effects Analysis (FFMEA) [11] and Functional Means Analysis (FMA) [12] would almost certainly have avoided the design problems described above. Whilst the original staging did not have to be entirely re-fabricated, it did need to be adapted and engineered to meet the final design requirements, resulting in time and material costs.

2) Analysis of Case A1: Pursuit of interesting diversions is an essential part of academic research and so following curiosity-driven research directions, which may eventually turn out to be false trails, should be encouraged. Furthermore, these diversions help to develop the research student’s broader domain knowledge in order to acquire expertise and context for their research subject and longer term science career. However, the problem described above, and a number of similar problems during this phase of the research, concern design of the experiment in order to answer the scientific research questions. The student’s lack of awareness of project scope meant that whilst some interesting diversions were scientifically and developmentally valuable, others were clearly practically wasteful and resulted in unnecessary delays and material wastage i.e., project drift [4].

Methodologically, the above observations are obviously subjective and retrospection inevitably introduces bias. Furthermore, it is risky to generalise from these observations because another research student may have spotted the problems without the benefit of Systems Engineering techniques. But, the reflective comments of the research student suggest that he, at least, would have understood the project scope more fully, had he followed a Systems Engineering approach and we would argue that this illustrates that for some researchers, the adoption of Systems Engineering techniques will reduce the risk of unnecessary wastage during the design and development of experimental apparatus.

This experience has highlighted two issues in the research process associated with record-keeping and decision making, both of which affected verification. "System Verification is a set of actions used to check the correctness of any element, such as a system element, a system, a document, a service, a task, a requirement, etc." [13]. Firstly, the only formal record during this phase was a regular lab book; there were no formalised and recorded systems requirements or concepts of operation. Consequently, the researcher had nothing against which to verify his design decisions; the most he could hope to do was verify component-level functionality. Secondly, as design decisions were not formally tracked there was no accessible and shared record of knowledge and decisions; this hindered the ability of the wider, supervisory group to assess the project’s progress, and understand whether it was meeting its original goals. This was also a failure in verification. Had a systems process been adopted from the outset, the means would have existed to periodically and objectively verify development against the system requirements, and against the CONOPS. It must be mentioned that reconciling project direction with project goals is not a one-directional process. As the development continues a much greater expertise in the area is developed, and it is sometimes only with this knowledge that informed decisions can be made. Some of these decisions may justifiably affect system requirements and concepts of operation, as is normal in the feedback, feed-forward, nature of Systems Engineering. However, what is vital is that everybody involved in the project has the same idea of requirements and operation. Keeping a good record of knowledge does not only add value when translating up through to higher TRLs, but also when communicating across the TRL at which the team is working. In research science, where each individual is a specialist in their own area, the capability to horizontally translate knowledge is very valuable indeed.

B. Case A2: Systems methods applied to intractable problems of development of 3D-printer project

This case study followed Case A1 immediately and lasted for four months. Several intractable component design issues had arisen during the first nine months upon which substantial resource (time and materials for prototyping) had already been expended. A kind of trial and error approach to component design had resulted in a series of component-level failures, some of which remained unresolved. This case study is characterised by the introduction of a limited set of Systems Engineering techniques (rather than as a full suite of life cycle processes). Specifically a functional requirements specification was created (i.e., the functional analysis and definition part of the system specification [14], [11]).

1) Case A2 Narrative (Print Head Housing): The print head housing is a critical component to the control of print quality parameters including consistency when printing, control over feature size, and reproducibility. It is also one of the few device components for this system that had to take the user behaviour into account. The user has to be able to load, remove, replace, and calibrate the print head. A large number of designs were trialled in the first nine months (Case A1), but all lacked fail safes, which led to print heads breaking. It was noted that none of the designs had taken into account a sufficiently broad set of failure modes; they had been designed to satisfy the assumed requirements pertaining to print parameter control, but had not considered failure modes associated with integration into the wider system or user interaction. The designs had, therefore, lacked sufficient robustness.

Figure 2 shows the finalised design of the print head housing. FFMEA was applied to this case (see Table [7] and the failure modes from previous designs were prevented by making the hole for the pipette (the cylindrical hole running throughout the height of the housing) smaller than the lower connector of the pipette. This prevented any possibility of the pipette falling through and breaking, as had been an issue previously. Secondly, as the electrical contact (provided by a bolt through the threaded hole) was no longer responsible for
systems became better known, and requirements for sub-systems were directed towards issues he had not intuitively foreseen. Additionally, failure effects common across functions and sub-systems became better known, and requirements for sub-system components. An explanation and example proved to be sufficient to carry out a functional analysis and FFMEA for the components. The student noted that the most valuable outputs from these analyses came towards the end of completing the system didn’t have to be changed.

Fig. 2: Scale drawing of the print head housing design in use from as side on view. The blue areas show the main body of the print head housing, the pale yellow where the shafts for screws and the pipette are located from a cross-sectional view point. The white space shows a cut out so that where the screw that is used at the electrical contact meets with the pipette can be seen, so as to prevent the pipette breaking by over-tightening of the screw.

holding the pipette in place, the risk of breaking the pipette by over tightening the screw was reduced dramatically. By having the cut out in the print head housing where the bolt comes into contact with the pipette, this risk was reduced even further. The height of the housing was also increased to reduce the amount of the pipette that was exposed outside the housing. The height increase was not extended over the whole area of the print head so the bolts for affixing the housing to the rest of the system didn’t have to be changed.

The research student felt that repeated re-engineering and adaptation of components during the first nine months had significantly delayed the project, and that the introduction of systems methods in this ad hoc manner had led to higher quality deliverables. The FFMEA process took between two and five hours to complete for a typical component; an uninformed design that had to be fabricated and tested at each iteration could cost more than a day per revision, on top of materials and fabrication costs. Furthermore, during the initial phase, changing a key component would result in a chain of redesigns. For the print head housing, both the substrate holder and pipette holder mounts had to be redesigned and re-fabricated to accommodate changes to the print head housing’s dimensions, further increasing costs in time and materials. Had a systems approach been taken from the start, so that these components were designed in parallel, unnecessary costs would certainly have been avoided.

The research student found it easy to learn, and successfully carry out a functional analysis and FFMEA for the components. An explanation and example proved to be sufficient guidance. The student noted that the most valuable outputs from these analyses came towards the end of completing the associated documents. By clearly listing and describing the ‘obvious’ functions and associated failures, his attention was directed towards issues he had not intuitively foreseen. Additionally, failure effects common across functions and sub-systems became better known, and requirements for sub-system integration were better understood. Subsequent to acquiring a broader experience of Systems Engineering, the research student observed that carrying out a FFMEA was the activity that had made the most significant difference.

2) Analysis of Case A2: The formal record, created by implementing these two Systems Engineering activities, proved to be beneficial in two ways. Firstly, it provided clear traceability for failure events from observable effect to possible cause, which was a significant change from the blind disassembly and inspection that had previously been the working practice; this saved time (i.e. inadequate record in section 1). Secondly, it provided artefacts that were shareable with other project stakeholders to critique and check. Naturally, this enhanced the collaborative aspects of the project and enabled additional identification of issues that the research student had missed. In one such case, a potentially dangerous failure was identified which could have led to the device building up a large static charge, the research student had neglected this issue as it is easily mitigated in a laboratory context. However, this would be significant in a practical (commercial) device. It is precisely these sorts of observations that add value further up the TRL chain, by making a record (and, in this case, designing the fault out) at this stage, implementation risks are mitigated much earlier in the development programme.

This case study could be colloquially described as toe in the water adoption of Systems Engineering. The techniques were chosen to specifically address the issues with which the research student was struggling, and applied as a post hoc correction to design dilemmas. The systems-lite approach, though, was suitable for gaining buy-in from an initially sceptical developer (the student) and ultimately resulted in both a change in working practice by the individual and an openness to explore Systems Engineering in more depth. It is worth noting that the documentation created would have been suitable for carrying out verification tasks, but this was not undertaken during this phase. The benefits to the progress of the project were obvious and apparent, but it is not possible to quantify the effectiveness. The most obvious difficulty is in assessing the competence with which the student would have carried out FFMEA had he used it from the outset, instead of after he had already gained insight into causes of failures through the painful experience of witnessing several failures at first hand. However, the issue of prior knowledge is not present in case A3, which follows.

C. Case A3: Formal application of systems methods to the whole project

Having observed the impact generated through applying a very limited set of Systems Engineering methods, there was interest in trying a richer system engineering approach: formalising concept of operations, specifying system and functional requirements, verifying component and system functionality, and validating the delivered system/component. This case lasted two months, and concerned the development and integration of a complex sub-system (integrated heating element). In this case, there had been no previous work on this design, although the researcher must have had the concept in mind,
An integrated heating element is needed to controllably heat the substrate to prevent warping due to cooling after printing. The particular challenges in this project were installing a heater in such a way as not to impinge on the movement of the staging, to not heat up parts of the printer other than the substrate and substrate mount, as some parts had unknown operating temperature ranges, and to prevent the high voltage system within the printer from electrically interfering with any element of the heater. This meant that the heater had to be electrically insulated from the printer without being thermally insulated, putting severe constraints on the materials that could be used as the electrical insulator. Additional complications arose from the need to avoid parts other than the substrate and substrate mount being heated, requiring the heating element to be in close proximity to both, and consequently to parts of the system that would be at high voltage.

1) Case A3 Narrative (Integrated Heating Element): As with all systems development, the life cycle processes must be tailored to project size, organisational constraints, and other project needs. With one research student and an advisory team of five academics (small team), it was important not to create excessive Systems Engineering activity and documentation. A curtailed set of technical processes, compared to the full list of ISO15288, was used. Given prior work on the wider system. The following Systems Engineering process was conducted:

- Subsystem requirements capture and analysis
- Functional Analysis
- FFMEA
- Design
- Fabrication
- Verification at various development stages
- Validation

An integrated heating element is needed to controllably heat the substrate to prevent warping due to cooling after printing. The particular challenges in this project were installing a heater in such a way as not to impinge on the movement of the staging, to not heat up parts of the printer other than the substrate and substrate mount, as some parts had unknown operating temperature ranges, and to prevent the high voltage system within the printer from electrically interfering with any element of the heater. This meant that the heater had to be electrically insulated from the printer without being thermally insulated, putting severe constraints on the materials that could be used as the electrical insulator. Additional complications arose from the need to avoid parts other than the substrate and substrate mount being heated, requiring the heating element to be in close proximity to both, and consequently to parts of the system that would be at high voltage.

<table>
<thead>
<tr>
<th>Function</th>
<th>Failure Mode</th>
<th>Effects</th>
<th>Severity of Failure</th>
<th>Causes</th>
<th>Probability of Occurrence</th>
<th>Detection</th>
<th>Probability of Detection</th>
<th>RPN</th>
<th>Design Alterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hold pipette still</td>
<td>Bolt grip on pipette fails</td>
<td>Pipette crashes into substrate</td>
<td>9</td>
<td>Insufficient friction between bolt and pipette</td>
<td>1</td>
<td>Visible to user</td>
<td>1</td>
<td>9</td>
<td>Make hole smaller than the inner connector of the pipette, making falling through impossible.</td>
</tr>
<tr>
<td>Pipette is not held steady</td>
<td>Distorted printing pattern</td>
<td>Pipette wobbling during printing</td>
<td>7</td>
<td>Insufficient friction between bolt and pipette</td>
<td>2</td>
<td>Visible on camera</td>
<td>2</td>
<td>28</td>
<td>Pin the pipette in place using the electrical contact.</td>
</tr>
<tr>
<td>Provide high voltage contact to pipette</td>
<td>High voltage circuit broken</td>
<td>No printing will occur</td>
<td>5</td>
<td>Bolt/pipette contact broken</td>
<td>2</td>
<td>Visible to user</td>
<td>1</td>
<td>10</td>
<td>Cut out made in print housing so bolt/pipette contact is visible.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Function</th>
<th>Failure Mode</th>
<th>Effects</th>
<th>Severity of Failure</th>
<th>Causes</th>
<th>Probability of Occurrence</th>
<th>Detection</th>
<th>Probability of Detection</th>
<th>RPN</th>
<th>Design Alterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mount substrate</td>
<td>Surface that substrate is on is no longer level</td>
<td>Pipette crashes into substrate</td>
<td>9</td>
<td>Pipette is not a constant distance from the substrate during printing</td>
<td>5</td>
<td>Visible to user</td>
<td>1</td>
<td>45</td>
<td>Commerically sensitive</td>
</tr>
<tr>
<td>Controllably heated substrate</td>
<td>Insufficient heat supplied to the substrate</td>
<td>Solvent does not evaporate</td>
<td>6</td>
<td>Heater is not powerful enough</td>
<td>5</td>
<td>Visible to user</td>
<td>1</td>
<td>45</td>
<td>Modular design so heater is easily replaced.</td>
</tr>
<tr>
<td>Substrate gets overheated</td>
<td>Printing gets distorted</td>
<td>Thermal expansion of the substrate</td>
<td>6</td>
<td>No temperature change when heater is switched on</td>
<td>2</td>
<td>Visible to user</td>
<td>1</td>
<td>24</td>
<td>Modular design so heater is easily replaced.</td>
</tr>
<tr>
<td>Electrical contact with the high voltage supply</td>
<td>Heater-burns out</td>
<td>Voltage overload</td>
<td>10</td>
<td>Voltage overload</td>
<td>1</td>
<td>Visible to user</td>
<td>1</td>
<td>30</td>
<td>Insulation of electrical insulation layer in heater module.</td>
</tr>
</tbody>
</table>
validation comprised in-use testing, where it was established that the heating-element succeeded in relieving the issues it was intended to address. The steps taken in the project were as follows:

1) Requirements captured and documented based on the research student as customer; these were based on functional decomposition from the top level requirements of "The subsystem shall heat the substrate in a controllable way."

2) A functional architecture was created as a functional flow diagram [14], (see Figure 3)

3) A schematic design was created using MS Visio and iteratively developed (without the need for prototyping) by verification against the requirements specification, which included both the subsystem functional requirements and the integration requirements.

4) Using FFMEA, critical failure modes were identified (see Table [II] and those with a high Risk Priority Number (RPN) were designed out, through further design iteration. RPN [15] is calculated simply through the product of severity, likelihood, and detection probability (i.e., how certain the failure is to be confidently attributed to the cause). The criticality of the failure mode is the product of severity and likelihood. It should be noted that these values are almost always subjective estimates, based on the estimator’s experience or intuition. In this project, the estimates were validated through discussion with supervisor expertise in 3D-printing.

5) Further design constraints were imposed. These were required for fabrication simplification; something the research student had not previously considered.

6) The heating element was fabricated in line with the final design and integrated into the existing printer.

7) The installed heating element was verified against the design requirements. There were no specific tests to satisfy in this step, but verification was determined visually and operationally by the research student and his intuitive understanding of how the subsystem should work according to the design.

8) The subsystem (heating element) was validated according to it meeting the original need (top level requirement).

Based on the functional requirements specification, the FFMEA identified potential failures. The main failures highlighted are as follows. There is a risk of thermal drift of the carbon tab distorting the printing if the temperature changes significantly during printing. In order to prevent this a procedural instruction has been put in place to heat the substrate to temperature and allowing a short period of time for the system to settle before starting printing. There is also a risk that the substrate is not completely level on the staging, causing uneven deposition, failure to print, or in the worst case the tip to crash into the substrate. To prevent this a program to auto correct for height as the tip moves across the surface has been written. The potential for the heater burning out as a result of voltage overload from contact with the high voltage system is also a high risk failure mode, as this would require the heater part to be replaced. This lead to electrical, but not thermal, insulation being incorporated into the design. By taking these into account a component design was created that has not had to be re-engineered since its fabrication, despite numerous subsequent changes to the whole system. From a project perspective, it was the first major component that, once designed, did not have to be re-engineered, or adapted, due to design changes to other parts of the system. Installation of the element was achieved without difficulty. It worked to specification the first time, and was delivered on time (i.e., according to schedule). Although the initial design process took longer than in cases A1 and A2, the costs relating to the protracted iterative design process of these cases, and the knock-on effects of redesign being required elsewhere in the system, outweighed this initial investment of time. The researcher recorded spending thirteen hours on the initial design for the heating element, ten of which were spent on activities pertaining to Systems Engineering, and three on other design activities (such as drawing schematics). Fabrication, carried out by a third party, has consistently taken one working day for any component. Consequently, it is clear that a considerable time-saving was achieved by eradicating the need for repeated fabrication of numerous prototypes, as had been the case in the earlier project phases.

2) Analysis of Case A3: Although the Systems Engineering carried out in this case study focused on a complex subsystem, rather than the whole system, and could be considered to be lightweight in some parts, it is suggested that the influence of clearly stated, and verified requirements, and the application of FFMEA have considerably reduced the amount of rework that had dogged the previous phases (i.e. inadequate record in [I]). Reduction, or removal, of rework is often quoted as a raison d'être for Systems Engineering [16], [17]. This case has a marked, and important, difference with the previous one (A2): in this case the research student had no prior knowledge of the design article or trial and error experience of its development. A formal improvement that could have been instituted in this case would have been the prior and explicit definition of veri-
fication test criteria and test plan; retrospectively the research student remarked that this would have been important had the project been conducted by a larger group in which work was partitioned between its members. It would provide certainty to group members regarding the performance of individual components that were outside their responsibility. Overall, the research student gained an understanding of constraints, pre-sighting potential fabrication and integration issues, and an approach for good experimental design without the need for excessive prototyping. This was a good example of how a systems approach develops hindsight in advance. As in case A2, the research student considered application of the FFMEA to have the most significant impact on the subsystem development.

No attempt was made to decide on the optimal amount of Systems Engineering for this case and additional work would be required to characterise the appropriate balance and intensity of Systems Engineering effort for applied science, experimental design. Furthermore, such optimisation should also consider the effect on the full life cycle; for instance, would additional Systems Engineering effort at the experimental stage lead to more, or less effective commercialisation? The case study provides no answers to this, and related, questions. We note the conclusions of Honour [18], that investment in Systems Engineering is most effective if done early in the life cycle. However, we can conclude that application of Systems Engineering has, in this case, improved the design and fabrication of experimental apparatus in terms of robustness and project timelines. It would seem that a significant change in behaviour has taken place for the research student who, as a result of learning and applying Systems Engineering techniques, has developed a design philosophy that is more holistic and places a greater weight on accurate looping and description of the design item than had previously been his practice.

D. Assessment and summary of case A

To summarise the level of Systems Engineering used in cases A1, A2, A3, a simple V-diagram, that corresponds to the component developments, is presented in Figure 5. The stages of this process are listed in Table IV and the activity carried out in each case are described. It may be noted that deployment was only entirely successful for case A3, in which the most comprehensive application of Systems Engineering techniques was undertaken. A more detailed comparison of the three elements of the case study, in terms of research student performance is provided in Table IV. The time expended in use of design tools (for technical drawing etc.) is relatively unaffected by the use of Systems Engineering, but the number of design iterations and the total effort are notably different. Case A1 required 6 iterations, of which 2 designs were fabricated, A2 required 3 and A3 was right first time. Although the total time for design for case A2 was 57 days, it should be observed that 38 days (without Systems Engineering) did not result in a usable design, but it took only 19 days (with Systems Engineering) to achieve a successful design. Of course, the research student was growing in experience throughout the three case studies and so these times are indicative only, but they seem to demonstrate the impact of Systems Engineering on effective working. All three issues of foresight, project drift, and record keeping, identified in section IV are observed through the various stages of case study A. Following the achievement of an operational 3D printer, the student remarked: I have gone from scepticism about Systems Engineering to relying on it.

IV. CASE B - QUANTUM SYSTEMS ENGINEERING SUMMER SCHOOL

Everitt et al. [4] have argued that Systems Engineering is required to realise the opportunities presented by the most recent research in quantum mechanics. Based upon the experiences related in case A, and on the delivery of two short workshops on Systems Engineering for quantum scientists, a curriculum for a five-day summer school in quantum Systems Engineering was developed.

A. Delivery of Quantum Systems Engineering summer school

This was delivered to thirty PhD students all sponsored by Dstl and mostly nearing the end of their second year (of three). The curriculum, designed to provide an overview of Systems Engineering and training in a small number of useful techniques, comprised the following:

- Concepts of Operations (CONOPS),
- Systems requirements analysis using Systemic Textual Analysis (STA) [19],
- Functional requirements analysis,
- Function Means Analysis (FMA) [12]
- Brainstorming and negative brainstorming for concept generation (though participants generally used FMA with brainstorming only)
- Functional Failure Modes and Effects Analysis (FFMEA),
- Quality Function Deployment (QFD) methods,
- Verification and Validation (V and V),
- Life-cycle analysis.

There were lectures in each topic and the students were expected to apply the techniques to a project over the course of the week. The project required them to design, and present to a panel of industry experts, a design concept for a commercially feasible complex technical product. They had to apply and demonstrate the use of Systems Engineering techniques in order to convince the judging panel that their technology was credible, and they were expected to highlight design parameters, features, opportunities, and novel solutions within their designs. Particular emphasis was placed on a problem-oriented design process, developing a solution to an existing problem rather than creating a technology with no application in mind.

1) Case B Narrative: Over the course of the summer school the students’ perceptions of usefulness of Systems Engineering methods was tracked informally, and at the end of the week their opinions regarding the value of a Systems Engineering approach, and its applicability to scientific research and their own doctoral research, was solicited through feedback forms that were completed anonymously. Throughout the week observations regarding the approach students were taking to
TABLE IV  
Table showing depth of Systems Engineering performed in each case study for each step in the V-diagram in figure 9

<table>
<thead>
<tr>
<th>V-diagram stage</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
</tr>
</thead>
<tbody>
<tr>
<td>User Requirements</td>
<td>None</td>
<td>None</td>
<td>Bullet point of what the researcher required from the heater module were made.</td>
</tr>
<tr>
<td>System Requirements</td>
<td>None</td>
<td>FFMEA (see table III)</td>
<td>A functional analysis (see figure 9) was performed, leading to an FFMEA (see table III)</td>
</tr>
<tr>
<td>Architecture Design</td>
<td>The dimensions of the substrate mounting were constrained by the staging.</td>
<td>The maximum dimensions of the print head housing were constrained by the existing set up.</td>
<td>The maximum dimensions of the heater module were constrained by the existing set up.</td>
</tr>
<tr>
<td>Component Design</td>
<td>Only the size of the substrate was considered in the component design.</td>
<td>The design alterations considered in table III were implemented.</td>
<td>The design alterations considered in table III were implemented.</td>
</tr>
<tr>
<td>Component Manufacture</td>
<td>Not considered.</td>
<td>Not considered.</td>
<td>The geometry of the design was simplified from circular to square to aid manufacture speed.</td>
</tr>
<tr>
<td>Component Integration</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Testing</td>
<td>Testing only conducted on clamping the substrate.</td>
<td>The functions defined in table III were tested.</td>
<td>The functions defined in table III were tested.</td>
</tr>
<tr>
<td>Deployment</td>
<td>Unsuccessful</td>
<td>Required several design and fabrication iterations</td>
<td>Successful</td>
</tr>
</tbody>
</table>

TABLE V  
Table comparing case studies A1, A2, A3: times are from student logbook (days) or Toggl function of design tool (hours)

<table>
<thead>
<tr>
<th>Case</th>
<th>Objective</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Create substrate holder</td>
<td>Create print head housing</td>
<td>Create integrated heating element</td>
<td></td>
</tr>
<tr>
<td>Relative difficulty</td>
<td>Light</td>
<td>Medium</td>
<td>Medium</td>
<td></td>
</tr>
<tr>
<td>Number of design iterations required to achieve working component</td>
<td>6</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Effort to achieve working component from identification of need for component</td>
<td>30 days (with no SE)</td>
<td>58 days (38 with no SE followed by 19 with SE)</td>
<td>16 days (with SE)</td>
<td></td>
</tr>
<tr>
<td>Effort spent on design idea generation</td>
<td>6 days</td>
<td>12 days (10 in no SE phase and 2 in SE phase)</td>
<td>4 days</td>
<td></td>
</tr>
<tr>
<td>Functional Analysis and FFMEA (total time)</td>
<td>N/a</td>
<td>2.5 hours</td>
<td>4.5 hours</td>
<td></td>
</tr>
<tr>
<td>Technical drawing (total time)</td>
<td>3 hours</td>
<td>4 hours</td>
<td>3.5 hours</td>
<td></td>
</tr>
<tr>
<td>Number of manufactured designs</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Fabrication time</td>
<td>2 X 1 = 2 days</td>
<td>3 X 1 = 3 days</td>
<td>1 day</td>
<td></td>
</tr>
<tr>
<td>V and V</td>
<td>N/a</td>
<td>2 hours</td>
<td>2 hours</td>
<td></td>
</tr>
<tr>
<td>Outcome</td>
<td>Design worked eventually</td>
<td>Design worked only when SE adopted</td>
<td>Design worked first time</td>
<td></td>
</tr>
</tbody>
</table>

accomplishing their project goals were recorded, in an attempt to observe how systems thinking affected their behaviour when tackling a complex problem under time-constrained circumstances.

Feedback forms requested participants to identify positive and negative aspects of their experience of the summer school. With respect to the merits of the Systems Engineering techniques that had been learned and the participants’ systems appreciation there were no negative comments at all. The benefits most frequently identified by participants were as follows:

- it was helpful to view problems from the perspective of other stakeholders (20/30 students)
- the systems approach enabled a better appreciation of the problem requiring to be solved and ensured that the student began with the problem, rather than beginning with the solution (17/30)
- provided a systematic way to work through a problem in a group context (15/30)
- the group discussions, using systems artefacts, clarified boundaries of the problem (12/30)

To conclude this case study, the following unstructured, but agreed comments from the four main course lecturers provide an insight into the benefits of educating scientists in some basic Systems Engineering. Initial scepticism from some participants dissipated very quickly once work on the project began (on day two). All groups were thorough in the application of the techniques at their disposal: STA, FMA, FFMEA, QFD. As in the previous case studies, it seems that FFMEA was regarded as the most useful technique learned by the participants (12/30 state it explicitly in the written feedback, and others informally during discussion). Given that all participants were working on their PhD research, it is possible that this view is influenced by an common need for a structured approach to identifying potential problems with first time builds of experimental apparatus. From written feedback, all thirty participants stated that the experience had been worthwhile and that they had acquired new knowledge; however, during discussions, many felt that they were too far into their research to obtain significant benefit from applying Systems Engineering to their projects at
the current stage. Several remarked that they wished they had learned about Systems Engineering at the beginning of their PhD.

2) Analysis of Case B: To some extent, this case study had the purpose of testing the conclusions of case study A. It is different because, whereas Case A tested the implementation of System Engineering techniques in an ongoing PhD project, Case B provided training in the techniques to 30 PhD students from different institutions and sought their opinion regarding how they might use the techniques within scientific research. The consistency with which the Case B participants endorsed the benefits of Systems Engineering supports the conclusions drawn from Case A, especially in terms of the need for foresight and recording information in systems artefacts.

The methodology was described in section II, in which we explained the methodological influences on conclusions that must be considered. In this subsection, we briefly discuss specific aspects of confidence in the conclusions to be drawn from the case studies.

For Case A, it is important to note that although the introduction of Systems Engineering methods is coincident with improvements in experimental prowess, it is also the case that the research student was developing his understanding of the project and his understanding of research techniques in general. Thus, ongoing development of the researcher himself is a factor to be considered. Improvements in project performance can be externally validated by supervision, but the reasons for improvement are based on the (subjective) view of the researcher. His analysis may also be affected by his growing knowledge of Systems Engineering as the project proceeds, i.e., the linkage between Systems Engineering and performance may only be internally observable (by the research student) once he has acquired sufficient knowledge of Systems Engineering to rationalise cause and effect.

The formulation of the summer school curriculum was based on the knowledge gained during Case A (at least in part), thus cases A and B are not independent. The fact that the outcomes of case B are coincident with case A should not be considered to be proof of the conclusions or imply a generalisability of the results. Case studies never validate the results of other case studies, but they may add (or reduce) confidence in the results. Thus, the results of case B provide added confidence in the conclusions given below in section VI but they do not prove them.

B. Changes in behaviour

Since the 1990s, many commercial organisations have invested in Systems Engineering training because it has been viewed as organisationally transformational. There are a variety of Systems Engineering competencies that can be developed to improve an individual’s problem solving ability in complex environments [20]; in this section we outline the development of the research students in cases A and B.

At the start of the PhD project the student displayed resistance to the position that Systems Engineering should be applied to laboratory research for the following reasons:

- he thought it would mainly be a paperwork exercise
- that although it might support the wider R&D chain, it would have no value to his individual work
- that the imposition of a rigid framework might inhibit creativity
- that a cyclical process requiring verification and validation (V&V) to advise an iterative design was not analogous to laboratory research
- he found it difficult to imagine V&V criteria in advance
- that the time required to learn the techniques would ultimately outweigh any benefits in the context of a three-year doctoral programme
- he thought that failure modes were intuitively obvious

After repeated failures to design an apparatus that was sufficiently robust and worked as required, a limited number of Systems Engineering activities were introduced. Firstly, the student found that writing a good specification for components and keeping a record of requirements and failures enabled him to keep the whole design (rather than just individual components) in mind and, thus, enabled more effective integration with other components. This also facilitated traceability, so that failures could be properly analysed and understood. The FFMEA was initially based on observation of failures, but this quickly led the student to identify failure modes that had not occurred and had not previously been identified or understood. This experience refuted one of the initial prejudices noted above.

By the end of case A2, the researcher had concluded that, without doubt, specific Systems Engineering methods could save time in a laboratory context. A very light-weight application of systems methods to component design had developed an appreciation of designing both for reliability and for integration. Furthermore, as the researcher began to take a systems approach from the beginning of any sub-system design processes, he noticed that he began to design for production. This was an aspect that he had not previously considered at all. During the early stages of the project little consideration was given to how parts were manufactured. It was left to the expertise of the technician to mitigate any problems that were a consequence of poor design. This led to numerous parts being re-engineered at the point of fabrication, either by the
technician if the change was minor, or in conversation with the researcher if major design changes were needed. This is a costly process, both in time spent by the researcher and increased fabrication costs; it was significantly reduced once a systems approach had been adopted.

The researcher found that when no Systems Engineering was applied (case A1), most re-designs were architectural changes, or attempts to achieve better performance. However, when a systems approach was taken (cases A2 and A3), with significantly more time being spent on the initial design process, further design iterations tended to focus on improved integrability and ease of fabrication.

It was also noted that design choices in case A3 were made keeping in mind the aim of reaching higher TRLs, with the researcher independently making effort to ensure his designs would not limit the scope of a future product. For example, more recent components and sub-systems have been designed to be modular (enabling easy replacement or change).

The researcher also observed that once a record of knowledge had been established it would be much easier for additional people to join the project, and be able to quickly develop the understanding needed to contribute. It would also stop dead ends being explored multiple times and, conversely, prevent abandoned ideas being lost when they may have potential relevance in other situations.

The application of the systems methods was not simply a formulaic repetition of process, but constituted a change in the overall behaviour of the researcher in terms of how he viewed and practised laboratory science. The most significant change was the development of an holistic view of the research in terms of the developing system and the system development over time. Practising the methods (as opposed to simply reading about them) has had a transformational effect on the behaviour of the researcher, instilling in him a systems minded approach.

With regard to case B, one week is not a sufficient period over which to observe unambiguously behavioural transformation as a result of new learning. However, the fact that most participants could identify ways in which Systems Engineering could have been valuable in their PhDs suggests that there is the opportunity for behavioural change in the future.

C. Role of Systems Engineering in Laboratory Science

In well-defined experiments, the system boundary is clearly understood, the interactions of interest are established and reasonable assumptions can be made about insignificant interactions. This relies on the researcher having a comprehensive understanding of the situation to be modelled in an experiment. The scientist must indulge in some engineering in order to build the experimental apparatus in such a way that the physical set-up of the experiment will accurately represent the anticipated physical behaviours and exclude any undesired behaviours (or that unanticipated behaviours will be obvious to the experimenter, should they occur). The case studies reported herein have indicated that a selection of tools used by Systems Engineers can aid the design of experiments to ensure robustness, clear definition, and affordable adaptability during the course of an experimental campaign. They have indicated that time and resources may be saved (or at least not wasted) when a systems approach is taken to the design of experiments. The role of Systems Engineers includes that of integrator (of systems components and relevant disciplines) and design and manufacture of experimental apparatus can often be considered to be a problem of integration. The practice of Systems Engineering should include both systemic (holistic) and systematic considerations; i.e. the development of convergent-divergent thinking abilities [2]. This means development of systems skills requires education to influence the conceptual abilities of students as well as providing techniques for systematic work. Fortunately, scientific training tends to develop conceptual skills well.

We consciously endeavoured to keep the Systems Engineering knowledge and practice required by the scientist to a minimum (in both case studies), however, the question of how much (Systems Engineering) is enough? has not been attempted. One could speculate that a set of principles may emerge, if physicists adopt Systems Engineering training, that match the Systems Engineering investment to the experiment complexity and level of resources. It is generally accepted that projects tend to be more successful if effort is invested in Systems Engineering early in the life cycle [18]: the assertion by many of the PhD students at the summer school that "they wished they had learned about Systems Engineering at the start of their PhD" is consistent with this principle.

An area that we have not yet explored, but is expected to be significant is that of systems reliability engineering. It is clear from both studies that the FFMEA technique for identifying (and thence mitigating) failure modes was the one most valued by the scientists, of those that were tried. One could argue that the case studies have considered a small sample of research students and that the need for Systems Engineering training for all post-graduate science students is not established, because these could be a minority in terms of experimental ability. However, it is not our assertion that it is universally needed, but that it appears there is merit in training scientists in Systems Engineering in order to reduce the risk of experimental failure or resource wastage. The students also noted that the techniques had enabled them to formulate and understand the problem better (case B) and so it can be argued that Systems Engineering provides a useful and accessible tool set for problem formulation in complex experiments.

The case study outputs indicate that the participants felt that some Systems Engineering training for physicists (e.g., at the start of a PhD) would be beneficial from the point of view of managing experimental resources more effectively and of ensuring that an experimental campaign runs to schedule.

Many experimental programmes involve teams of scientists and the use of the Systems Engineering artefacts for sharing knowledge across a team of scientists has been highlighted in both case studies A and B. For this purpose, the formal documentation and configuration management aspects of Systems Engineering will be essential.

The benefits of the systems approach to the future exploitation of research by developers working at higher TRLs has been considered, but has not been tested in this analysis.
There are, therefore, two main criteria that may be used to evaluate the usefulness of Systems Engineering in scientific experimentation: i) level of rework required in design and construction of experimental apparatus, and ii) efficiency with which scientific discovery can be turned into systems of social or commercial benefit. The first criterion has been met in the case studies, but the second has not been attempted.

VI. CONCLUSIONS

Although this work was originally inspired by considering the extent to which Systems Engineering could be needed for experimentation and development of quantum technologies, we have arrived at a more general conclusion regarding the role of Systems Engineering in scientific experimentation. The studies reported herein lead us to propose that laboratory science would benefit from adopting light-weight Systems Engineering processes and techniques to improve the robustness and efficiency of experiment design. In this context, lightweight means a broad understanding of the systems approach, an apprehension of higher-TRL needs to exploit research in real devices and systems, and a set of techniques for capturing and analysing requirements, concept generation, functional design, failure mode identification, and verification and validation. The techniques used have required only modest training to grasp and they generate tables and designs using a standard office suite, rather than specialist tools. Nevertheless, this modest training seems to improve the issues of lack of foresight, project drift, and inadequate recording of information for fault analysis or subsequent development.

Systems Engineering is not uninformed application of processes and tools, but also a way of thinking. Therefore, we propose that there is a benefit to training early career scientists in basic Systems Engineering. Although adoption of the Systems Engineering techniques was relatively rapid in the case studies, it is recognised that there is a hearts and minds battle to be won to realise this proposal. However, it seems that experiments are demanding increasing complexity, and tools are needed with which to deal with this.

Overall, the tools considered have been: CONOPS, STA, Functional requirements analysis, FMA, concept generation, FFMEA, QFD, V&V approaches, and life-cycle analysis (see section III). The technique that appeared to be most useful to the students was FFMEA; this had the particular merit of keeping students attention on the wider system.

A. Future Work

Future work will examine a wider range of techniques and seek to establish the principles of what constitutes sufficient Systems Engineering for laboratory science. This will include understanding the appropriate level of Systems Engineering knowledge for experimental scientists and hence develop a Systems Engineering curriculum for scientists.

The recommendations included in this paper constitute a significant change in approach to the training of scientists, future work will develop the detail of how such a change may be achieved.
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