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Synopsis

This thesis reports on the research undertaken to recover the inevitable thermal energy loss within
manufacturing processes and their related activities required to support the operation of a
manufacturing system. The principle objective of this research is to develop a framework which
describes a methodology to identify various opportunities for recovery of waste heat energy
throughout a manufacturing facility and production processes to provide decision support for

selection of an appropriate heat recovery technology.
The research contributions are divided into three major parts:

(1) The first part reviews the relevant literature across broad spectrum of energy management
approaches, state of art heat recovery technologies and current waste heat recovery research in

industry.

(2) The second part introduces a ‘Waste Heat Energy Recovery’ framework which consists of
following four steps:

i Waste heat sources and sinks are identified through a waste heat survey from both the plant
and process perspectives.

ii. A quantitative and qualitative assessment is used to evaluate a number of defined
parameters for the identified waste heat sources and sinks.

iii.  These quantitative and qualitative descriptors are then used to match sources and sinks to
optimise potential heat recovery which can support the selection of appropriate heat
recovery technology.

iv. Final recommendations are provided for manufacturers to identify an appropriate
technology to recover waste heat energy.

(3) This final part of the thesis describes the development and implementation of a software tool
based on this framework to support technology selection for minimising thermal loss in a

manufacturing environment.

The applicability of the proposed research concepts have been demonstrated via two industrial case
studies; a compressed air system for a PCB manufacturing plant and a cupola at an engine block
casting plant. The detailed analysis of available waste heat energy enables a systematic approach to
minimising thermal losses cross manufacturing processes and associated supporting activities allows
the assessment of heat recovery technologies for heat recovery and reutilisation. Although the

scope in this thesis is targeted towards the existing manufacturing facility, the flexibility offered by



the waste heat energy recovery framework and associated decision support software tool allow for
their employment to other scenarios such as, reconfigurable manufacturing systems or at the design

stage of a manufacturing system.

In summary, the research has concluded that energy minimisation within a facility is not limited to
technological process improvement or operational changes, but can also be achieved by taking a
more holistic view of energy flow. It is envisaged that this methodical approach to implementing
waste heat energy recovery within manufacturing should form part of a standard practice for new

and old facilities striving to reduce overall energy demand.
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Chapter 1  Introduction

Energy in its various useable forms is an essential part of life in 21* Century. It has become a
significant concern for governments, industry and the public because of increasing consumption,
depletion of energy carrying resources, and the contribution to climate change. Global energy
demand is expected to increase by 50% by 2040 compared to current levels (IEA, 2013). The
manufacturing sector is a particularly important consumer since it is directly and indirectly
responsible for one-third of global energy use (IEA, 2014). UK industry takes up about one quarter of
the national final energy consumption and generates 32% (DECC, 2014a) of heat-related CO,
emissions, mostly through deriving energy from fossil fuels. The development and proliferation of
alternative renewable energy technology is considered to be too slow to fill the energy requirements

of industry.

Heating or heat related processing treatment is one of the largest energy consumers in UK industry,
accounting for about 72% of total energy demand according to the Digest of UK Energy Statistics
(DUKES). Of the processes, the publication indicates that 31% of which is used for low temperature
processes and 22% is used for high temperature processes (DECC, 2013). Furthermore, the most
heat intensive processes have been identified to be within the cement, ceramics, iron and steel,

glassmaking, chemicals, refinery, paper and pulp and food and drink industries.

It has been shown in numerous industries that the improvement of site energy efficiency or
reduction of CO, emissions could reduce overall operating costs and improve competitiveness of UK
businesses (Worrell et al., 2009; Mori et al., 2011). Indeed, targeting energy efficiency improvement
is often a cost effective measure, leading to reduced CO, emissions, improved productivity and
improved energy security. Energy efficiency is generally defined as using less energy while
maintaining the same level of services (Sengupta & Pike, 2012), which can be achieved either by
decreasing total energy use, or increasing production rate per unit of energy used. In the UK, the
Carbon Trust designed the Industrial Energy Efficiency Accelerator (IEEA) programme to work
collaboratively with various industrial sectors to support and deliver energy efficiency improvements
in manufacturing processes (Carbon Trust, 2014). Also, performance indicators like the Carbon Trust
Standard have been developed to measure carbon emissions and energy use reduction by
organisations in industry, commerce and the public sector (Carbon Trust, 2014). Performance
indicators such as these focus on quantifying carbon emissions as an end point impact of energy

consumption, thus serving as a proxy for measuring energy efficiency indirectly.



For manufacturers to improve environmental performance through increased energy efficiency
there are two major approaches: the use of renewable energy and the reduction of energy
consumption. The development of renewable energy technologies has been relatively slow and is
considered a costly option (Turner, 1999). The more cost effective solution would be to reduce
energy demand, which can be further divided into three options: (1) reduction in total activity
(Sorrell, 2015), (2) energy management to minimise energy consumption (Seow & Rahimifard, 2011)
and (3) recovery and use of waste energy (Vallack et al., 2011). The first two options are considered
to be proactive approach because they allow manufacturers to identify not only goals and objectives
but will determine what they want to achieve in the short- and long-term and anticipate possible
challenges whist the last option is classed as a reactive approach because waste energy is inevitable
(Schobert, 2013) after the manufacturing processes are undertaken and manufacturers can respond
to this issue with waste energy recovery solutions. A reduction in activity is not an ideal solution as
manufacturing activities are mostly driven by make to sell business models and would thus impact
profitability. Research activities have focussed on improving energy efficiency through energy
management (Thollander et al., 2007), but have had limited success. This may be because they
require substantial time investment (Sandberg & Séderstréom, 2003), effort and expenditure (Doty &
Turner, 2012). Although some of the activities may be beneficial in the short term, the impact may
be insignificant. There has been research (Antizar-Ladislao et al., 2010) into energy recovery yet it

may be considered to be the least developed option of the three (see Figure 1.1).

There are several perspectives to efficient energy consumption within a manufacturing system, as
depicted in Figure 1.2. These include energy supplies, minimising energy consumption and waste
energy recovery. These three areas do not stand in isolation, but are inherently connected. It has
been observed in many industries that available energy supplies influences production scheduling,
requiring planning for when energy will be required to manage energy sources accordingly. The
ability to recover waste energy will depend on the type of processes used and frequency of use

(Ammar et al., 2012).

Renewable energy technology Long Term
Energy minimisation management > Medium Term
Energy recovery > Short Term

Figure 1. 1 Approaches to improvement of energy efficiency within manufacturing
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Figure 1. 2 Three perspectives of energy lifecycle in manufacturing systems

Another important opportunity for minimisation of energy is the reutilisation of waste energy, by
feeding back directly into the process from which it is extracted, or by feeding indirectly into the
main factory supply. The research presented in this thesis examines how waste energy recovery can

play a part in energy efficient manufacturing.

Waste energy recovery in manufacturing applications is a complex subject and covers a wide range
of issues from identification of waste energy sources, suitable energy demand and the practical
implementation of appropriate waste energy recovery technology. Many of the existing analysis
tools that focus on energy recovery are either very broad in scope, such as the McKenna model; a
techno-economic model that aims to establish the economic potential for heat recovery in UK
industry (DECC, 2014b). Industrial case studies are very specific in their attribution of energy
recovery, for example low-grade heat recovery in UK food and drink industry undertaken by Law et
al. (2012) and Ammar et al. (2012), where energy recovery was focused on very specific processes,
with a limited range of technologies considered. This highlights the need for a decision support tool
based on a systematic framework, applicable to a generic industrial environment, but that can also
be applied specifically in manufacturing systems. As such, the scope of the research reported in this

thesis focuses on the development and application of this framework.

The research reported in this thesis investigates the recovery of waste heat energy in a
manufacturing environment. This includes identifying both source and sink for waste heat energy.
This requires the ability to assign a number of quantitative and qualitative attributes to it, so as to

provide environmental engineers with an indication of what, where, when and how much waste



heat energy is available during the production phase. This provides a systematic approach to recover

waste heat energy and enhance overall energy efficiency improvements. This is achieved through:

e Development of a framework to identify waste heat sources and potential sinks, defining
them quantitatively and qualitatively define them by assigning a number of attributes to
highlight the most beneficial and economical solutions for improvement.

e Development of a software tool to handle the complexity involved in modelling according to
the framework. This includes facilitating the calculation of waste heat energy lost through
processes, selection of appropriate waste heat recovery technologies to be implemented
and to support “what if” scenarios, through varying process parameters, production
campaign, temperature, flow rate and temporal profile.

The structure of this thesis comprises three main sections: (1) research background and overview, (2)
theoretical research, software development and case studies, and (3) research discussion and

conclusions (Figure 1.3).

The research background and overview section consists of five chapters. Chapters 2 to 6 provide a
review of a range of research issues regarding the use of energy and methods for improving energy
efficiency, as well as specific examinations of where energy is lost in a manufacturing environment
and how it can be recovered. The research context, aims and objectives and scope are defined in
Chapter 2. This research definition is supported by a detailed literature survey, which reviews energy
management in Chapter 3, state-of-the-art technologies in energy recovery in Chapter 4 and the
latest waste heat recovery research in Chapter 5. Chapter 6 provides a brief review of common
research methodologies and explains in detail the methodological approach adopted within this

thesis.

The theoretical research and development section comprises five chapters and highlights the thesis’s
main contributions to research. Chapter 7 provides a brief overview of the waste heat recovery
framework and the structure for which the research chapters are presented. Chapter 8 details the
first step of the waste heat recovery framework, developed to allow manufacturers to identify
where unutilised waste heat sources occur and corresponding potential sinks where demand can be
met with recovered heat energy. Chapter 9 provides detailed analysis of the identified heat sources
and sinks, with a number of assigned quantitative and qualitative attributes defined in this research.
Chapter 10 describes the development of a software tool to aid manufacturer’s decision making for
selection of the most appropriate technology according to calculated environmental and economic

benefits. Chapter 11 describes case studies that demonstrate the use of the waste heat energy



recovery software tool and illustrating the extent to which energy efficiency can be improved using

this framework.

The final section of the thesis presents the conclusions from the research. Chapter 12 provides a
summary of the research findings and assesses the outcomes of the research against the objectives
set out in Chapter 2. In Chapter 13, a number of conclusions are drawn and opportunities for further

development of the research are outlined.

Additional calculations and programing data to support the case studies are included in the
appendices, along with three papers based on research reported in this thesis; one published and

two provisionally accepted.
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Chapter 2  Aims and Scope of Research

2.1 Introduction

This chapter describes the research context and questions, the overall aims, objectives and research
scope of the work presented in this thesis. Sections 2.2 and 2.3 describe the research context and
the primary research questions considered in this research whilst sections 2.4 and 2.5 highlight the

research objectives and their scope.

2.2 Research Context

In the 21st Century, fossil fuels remain the dominant component of the global energy grid. The
depletion of these natural resources and increased environmental damage resulting from their use
concerns governments, industry and the public. Coupled with the growing energy demand and the
influence of emerging economies such as China and India, it has been projected that worldwide
energy consumption will increase by more than 40 percent by 2035 (Chevron, 2014). Taking all new
technology developments and policies into account, the world is still failing to put the global energy
system onto a more sustainable path, currently over 80% of the global primary energy demand is
met by fossil based fuels (Figure 2.1) (IEA, 2014). The problem is compounded by increased
populations, development of ‘comfortable countries’ and industrial development based on
economic drivers which hardly relegates energy or environmental consequences. New policy
development, the introduction of economic incentives, widespread publication of environmental

concerns has been ineffective (Blackman & Harrington, 2000).
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Figure 2. 1World Primary Energy Demand, adapted from (IEA, 2014)



For the manufacturing industry, a reduction in activity is not an ideal solution as manufacturing
activities are typically driven by production and sale business models (Spring, 2013). Reducing
productivity would thus impact profitability, the primary objective of businesses. A large number of
research programmes have sought to improve energy efficiency (Boyd et al., 2008; Carbon Trust,
2014), but have not been hugely successful at achieving radical reductions on overall consumption.
This is due to difficulties in implementing new technologies and operational procedures in
companies, especially where the renewal of equipment happens only over long timescales. In
general, it is often difficult to justify the time, expenditure and effort required to implement energy
efficiency improvements in light of the financial cost against energy gains achievable. The third
option described in Chapter 1, recovery of waste energy, has not been studied extensively in
research. This may be due to the perceived low return in energy saving in comparison to the
required effort and expenditure to implement such solutions. Energy recovery as an energy

efficiency approach is consequently under-developed and forms the focus of this research.

As the research focusses on recovery of Waste Heat from various aspects of the manufacturing
system, it is essential to clarify the manufacturing levels and energy recovery from ‘plant’, ‘process’

and ‘product’ perspectives.

‘Plant’ in this thesis refers to the factory buildings and associated infrastructure required in
maintaining optimal production environment, i.e. space heating, lighting, compressed air systems,

pressure etc.

‘Process’ in this thesis refers to the operational processes which includes the actions undertaken by
the machines or equipment that aid the creation of value, i.e. material transformation, transport and

storage etc.

‘Product’ in this thesis refers to ‘materialised, artificially generated objects or groups of objects
which form a functional unit, as defined by Krause et al. (1993). The product may contain different

parts and maybe made up different materials and processed with different equipment.

In manufacturing, energy consuming activities generally fall under five levels ranging from detailed
turret scale energy requirements to broad enterprise scale activities. These are useful for describing
different energy requirements across various manufacturing activities, including enterprise, facility,
machine cell, and turret levels (Vijayaraghavan & Dornfeld, 2010). Based on these five levels, the
literature includes a significant amount of research has been carried out to improve energy
efficiency of a wide range of manufacturing activities (for review of research work in these areas

refers to Chapter 3).



At the enterprise level, Kara & Ibbotson (2011) identified that supplier location was a major factor
that can increase overall energy requirements for the raw materials. Thus by selecting local rather
than international suppliers, the use of energy intensive transport can be avoided. At the facility
level, investment of capital in energy-saving equipment such as insulation and waste-heat recovery
could reduce overall energy demand with little or no effect on product quality (Despeisse, et al.,
2012). At the machine cell level, most of the work involves process planning for improved energy
performance. For example, Tan et al. (2006) combined manufacturing process planning and
environmental impact assessments using check list analysis, proposing an optimal decision making
method for new components that includes energy consumption as part of the sustainable
development evaluation. At the machine level of manufacturing, Dahmus & Gutowski (2004)
reported that machine tools with increasing levels of automation have higher basic energy
consumptions which result from the amount of additional integrated machine components required.
For example, CNC machines carry a number of key components such as pumps, hydraulic systems,
and numerical control systems which dominate the energy consumption of the process. Turret level
of the manufacturing system represents the actual material transformation process and is typically
studied based on theoretical analysis. examples include the work of: Sarwar et al. (2009) who carried
out a detailed analysis on the specific energy consumption of bandsawing different work piece
materials; Rajemi et al. (2010) have looked at the minimal energy required for turning and the
optimal conditions for machining a product and finally Kuzman (1990) who carried out an energy

evaluation of the cold forming process.

There has been a substantial amount of work carried out across these different manufacturing levels
to improve energy efficiency. However, it is sensible to suggest that energy recovery should not be
applied to one manufacturing level only. WHE is potentially recoverable from facility level activates,
from individual processes and from actual products as they leave their respective processes. Here, a
focus on discrete manufacturing levels described by Vijayaraghavan & Dornfeld (2010), become less
useful. Instead it may be useful to adopt another set of terminologies defined by Rahimifard et al.
(2010) called the ‘3P perspective’ which describes energy modelling techniques which use either the
Plant, Process or Product as the central perspective. These three perspectives can be used to define
potential sources of WHE and may be useful for identifying possible waste heat flows within a
manufacturing facility (Figure 2.2). WHE available from plant level activities might include flue gases
from boiler systems, heat generated by air compressors, or heat from lighting, all of which can be

either concentrated or disperse.
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Figure 2. 2 Plant, Process and Product Perspective for WHE recovery

WHE available from process level activities may include sources such as heat from pumps and
cooling fluids, exhaust gases as well as conduction and convection from hot castings (e.g. furnace).
Finally, WHE from products will typically be in the form of heat emanating from hot bodies (e.g.

cooling cast or kilned parts).

Within these categories it is then possible to identify potential sinks for where the waste heat can be
reutilised. As shown in Figure 2.2, WHE is typically suitable for use at either the same manufacturing
level, or cascaded to a level above. This is with the exception of the product level, in which case it is

generally not feasible to reuse the energy outside of the context of a process.

2.3 Research Questions

This research addresses the inevitable thermal energy loss within manufacturing processes and
related activities required to support the operation of a manufacturing system. The fundamental
research question in this thesis is “How do we identify the quantity, quality and availability of waste
heat from a manufacturing process, determine the maximum potential, and selection of the most

appropriate technology for recovery of this energy?”

To be able to answer this fundamental research question, the following questions also need to be

answered:

e What are the current obstacles for waste heat energy recovery and how should a taxonomy

be developed for heat energy recovery within the manufacturing environment?
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e How can we quantitatively and qualitatively describe waste heat energy in a way that allows
systematic judgment for optimised recovery?

e How can waste heat sources and sinks be systematically compared for the most beneficial
energy recovery opportunities? and

e Given the identification of the most suitable technology for heat energy recovery for a
particular application, what information is required by manufacturers in order to implement

the identified solution taking into account environmental and financial considerations?

2.4 Aims and Objectives

The overall aim of this research is to assign quantitative and qualitative descriptive attributes to
potential WHE and to support manufacturers select the most suitable heat recovery technology for

their specific applications.
In order to achieve this aim the following research objectives have been defined:

1) To review literature on energy management across various industrial sectors especially
in the manufacturing discipline, on the state of art in energy recovery technology as well
as the latest research in WHE recovery and software tools.

2) To generate a framework to systematically identify the waste heat energy sources,
associated quantity and quality, ways of comparing the parameters with technology
specification.

3) To develop a decision support software for the optimisation of heat energy recovery
through examining the suitability of potential technology options.

4) To investigate the viability of using the WHE recovery framework and the decision
support software by demonstrating the applicability through two case studies.

5) To document the result generated in form of a PhD research thesis

2.5 Scope of Research

The scope of this research is in line with its objectives, as defined in the remaining sections of this

chapter.

25.1 To review literature on energy management across various industrial sectors
especially in manufacturing discipline.

In order to position the research in the appropriate context, a comprehensive review of the research

that comprises an overview of energy system in industry specifically study energy efficiency in the

manufacturing sector, an overview of energy management related research, which includes Life-
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cycle analysis, Life-cycle energy analysis and Cambridge Engineering Selector (CES), a review of
energy management strategies in manufacturing sector in which an overview of five levels of
manufacturing is considered, and also an understanding of exergy and its associated analysis. These

will be discussed as part of the literature survey in Chapter 3.

2.5.2 To review the state of art in energy recovery technology and latest heat energy
recovery research
To gain a better understanding of the Waste Heat Energy (WHE) Recovery, Chapter 4 & 5 takes a
closer look at various energy recovery technology and latest waste energy recovery research on the
‘Plant’, ‘Process’ and ‘Product’ perspectives is required. There are many different methods and
technologies for recovering waste energy in a manufacturing environment, such as kinetic energy
from movement of the machine parts, chemical energy from reactions, thermal energy as a result of
combustion and some other well established engineering cycles which enable heat energy recovery.
The review will include various heat exchanger technologies, thermodynamic cycle, and some of the
state of the art technology. In addition, the review examines currently existing waste heat recovery
researches such as low grade waste heat energy recovery, energy recovery system for electric motor

drive system and energy harvesting from vibration.

2.5.3 To generate a framework to systematically identify the waste heat energy availability
and its potential demand
A framework for waste heat energy recovery will be developed to provide a structured approach by
which opportunities and challenges arising in the manufacturing environment can be explored. The
framework describes a methodology to identify various sources of waste heat throughout a
manufacturing plant, production processes and product levels, and provides an overview of waste
heat hotspots within the production system. This analysis is used to highlight opportunities for heat
recovery, by capturing available waste heat with suitable recovery technologies and reuse, recycle or
energy storage options in order to improve overall energy efficiency. This will be described in

Chapter 7, 8 and 9.

2.5.4 To develop a decision support software for the optimisation of heat energy recovery
through examining the suitability of potential technology options.

Based on the framework generated, a software tool that enables manufacturers to have a quick and

simple implementation of such framework and access to decision making. The software tool

designed for this framework allows data to be input into the program which is fed into the

calculation module of the software. The software carries out mathematical operations to determine

some of the key values which will then be utilised alongside the technology database to suggest a

12



number of waste heat recovery technologies for manufacturers to consider. A detailed description

and demonstration of the software tool will be in Chapter 10.

2.5.5 To investigate the viability of using the WHE recovery framework and decision
support tool by demonstrating their applicability through two case studies.
In order to investigate the viability of the research concepts and to highlight the applicability of the
framework, the software tool will be assessed through a number of case studies. In this thesis, two
industrial case studies of which one represents waste heat energy in the low temperature band
whereas the other is associated with high temperature applications will be investigated using
theoretical data, complemented by empirical data. Case study and analysis data will also be used to
populate the software tool and provide opportunities for improvement. This will be discussed in

Chapter 11.

2.6 Chapter Summary

In this chapter the context of the research has been identified, and research assertions are stated.
Aims have been set and respective objectives have also been defined. The defined aims and
objectives have been used to generate the scope of the research. The following three review
chapters present an overview of energy management in manufacturing, state of art technology and

latest research in WHE recovery.
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Chapter 3  Review of Energy Management within
Manufacturing

3.1 Introduction

Energy is playing an important role in our everyday lives, providing us with warmth, light, transport
and production capabilities, amongst many other useful applications. With recent interest in future
energy security, carbon emissions and associated concerns over rising fuel costs, there has been a
significant escalation of research into energy saving strategies within industry. This section provides
some fundamental knowledge of the role energy plays in our everyday lives and a detailed review on
the various researches that has been conducted on measuring, analysing and modelling energy
consumption within manufacturing. The current research in this field is divided into two main
domains: 1) product perspective, and 2) manufacturing systems perspective. Both domains are

described in detail.

3.2 Overview of Energy in Industry

Global demand for energy has risen inexorably in the last 150 years in step with industrial
development and population growth. At the present time, we are totally dependent on an abundant
and uninterrupted supply of energy for living and working. It is a key ingredient in all sectors of
modern economies. Effectively, society as we know it is underpinned by this crucial resource, with
energy demand predicted to continue to rise by at least 50% by 2030, (IEA, 2013). This is due to

developing counties like China and India seek to fuel their rapid economic growth (see Figure 3.1).

This upward trend in energy consumption however is not replicated in every country. In the UK,
industry accounted for 25% of the energy consumed, 2.22 quadrillion Btu, in 2007, with transport at
28% and the domestic sector being the largest consumer at 30% (Figure 3.2). In primary energy
equivalents, industrial consumption accounted for 47,620 ktoe (thousand tonnes of oil equivalent) in
2011, some 1,076 ktoe (or 2%) lower than 2010 (DECC, 2013). This reduction shows efficiency
improvements in electricity generation, changes in the structural nature of the industrial sector, and
efficiency of final use in industry during the transformation of primary into secondary fuels for final

consumption.
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Figure 3. 1 Global primary energy consumption by region 1970-2012, adapted from Review of World Energy (2013)

Despite this recent reduction in UK industry energy consumption, the manufacturing sector still
represents a major source of demand. Energy efficiency in the manufacturing industry is becoming
an increasingly important issue due to the rising costs of electricity and fossil fuel resources (The
Global Commission on the Economy and Climate, 2014), as well as the tough targets for the
reduction in greenhouse gas emissions outlined in the Climate Change Act 2008 amongst other UK
and EU legislations. More recently, organisations are becoming increasingly proactive in being
environmentally responsible with respect to their processes and products, and now consider the
environmental challenge a competitive business opportunity rather than as an obstacle(Singer,
2013). According to the latest updated data from the Department of Energy and Climate Change
(DECC) annual publication in 2015, heat use (space heating, drying/separation, high temperature
processing and low temperature processing) was responsible for 72% of total industrial consumption
(DECC, 2014b). Low temperature processes being the most significant at 31% of the total energy
consumption by industry (Figure 3.3).

Different sectors have different energy needs, for example within the industrial sector, high
temperature processing dominates energy consumption in the iron and steel, non-ferrous metal,
bricks, cement, glass and potteries industries. Low temperature processes are the largest end use of
energy for the food, drink and tobacco industry. Space heating and lighting are the main end uses in
engineering (mechanical and electrical engineering and vehicles industries). Compressed air
processes are mainly used in the publishing, printing and reproduction of recorded media sub-sector
(Pellegrino et al., 2004). Refrigeration processes are mainly used in the chemicals and food and drink

industries.
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Figure 3. 2 Final energy consumption of various sectors in primary energy equivalent (Source: DECC, 2014)
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Figure 3. 3 Energy consumption in UK manufacturing industry by type (source: DECC, 2015)
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3.2.1 Energy Efficiency in the Manufacturing Sector

There are four primary sectors that consume energy: manufacturing, households, transport and
services. The manufacturing sector covers the manufacture of finished goods and products, mining
and quarrying of raw materials and construction. Directly or indirectly, manufacturing industry
accounts for more than one-third of the global energy use and CO, emissions (IEA, 2013). This figure
is higher in developed countries where most of the energy is allocated to industrial and
transportation sectors (Moan & Smith, 2007). The worldwide industrial energy consumption is
predicted to grow from 175.0 quadrillion Btu in 2006 to 245.6 quadrillion Btu in 2030 (IEA, 2006).
The energy intensity of most industrial processes is at least 50% higher than the theoretical
minimum determined by the laws of thermodynamics(Intergovernmental Panel on Climate Change,
2007). In energy intensive industries such as paper, chemicals, steel and cement manufacturing,
cost-effect efficiency gains are possible in the order of 10%-20% using commercially available
technology (Vallack et al., 2011). In processes where efficiency is close to the practical maximum,
innovations in materials and processes would enable even further gains.

Using energy more efficiently can not only be a cost cutting exercise and an effective way of
reducing CO, emissions but also improves productivity and contributes to the security of our energy
supplies by reducing reliance on imported energy and ensuring our own and global energy resources
are maximised. More importantly it helps to conserve energy derived from non- renewable sources.
Reduction in energy consumption has historically been promoted within manufacturing as a means
of saving money, with figures estimating that a 20% cut in energy costs representing the same
bottom line benefit as 5% increase in sales (Carbon Trust, 2015). Hence, while historic energy
reduction measures have been borne out of the need to improve profitability (Ptasinski et al., 2006)
future improvements will be driven by the need to avoid taxations.

From the industrial aspect, a study by Worrell et al. (2009) shows there are important benefits of
energy efficiency and productivity. A methodology for assessing productivity benefits of energy
efficiency investments was proposed which was incorporated into assessments of energy saving

potential across an industry.
3.3 Overview of Energy Management Related Research in Industry

Industrial systems encompass the design, manufacture and sale of products including any directly
associated activities (e.g. building management and administration). Although difficult to measure
precisely, it is suggested that the industrial system can account for 30% or more of greenhouse gas
generation in industrialised countries (Evans et al., 2009). Therefore, in light of the threats posed by
climate change and the need for sustainable industrial systems, there has been a growing body of

research aiming to explore opportunities for energy reduction in this area. Within industrial systems
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there are two recognised approaches to analysing energy flows, 1) on a product level, and 2) on a

manufacturing systems level. There are different challenges with each approach.

3.3.1 Life-Cycle Analysis

As previously identified, the most common method of assessing the energy associated with the
production of a product is by using Life-Cycle Analysis (LCA). An LCA is essentially carried out as a
comparison between two products of directly comparable functionality, and consists of identifying
each and every manufacturing phase required to produce those products. Rebitzer et al. (2004)
provides a detailed explanation of the LCA framework and procedure as well as providing an
overview of available methods and tools for tabulating and compiling associated emissions and
resource consumption data in a Life Cycle Inventory (LCl).

The environmental consequences of quantifying and assessing the environmental impacts of a
product by the energy and materials used and wastes released to the environment has been carried
out by Jiménez-Gonzalez & Overcash (2000). They present a methodology to help establish gate to
gate LCl data for chemical substances and show the method helps to obtain fair and transparent
estimate of LCI data when information is not readily available from industry or literature.

So the disadvantage of LCA is its time consuming inventory analysis which the industry also found to
be too complex and requiring a great deal of effort (McAloone, 2000; Guinée et al., 2001; Fitzgerald
et al., 2007; Knight & Jenkins, 2009). It is also expensive and time consuming mainly due to the lack
of consensus among practitioners on all LCA issues and techniques and exacerbated by the lack of
comprehensive publicly available data sources.

Ciceri et al. (2010) have improved on the LCA and developed a tool that can be quickly and
transparently used to estimate the energy requirements and checked against existing LCI so that
new products can be estimated at the design stage. Essentially the tool proposes a methodology to
estimate the materials embodied energy and manufacturing energy for a product. The tool uses the
products ‘Bill of Materials’ and the knowledge on how these materials are processed to produce an
output that represents the sum of all the energy inputs into a product system. The tool presents the
results in the form of a value range on the energy requirements of the product during its beginning

of life, including the extraction of materials, processing and the manufacture of the final product.

3.3.2 Life-Cycle Energy Analysis (LCEA)
LCEA uses the guidelines and methodology in a typical LCA but uses energy as the only measure of
environmental impact. Typically the use of LCEA is not to replace a broader environmental

assessment method, such as LCA, but to facilitate decision making concerning energy efficiency (Fay

18



et al., 2000). Figure 3.4 shows a representation of the energy flows throughout the lifecycle of a
product.

Comparing the embodied energy of a product to its operational energy for example can indicate
potential life cycle energy efficiency and conservation strategies. It can also be used to demonstrate
the life cycle benefits of strategies designed to optimise the operational energy or embodied energy
of a product. For example insulation on a kettle would require additional embodied energy cost —
energy to make the insulation — but savings in operational energy will provide greater savings in the
longer term. LCEAs are also useful for distinguishing the alternative solutions or technologies in

terms of energy performance (Keoleian & Lewis, 1997).

3.3.3 Cambridge Engineering Selector

Ashby et al. (2009) together with Granta Design Ltd have developed a commercially available
software based on the Cambridge Engineering Selector (CES) technology called the CES Selector. The
software provides the rational selection of engineering materials and of manufacturing processes.
The systematic selection tools allow the application of graphical and numerical criteria to identify
materials that meet a specific design objective. The specialist edition of the CES Selector, the CES
EcoSelector, provides quick estimation of the energy usage and CO, footprint of a product design at

each phase of the product lifecycle.

3.4 Review of Energy Management Strategies in Manufacturing Sector

Energy efficiency is a general term that does not define a particular set of actions or equipment and
so can be misleading if used in isolation. To address this, and to provide some structure to research
carried out in this field, a variation of the ‘Shop Floor Production Model’ as developed by
International Organisation for Standardization (ISO) can be used categorise research conducted on

various levels.
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Figure 3. 4 Energy flows at various stages of the lifecycle (Fay et al. 2000)
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In manufacturing, energy using activities generally fall under five levels ranging from the detailed
turret scale energy requirements to the broad enterprise scale activities (Figure 3.5), and are useful
for describing different energy requirements across the various manufacturing activities.
The considerations for each level are summarised here:
e Enterprise level — supply chain of materials or components, network of production sites,
inventory hubs, sales and distribution centres, R&D and the integration of various plants.
e Facility level — building envelope, HVAC, infrastructure of the facility and site energy
generation.
e Production/machine cell level — planning, production engineering and management, supply
of material resources and maintenance.
e Machine level — operation and control of equipment, lighting, cooling, work done on
material and communication systems.

e Turret level — actual transformation of material.

3.4.1 Energy Management on an Enterprise Level

On the highest level, manufacturing enterprises extend beyond the walls of a factory that just
produces goods; it encompasses a range of activities from, supply chain of materials or components,
manufacturing processes to the logistics of the finished product. This involves a network of

production sites, suppliers, inventory hubs as well as sales and distribution centres.
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Figure 3. 5 Energy considerations at the various manufacturing levels and the defined scope of this research, adapted from
Vijayaraghavan & Dornfeld, (2010)
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Strategic decisions are often taken on this level and the activities are usually concerned with supply
chain management, sales and marketing, research and development and integration of various
plants. Energy flows involve the various interactions within the supply chain.

A number of studies have been undertaken to help address this complexity and enable businesses to
make better informed decisions regarding improving their sustainability. Quite notably, Seuring &
Miller (2008) have undertaken a comprehensive review of peer reviewed papers published between
1990 and 2007 (inclusive) that look at improving sustainability at the enterprise level. One of the key
findings, and that has some relevance here, is that whilst all papers considered economic aspects,
some papers focused mainly on social aspect whilst some focused on the environment with a growth
in later years of papers considering all three strands of sustainability. This reflects the increase in
global understanding of the requirements of sustainability but also that it is often best to tackle one
aspect well than all aspects not so well. In general, there has been a larger focus on environmental
aspects than on any other aspect of sustainability.

It has been found that embodied energy of products could be reduced by selecting local suppliers
and avoiding use of road transport for transporting the large quantities of raw materials over long
distances (Kara et al., 2010). The model produced by Kara and Manmek focuses on energy, materials
and emissions and waste with considerations for how each of these are used or produced within
lengthy supply chains. Supplier location was shown to be a significant factor that can increase or
reduce the embodied energy of the raw materials. (Kara & Ibbotson, 2011) advances a methodology
for assessing the impact of global manufacturing on the embodied energy of the products. The study
was done with six different products manufactured from various raw materials in a global
manufacturing network and found that product, material and key supply chain parameters played a
crucial role. Careful selection of local suppliers and avoidance of long distance road transport are key
considerations.

Other research on the enterprise level has identified the energy improvements can be obtained by
changing business models. For example, Seliger et al. (2006) showed that less energy consumption is
required for a phone that is remanufactured rather than a phone that is sent to a land fill, over the
production, use and end of life phase. This is because the remanufacturing pathway, despite
requiring energy input into the reverse logistics, avoids repeating manufacturing steps with
characteristically high energy consumption and environmental emissions. The results indicated that
the difference between land filling and remanufacturing a mobile telephone represents
approximately 10 days of energy consumption for the average German household and 9 months of

CO, sequestration potential for an average tree.
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A further study by Pearce et al. (2007) used Google maps to carefully plan and optimise the
embodied energy of transportation at the enterprise level. This enabled manufacturers to optimise
the life cycle of their products by minimising embodied energy of transportation.

Because globalisation of businesses has led to long and multi-tiered supply chains, it has proven
difficult to introduce improvements across the enterprise level because of the complex
communication requirements and varying levels of legislation across different countries and regions.
This has been reflected in the number of studies that have been carried out at the enterprise level
with most publications focusing on case studies and observed trends rather than new methodologies
(Seuring & Miiller, 2008). In general, the higher costs, coordination effort and complexity and
communication difficulties of implementing sustainable supply chains has led to companies focusing
on internal activities which present far more achievable environmental (and financial) gains over
shorter time periods. Indeed, such changes have been shown to lead to equal or greater benefits

with smaller financial and time investments.

3.4.2 Energy Management on a Facility Level

Energy management can be achieved at the facility level with little or no capital expenditure. It
involved measures such as better monitoring and control of heating and lighting, better planning
and scheduling of energy intensive processes, switching off or dropping running rate of equipment
when it is not in use or running at idle state and improved maintenance of boilers, furnaces and
steam distribution systems.

Additional energy efficiency measures could be achieved at the facility level, which involved the
investment of capital on energy-saving equipment such as insulation and waste-heat recovery. These
measures can either be retrofitted to an existing plant or installed in newly built plants. Since their
main purpose is to save energy, they have little or no effect on product quality (Despeisse et al.,
2012). Investigation of the energy saved in proportion to the capital cost has to be carried out and
correctly justified. For example, improvements by replacing worn out and less efficient equipment
with newly developed equipment of modern design could be made however this will also result in
higher capital outlay. The benefit includes the reduction in maintenance costs, improvement in
production efficiency, product quality and increased throughput. Integrating equipment with new
process technologies is similar to replacement equipment measures with more radical changes in
the process, for example, the change from wet to a dehumidified process in iron making, or
continuous usage of blast furnace.

Ball et al. (2013) have developed the conceptual modelling approach and introduced the prototype

as applied to industrial studies to provide information towards sustainable manufacturing. The
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innovation was the combined simulation of production and building energy use and waste in order

to reduce overall energy consumption and improve energy efficiency.

3.4.3 Energy Management at a Machine Cell Level

At the production/machine cell level, the activities considered include, planning, production
engineering and management, supply of material resources, transport of waste material and
processing and maintenance. Energy flows are closely related to the running of these activities which
may be affected by production plans, scheduling times and parameters.

Most of the research carried out on this level involves process planning for improved energy
performance. Most research has focused on costs and cycle times due to the complexity of process
flow decisions. In order to overcome the lack of tools for optimising process flow based on
sustainable development purposes and to address the issue, Tan et al. (2006) reported their work of
combining manufacturing process planning and environmental impact assessments using check list
analysis and proposed an optimal decision making method for new component that includes energy
consumption as part of the sustainable development evaluation (Figure 3.6).

A green manufacturing process planning and support systems (GMPPSS) have been developed by He
et al. (2007), which enables the raw materials, secondary materials and energy consumption, and
other environmental impacts of process planning to be optimised. This was supported with
databases and model repositories. Integration of the optimisation of energy consumption of
processes as part of the process selection algorithm in a process planning program is possible as
demonstrated by He et al. (2007). Figure 3.7 shows how green factors can be integrated within the

process planning support systems for green manufacturing.
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Figure 3. 6 Optimization decisions for production process planning in terms of sustainable evaluation, adapted from (Tan et
al., 2006)
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Figure 3. 7 Integration of green factors in process planning, adapted from (He et al. 2007)

At the machine cell or production level, information is very important. Thiede et al. (2012) have
applied smart metering for industrial purposes like production planning. First applied in private
households, smart metering substitutes analogue metering and reading of the consumed electrical
work, by computerising the process, tracking not only the electrical work but also the characteristics
of specific power consumption. Industrial smart metering comprises of sensors, processors and
analysers to capture, transfer and resolve energy and resource flows in manufacturing systems. They
also have assigned energy and resource flows to hierarchical levels starting top-down from factory,
process chains, and to machine tool level, and have provided guidelines for energy metering
requirements on each of those levels. As data volumes will increase exponentially as you move lower
down the levels, it is important to set the correct resolution and address them through appropriate
hardware and software systems (see Figure 3.8). They believe that the effective metering of energy
flows provides detailed information on energy flows that improves the management of the

manufacturing system. It also provides the foundation for energy efficient planning.
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Figure 3. 8 Resulting data volume from 64-bit measurement values depending on its temporal resolution (ranging from 1.5
min up to 10 ms) from a single data output, adapted from (Kara et al. 2010)

24



3.4.4 Energy Management associated with Production Machines and Equipment

Energy efficiency has a precise technical meaning when applied to a machine: it is the ratio of the
work done compared to the input energy, defined by Langley (1987). In this respect, energy
efficiency could be defined as energy input relative to a theoretical minimum energy requirement.
For a given product or process, the energy consumption per unit of physical output is also
recognised as ‘Specific Energy Consumption’ (SEC) (Langley, 1986). This enables the comparison not
only between individual factories, but of the factory over different periods of time.

At the machine level of manufacturing, Dahmus & Gutowski (2004) reported that machine tools with
increasing levels of automation have higher basic energy consumptions which result from the
amount of additional integrated machine components. For example CNC machines carry a number
of key components such as pumps, hydraulic systems, and numerical control systems which
dominate the energy consumption of the process.

Seow & Rahimifard (2011) have gathered information of power generation and trends in energy
consumption within the industrial sector and engineering context in energy management and
modelling research and software tools. A framework has been developed to model Embodied
Product Energy (EPE), to give a clear indication of where energy consumption hotspots are in
manufacturing process chains and to gauge whether energy is used efficiently. The research also
looked into a particular simulation technique which would help design and implement a prototype
energy simulation model that integrates some of the features included in the EPE so to support
energy efficiency optimisation. The EPE framework allows the breakdown of energy consumption for
each process to be attributed to a product as it moves through a number of processes and this
approach enables each process to be evaluated individually and brought together to give an
overview of energy consumption. In the EPE framework, the energy consumed by various activities
within a manufacturing application is categorised into two groups: Direct Energy (DE) and Indirect
Energy (IE). The DE is defined as the energy used by various processes (e.g. casting, milling,
machining etc.) required to manufacture a product, whereas the IE is the energy consumed by
activities (e.g. heating, lighting, ventilation, air conditioning etc.) to maintain the general
environment in which the production processes are carried out within a manufacturing plant, which
is further divided into Theoretical Energy (TE), Auxiliary Energy (AE). TE is defined as the minimum
theoretical energy required to carry out the process while AE is the energy required by the
supporting activities and auxiliary equipment for the process (Rahimifard et al., 2010).

Three main methods have been recognised to collect data for these individual energy components
including, empirical measurements, published data and, via appropriate mathematical approaches,

although the most preferred way would be metering directly at each production process and the
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supporting activities within the manufacturing facility however the complexity of these process and
activities usually makes this unpractical. The energy simulation model was then developed to
support the application of the EPE modelling framework within complex manufacturing systems.
This model can be used for consideration of ‘what-if’ scenarios for optimisation and improvement in
energy efficiency and a user graphical interface was also offered, showing energy consumption
values, option to change parameters, allowing output and plotting graphs etc. These features deliver
a better vitalisation of issues and allow little effort to use. Rahimifard et al. (2010) established
efficiency relationships between DE and IE within EPE Framework and efficiency ratios for processes.
These figures help to demonstrate the Process Efficiency Ratio which reflects how well processes
perform, whether they are efficient or not. Comparisons can also be made between multiple

processes to give a better illustration.

3.4.5 Energy Management on a Machine Tool Level

Turret level of the manufacturing system represents the actual material transformation process and
is typically studied based on theoretical analysis such as in the work of Sarwar et al. (2009) who
carried out a detailed analysis on the specific energy consumption of bandsawing various materials.
While Rajemi et al. (2010) has looked at the minimal energy required for turning and the optimal
conditions for machining a product, whereas Kuzman (1990) has carried out an energy evaluation of

the cold forming process.

3.5 Energy and Exergy

3.5.1 Difference between Energy and Exergy

The term exergy is often confused with energy. Exergy was first called “availability” or “available
energy”, since then following the proposal of Rant (1956) it is referred to as “exergy”, and explains
quality of energy (Yantovski, 2004). A complete definition was given by Baehr (1965) which is briefly
described as: Exergy is that part of energy that is convertible into all other forms of energy.

It emphasises the maximum work output attainable in the natural environment, or a minimum work
input necessary to realise an opposite process. The exergy of a system is the maximum work done by
the system during a transformation which brings it into equilibrium with the surrounding, as defined

by Karellas et al. (2012). The relationship between energy and exergy was summarised as:

Energy = Exergy + Anergy [Equation 3.1]

In contrast to the property of energy, exergy accounts for the irreversibility of a process due to

increase in entropy and consequently exergy is always destroyed when a process involves a
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temperature variation. The destruction of exergy is proportional to the entropy increase of the
system together with its surroundings. The destroyed exergy is also known as anergy (Honerkamp,
2002). Unlike energy which measures the ability to do work, exergy is much more dependent upon
the reference state, which means the exergy of a system in equilibrium with the environment is zero.

Gong & Wall (1997) summarised the main differences between energy and exergy in table 3.1.

Table 3. 1 Energy versus Exergy, adapted from (Gong & Wall, 2001)

Energy Exergy

The first law of thermodynamics The second law of thermodynamics

‘Nothing disappears’ ‘Everything disperses’

Energy is motion or ability to produce motion Exergy is work, i.e. ordered motion, or ability to

produce work

AQ = AU + AW E, = TyASt!
Where: Where:
AQ is added energy as heat to the system, E, is the exergy,
AU is the change of the internal energy U of the | T} is the temperature of the environment,
system, AS®°t is the change of the entropy of the total
AW is extracted energy as work from the system St°f, i.e., the system and the
system environment
Energy is always conserved, i.e., in balance; it Exergy is always conserved in a reversible
can neither be produced nor consumed. process, but reduced in an irreversible process,

i.e., real processes. Thus exergy is never in
balance for real processes.

Energy is a measure of quantity. Exergy is a measure of quantity and quality

The difference between the input and output exergy is often referred to as irreversibility of a
process which is related to its entropy change. The irreversibility always results in an unrecoverable
loss of exergy and its value is proportional to the sum ). AS of entropy increases of all the bodies
taking part in the process:
E = T,AS*°t [Equation 3.2]

The equation is termed the law of exergy loss or the law of Gouy-stodola (Szargut et al., 1987).

The use of energy as a measure for understanding and improving the energy efficiencies can be
confusing and misleading. A new concept of exergy can however, be used to assess and improve the
energy efficiencies, and can help better appreciate the energy losses in energy systems by providing
a more precise definition and explanation than energy provides. Exergy is defined as the maximum
work that can be produced from a system or a flow of matter or energy relative to a reference

environment (Rosen & Bulucea, 2009). In other words, exergy is a measure of the potential of the
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usefulness of a system or flow. Exergy is also defined as a measure of the potential to cause change,
as a result of being out of equilibrium relative to the reference environment (Rosen & Bulucea, 2009).
Exergy has an important role to play in increasing efficiencies of energy systems and technologies
not only because of its unique ability to clearly identify efficiency improvements and reductions in
thermodynamic losses, but also because it better identifies environmental benefits and economics
of energy technologies than that of energy provides. Nevertheless, the full value of exergy is not
achieved because many researchers regard that exergy is applicable only to systems or studies
involving extensive thermodynamics, in areas like mechanical, chemical and electrical engineering
whereas it is neglected or underutilised in other research areas.

This section goes on to describe exergy and exergy methods and their applicability to the waste heat
recovery research established in this thesis. Examples are also used to illustrate the use of exergy as

a tool to understand and improve energy efficiency.

3.5.2 Energy and Exergy Analysis

Exergy is defined as the maximum amount of work which can be produced by a system or a flow of
matter or energy as it comes to equilibrium with a reference environment (Gundersen, 2011). Exergy
is a measure of the ability of the system or flow to cause change, as a consequence of not being
completely in stable equilibrium relative to the reference environment (Cengel & Boles, 2008).
Unlike energy, exergy does not follow the law of energy conservation, rather exergy is consumed or
destroyed during transfer or conversion in any real process due to irreversibility. In addition, the
exergy consumption during a process is proportional to the entropy created due to irreversibilities
associated with the process (Rosen & Bulucea, 2009).

Exergy analysis is a methodology that utilises the principle of conservation of energy (which is
embodied in the first law of thermodynamics) together with non-conservation of entropy principle
(which is embodied in the second law of thermodynamics) for the analysis, design and improvement
of energy and other systems (Szargut et al., 1987). It is identified that the exergy method is useful for
improving the energy efficiency by clearly quantifying the locations, types and magnitudes of waste
and losses.

A unique characteristic of exergy analysis is that the reference environment must be readily
specified before analysis is carried out. This is normally done by providing the temperature, pressure
and chemical composition of the reference environment. Therefore, the results of exergy analyses
are relative to the specified reference condition which in most cases is modelled after the actual

local environment.
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3.5.3 Exergy of Various Systems

3.5.3.1 Power Generation

Common electrical conversion devices include transformers, alternators, generators, motors and
static converters which are widely used in the power generation industry. In such devices, electrical
energy is being converted to other type of electrical energy. Since electricity and work are
considered to have same quality on energy and exergy bases (Kotas, 1985), the overall energy and
exergy efficiencies for such devices are the same. However, the losses differ greatly as all energy
losses are associated with waste heat. Most exergy losses are associated with exergy destroyed or
internal consumption of exergy due to irreversibilities. Resistive losses usually dominate the

electrical losses, as a result which appear as waste heat.

3.5.3.2 Electrical storage systems

Electrical storage systems are used to store electricity, the most common of which are batteries. The
energy efficiency of an electrical storage device is usually determined as the ratio of the quantity of
electricity obtained from the storage while discharging divided by the electrical energy supplied to
the storage while charging. For a battery, the energy loss is observed as heat, which causes the
battery and its surrounding temperature to rise. Low charging and discharging rates help keep a
battery cool and improve the battery life. Given that the inputs and outputs are both electricity for

electrical storage systems, the energy and exergy efficiencies are equal.
3.5.3.3 Electrically Driven Systems

i. Industrial Furnaces and Heaters

Energy efficiencies for industrial process heating can vary depending upon the heat retention
characteristics of the heater. Exergy efficiencies for industrial process heating vary significantly,
depending primarily on the temperature of the product heat. Typically, the exergy efficiency is
greater when a high-quality input such as electricity is used for an energy intensive task (like
producing high-temperature heat). Therefore, the use of energy efficiencies and losses is quite
misleading for industrial heating.

The exergy losses for such system can also be broken down into more detailed level which often
reveals that the exergy losses are divided among those due to irreversibilities associated with the
combustion reaction and those due to heat transfer from the peak theoretical combustion

temperature to the actual temperature of the working fluid.
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ii. Refrigeration Systems

Refrigeration systems operate like heat pumps, but with the heat removed from the cold space,
rather than the cold being rejected, being the product. As for trigeneration systems which involve a
cold product, the energy and exergy efficiencies for such systems vary due to the dependence of the
exergy of the cold thermal product on temperature. The energy of the cold product is also difficult to
determine, so the energy-based figure of merit used for refrigeration systems is the Coefficient of
Performance (COP), which is simply the energy efficiency divided by 100. The energy and exergy
efficiencies differ markedly for refrigeration systems, but the exergy efficiencies are more intuitively
meaningful.

The energy and exergy losses for such systems are identified to be in different locations and due to
different causes. The main losses occur in the motor and compressor, the condenser, the heat

exchangers and the throttle valve.

iii. Pumps and Fans
Electric pumps and fans convert electricity to mechanical energy in the form of pressure rise and
kinetic energy. The energy and exergy of the products are usually similar, leading to similar device

efficiencies.

iv. Lights

Lighting consumes a significant amount of energy in society, and it is also extremely inefficient. Light
bulbs convert electricity to visible light. As the product electromagnetic radiation can be taken to
have similar energy and exergy contents, the energy and exergy efficiencies of lighting are similar.
Lighting efficiencies differ markedly from the efficiencies of many home appliances. The potential for
energy and exergy savings from lighting is large, due to its inefficiency and large contribution to

societal energy use.

3.5.4 Numerical Illustration

Typical values of energy and exergy efficiencies for the electrical devices and systems considered in
the previous section are illustrated in Table 3.2. In addition, exergy losses are broken down in that
table into internal exergy consumptions and waste exergy emissions.

A detailed review of the efficiencies in Table 3.2 shows that in some instances the energy and exergy
efficiencies are equal, while in other cases they differ significantly. Where they differ, the exergy
efficiencies provide an indication of how close the process approaches theoretical value whereas
energy efficiencies can cause confusion. Where the efficiencies are similar, the energy efficiencies
can be treated as good approximations of the more meaningful exergy efficiencies. The efficiencies

tend to be similar where the energy input and product energy outputs are of the same quality. The
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efficiencies differ when energy inputs and outputs are of significantly different quality (e.g.,
electricity as opposed to heat at high temperature).

A typical example can be seen are electrical resistance heaters, as industrial heaters have the higher
exergy efficiency because it delivers heat of a higher quality, as reflected by its temperature. Space
and hot water heaters deliver lower quality heat.

The refrigeration and heat pump systems are difficult to assess using energy efficiencies as the
values exceed 100%. The energy efficiency for trigeneration is not a true efficiency as it includes the
cold product energy, which is normally evaluated with a Coefficient of Performance (COP) as a figure
of merit. In both these cases, exergy efficiencies are rational and meaningful.

The energy loss can be found using the corresponding energy efficiency as 100% minus the energy
efficiency. The exergy loss can be found similarly. The overall energy loss is made up entirely of
waste energy emissions from the system. The overall exergy loss differs significantly, as it consists of
both waste exergy emissions from the system and internal exergy consumptions (or destructions)
due to irreversibilities.

Table 3.2 is a brief summary of data from different sources, which has been modified to be
comparable and illustrative. Some details not presented in the table are as follows:

e The ideal thermal power plant is taken to be operating using a heat source at a temperature
of 550 °C, which roughly corresponds to the temperature of the high-pressure superheated
steam exiting the steam generator of the coal-fired Nanticoke generating station.

o The fuel cell system is based on an automotive fuel cell system assessed previously by
Cownden et al. (2001). The system includes the fuel cell stack and the balance of plant,
which includes pumps, compressors, heat exchangers, etc.

e Wind turbine system energy efficiencies vary significantly with wind speed, and are usually
designed for highest efficiency operation at a given wind speed. Values are reported here for
typical operating energy efficiencies for wind turbine systems at wind speeds that are
reasonable in terms of systems operation. The main component of the system is the wind
turbine itself, which has energy efficiencies typically ranging from 75% to 94% (Hau, 2013).
The device is assumed to emit waste heat at 30 °C, a temperature near the ambient
condition.

e Energy efficiencies values for photovoltaic electricity generation are based on confirmed
efficiencies for terrestrial solar cells and modules, measured under the global AM1-5
spectrum (1,000 W/m2) at 25 °C (Crabtree & Lewis, 2007) (Humphreys, 2008). These devices
are assumed to emit waste heat at 60 °C, a temperature between ambient conditions and

waste heat flows for industrial heating.
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Solar thermal energy conversion devices use the energy in sunlight to heat a working fluid to
a temperature sufficiently high to drive a thermal power cycle. Such systems usually utilize
concentrating solar collectors so that reasonably high temperatures can be attained. The
mean annual efficiencies reported are about 10-20% for systems built over the past two
decades and 30% for more recent systems (Crabtree and Lewis, 2007). The devices are taken
to emit waste heat at a temperature of 145 °C, which is typical for industrial heating systems
and some solar thermal systems.

The electrical storage systems considered are common lead-acid batteries, with and without
a charging circuit. The energy efficiency represents the percentage of electricity supplied to
the battery system that is recovered on discharging. Energy efficiency values for typical lead-
acid batteries and charging circuit can be obtained from the manufacturing company
(Lawrence, 2005). For the battery, the charging circuit and the combination of the two, the
exergy efficiency is identical to the energy efficiency.

The electrical hot water heater is assumed to deliver product heat at a temperature of 55 °C,
and to emit waste heat at 45 °C.

The electrical industrial heater is assumed to deliver product heat at a temperature 800 °C,
and to emit waste heat at 145 °C.

The heat pump taken to be same as refrigeration system, except that the heat delivered is
the product. Waste from the heat pump system includes miscellaneous heat releases from
all devices and assumed to be small (10% of the exergy loss), which are assumed to occur at

40 °C. The plant efficiency is relatively low compared to available systems.
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Table 3. 2 Energy and exergy efficiencies and breakdown of exergy losses for selected electrical devices, adapted from
Rosen & Bulucea, (2009)

Device Efficiency (%) Breakdown of exergy loss (%)*
Energy | Exergy Consumptio |  Emission
Electrical generation systems
Ideal thermal power plant 64 100 - -
Coal-fired power plant 37 36 9 8
Nuclear power plant 30 30 9 2
Hydroelectric power plant 90 90 8 12
Fuel cell system 33 33 8 11
Wind turbine system 80-97 80-97 9 3
Solar photovoltaic system 6-25 6-25 8 12
Solar thermal power generation 10-30 10-30 7 30
Cogeneration and trigeneration systems
Cogeneration system 74 31 9 1
Trigeneration system 94 28 9 8
Electrical storage systems
Battery (lead—acid) . 75-85 75-85 9 8
Electrically driven devices and systems
Resistance space heater 99 6 9 3
Heat pump 380* 19 9 6
Hot water heater 90 10 9 8
Industrial heater 70 51 7 30
Refrigeration system 310* 24 9 5
Pump 70 70 9 3
Fan 90 90 9 3
Lighting (incandescent) 5 5 9 8
Lighting (fluorescent) 20 20 9 3

*Conventionally expressed as COP by dividing by 100.

3.5.4.1 Calculating Exergy of Heat
The maximum work potential of a heat stream, Q, is limited by the Carnot factor. Its exergy content
Exq, can therefore be calculated by the Carnot factor multiplied with the energy content of the heat

stream (Cornelissen & Hirs, 2002).

T,
Wipax = Q (1 — 70> [Equation 3. 3]

Where,

Winax is maximum ability to perform work, Ty is absolute ambient temperature, (T — Ty)/T is
dimensionless Carnot-factor characterising the quality of heat taken from the source with a constant
temperature. Although Equation 3.3 applies the concept of exergy to thermal energy, it is a useful

concept for all other forms of energy (Figure 3.9).
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Figure 3. 9 Variation of exergy content of heat with temperature (Cooper S., 2013)

3.5.4.2 Exergy Losses

Exergy losses happen due to irreversibility of a system process, thus it is useful to differentiate
between types of exergy losses in order to study where irreversibility occurs. Exergy loss can be
grouped into two categories, internal and external exergy losses (Szargut, 1980). Internal exergy
losses occur inside the analysed process corresponding to the losses of quality due to internal
inefficiencies within the process (Alej et al., 1998). This internal irreversibility may be of technical
limitation within the plant, e.g. friction or lack of insulation, or due to their structural nature.
External exergy losses represent the remaining exergy contents of waste and emissions that are
dissipated or ejected from the process, therefore regarded as unused exergy. Structural exergy
losses are losses determined by the principle and design of the system (Cornelissen & Hirs, 2002), e.g.
the use of heat for electricity production is structurally limited by the Carnot Factor. Whereas
technical exergy losses can be reduced through operation optimization, structural losses can be

reduced by redesigning the system.

Internal and external exergy losses depend on each other as a change in process design or
optimization influences the exergy content of waste material and emissions and thus the external
exergy losses (Szargut et al., 1987). Many exergy analyses have been carried out in order to reduce
internal exergy losses, however little effort has been found in the research of harnessing external
exergy losses to feeding it back into the manufacturing processes. Here it is essential to define
system boundaries that are broad enough to understand the opportunities of this unused exergy, for
example, the unused exergy can be cascaded down further to processes with lower exergy
requirements, and a reduction of external exergy losses of the first process would increase the

environmental performance of the entire system.
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3.6 Chapter Summary

In this review, a number of the energy management strategies have been surveyed. The main points
of the findings include: energy management can be defined at different manufacturing levels from
the very detailed turret level, looking at energy measurement of tool heads, up to the more broad
enterprise level, for example focusing on supply chain, product network, R&D and product
distribution. There are also some studies that have been carried out from different perspective, such
as the EPE framework which have focused on decreasing energy per product by minimising non-
productive energy. However, very little literature is found on regarding management of waste
energy, which could have significant potential. In the next section, a review of the latest technology
and innovations of waste energy recovery is surveyed to gain an understanding of what energy

recovery methods are currently available.

The exergy efficiencies and losses describe the efficiencies of the electrical technologies and systems
better and provide more meaningful information. With these insights, a better understanding is
attained of the factors affecting efficiency, and efforts to improve performance can be better

allocated and directed.

In particular, low values of exergy efficiencies, or high exergy losses, indicate that a significant
margin for efficiency improvement exists in theory. Realising this efficiency improvement requires
ingenuity and creativity, and involves trade-offs with other factors such as economics and
environmental impact. The breakdown in exergy losses allows the causes, locations and magnitudes
of the exergy losses to be understood better, so that efficiency-improvement efforts can focus more

directly on those factors likely to be causing efficiency losses.
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Chapter 4  State-of-the-Art Technology

4.1 Introduction

In the previous section, a review of energy management in the manufacturing environment has
highlighted that it is insufficient to explore the problems at the higher manufacturing levels and a
closer look at the energy recovery technology at process and machine level is necessary. There are
many different methods and technologies for recovering waste energy in a manufacturing
environment, such as kinetic energy from movement of the machine parts, chemical energy from
reactions, thermal energy as a result of combustion and some other well established engineering

cycles which enable heat energy recovery.

Despite the variation in technology, they all have the same aim, which is to collect and reuse or
recycle waste energy arising from any process that would otherwise be lost. The process might be
inherent to a factory building, such as space heating, ventilation for example, or could be something
carried out as part of manufacturing activity, such as the use of ovens, furnaces etc. Waste energy
recovery can help to reduce the overall energy consumption of the process itself, or provide useful

energy source for other purposes.

In this chapter, an overview of the currently available technology for energy recovery system within

manufacturing is discussed.

4.2 Heat Exchanger Technology

A heat exchanger is a piece of equipment built for heat transfer from one medium to another. The
media may be separated by a solid wall to prevent mixing or they may be in direct contact (Kakac &
Liu, 2002). A wide range of heat exchangers are available on the market from manufacturers around
the world and are widely applied in space heating, refrigeration, air conditioning, power plants etc.

The merits of a number of heat exchangers are discussed in the following sections.

4.2.1 Gas-gas Heat Exchangers

Several gas-gas heat exchangers are on the market to facilitate the transfer of heat between
gas/vapour streams. One of these is the rotating regenerator also known as heat wheel. Heat is
transferred between two separate streams flowing through a slowly turning wheel. The matrix
material of the wheel is alternately heated and cooled allowing heat transfer. One disadvantage of

the equipment is that large differential pressures are not tolerable and leakages are often apparent
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between the two streams, thus affecting performance (Law et al., 2012). This unit has been used to

good effect in various dryer exhaust applications (Worrell et al., 2010).

The gas-gas plate heat exchanger is another efficient option, which operates by hot and cold stream
flowing in a cross or counter flow configuration between plates through which heat is transferred.
The units are suitable for a wide range of low-grade heat (Temperature range of ambient up to
around 260°C) recovery applications. The advantage of this type of unit is that no cross
contamination occurs, so they can be used as an alternative choice when such contamination cannot
be tolerated. This heat exchanger has been used in many fields including the recovery of heat from

exhaust lines for warm-air space heating (NBS, 1994).

For example, heat exchangers made of heat pipes are one of the most effective devices for waste
heat recovery (Noie-Baghban & Majideian, 2000). The advantage of using a heat pipe over
conventional methods is that large quantities of heat can be transported through a small cross-
sectional area over a considerable distance with no additional power input to the system (Faghri,
1995). Other merits include the simplicity of design and manufacturing, wide temperature
application range and the ability to control and transport high heat rates at various temperatures
(Bar-Cohen et al., 2009). The heat pipes exchangers can also be used for other type, such as gas-

liquid and liquid-liquid heat exchangers.

4.2.2 Gas-liquid Heat Exchangers

Gas-liquid heat exchangers are available for the heating of liquids using waste gas streams, the most
common of which is the economiser which is widely available for both domestic and industrial
applications. An economiser is a mechanical device that consists of a tubular heat exchanger in
which the hot gas flows over finned tubes containing a liquid. It is most commonly used in the pre-
heating of feed water going into a boiler. This in effect increases the thermal efficiency of the steam

raising process as less energy is required to heat the pre-warmed feed water.

Spray condensers are also used as heat exchangers with various merits for different applications.
The basic principle of this direct contact heat exchanger is to spray the liquid, most commonly water,
into a hot, humid gas steam. The gas steam then condenses creating a stream of hot water from
which the heat can be recovered by using a further heat exchangers unit, or used directly depending

on the gas steam contents.

4.2.3 Liquid-liquid Heat Exchangers
The most common of all liquid-liquid heat exchangers is the shell and tube heat exchanger. The

design of this heat exchanger is to allow for working fluid to flow across the outside of several tubes
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a number of times before exiting the exchanger. This increases the areas of contact of fluids and
increase the amount of energy transferred. Figure 4.1 shows a typical cut away view of a shell and

tube exchanger.

The plate heat exchanger is first of a few compact units to be accepted in the process industry and
was originally used in the dairy industry to allow precise control of heating and cooling during
pasteurisation (Proctor et al. 2011). It allows large area of contact in excess of 200 m?/m?, and has
high thermal efficiency of up to 95%. However the disadvantage of this heat exchanger is the
susceptibility to fouling, with the unit allowing only around 25% of the fouling capacity of shell and

tube heat exchangers (NBS, 1994).

4.3 Thermodynamic Engineering Cycles

There are a wide variety of different cycles which enable heat energy recovery in manufacturing

industry. This section demonstrates some of the commonly utilised cycles.

4.3.1 Rankine Cycle

The Rankine cycle is a simple and widely used thermal cycle for thermal power generation, amongst
other processes. A simplified set up of a thermally driven power generation process that utilises a
Rankine cycle is shown in Figure 4.2. It consists of four main parts including the water pump, boiler,
turbine to carry out external mechanical work and a condenser. The optimal conditions that the
cycle can operate over include: turbine entry temperature typically of 565°C and the condenser

temperatures of around 30°C.
There are four fundamental stages of a Rankine cycle (Singh, 2006), which are:

e Stage 1-2: the working fluid is pumped under pressure.
e Stage 2-3: the working fluid is then heated in a boiler by an external supply of energy
(usually burning coal or flue gas) to raise steam pressure.
e Stage 3-4: the steam is allowed to expand to drive a turbine in order to produce mechanical
work
e Stage 4-1: the rejected steam is cooled and returned to water in a condenser
A temperature verses entropy plot of this process is shown in Figure 4.3 and each plotted point on

the graph corresponds to the respective process stages above.

Based on this basic principle, some variations of the traditional Rankine cycle have also been
developed to recover heat energy where high grade steam or flue gases are unavailable (Huang et al.,

1998).
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Figure 4. 3Temperature vs. entropy graph of a simple ideal Rankine Cycle (Rajadurai 2003)
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4.3.2 Organic Rankine Cycle

The Organic Rankine Cycle (ORC) differs from the traditional Rankine cycle that its working fluid is
changed from water to an organic, high molecular mass fluid, which improves the system by taking
advantage of lower-grade of waste heat. Typically, the ORC is considered to be perfectly adapted for
the temperature range from 50 to 350°C (Saleh et al., 2007). The qualified working fluid must have
characteristics that enable it to be vaporised at a lower temperature than water, so a turbine can be

driven to produce mechanical work (Liu et al., 2004).

Many researches have shown the interest in the working fluids for ORC, and some of the working
fluids being used at the present time, include the “R” series of refrigerants. Yamamoto et al. (2001)
stated that physical properties of the working fluid should be used to evaluate and select a fluid that

will allow efficient operation.

Dossat & Horan (2001) studied a number of “R” fluids in typical refrigeration scenarios. It is noted
that important characteristics of the fluid include its boiling point at standard atmospheric pressure,
the evaporator pressure at 258K and 303K, specific volume of the suction vapour, refrigeration
effect, and the mass flow of refrigerant per ton, compressor ratio, compressor discharge
temperature, power consumption and the coefficient of performance. Data tables of major “R”
fluids are readily available from manufacturers, to allow for property comparison and decision

making.

There are a variety of turbines based on the ORC technology in the market; companies such as
Infinity Turbine®, ORMAT Technologies Inc., Clarke Energy, and General Electrics are the leading ORC

based turbine providers.

4.3.3 Kalina Cycle

According to Madhawa Hettiarachchi et al. (2007) a significant development in the choice of working
fluids for ORC is the Kalina cycle (see Figure 4.4). Instead of using a single boiling point working fluid
such as one from the “R” series of refrigerant fluids Karimi et al. (2016), which are typical of the
working fluids of choice for an ORC, the working fluids that were found to be viable in the Kalina
cycle is a combination of water and ammonia. The differences between an ORC and the relatively

new Kalina cycle are summarised by Henry & Mlcak (1996):

e The ammonia water mixture has a variable boiling point
e The thermal properties of the mixture are adjustable by altering the ratio of ammonia to

water composition.
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Figure 4. 4 Schematic of Kalina cycle (Madhawa Hettiarachchi et al., 2007)

e The combined mixture allows for change in temperature without a change in the hat content
of the fluid. Thus taking full advantage of the temperature difference between the particular
heat source and sink, and enabling applications in reuse of industrial process heat,
geothermal energy, solar energy, and use of waste heat from power plants.

e Due to the lower freezing point of ammonia at 195K, temperatures below the freezing point
of water at 273K can be used as a heat sink in terms of improving the Carnot efficiency.

There is however a couple of potential drawbacks to a Kalina cycle operation. First being the risk of
handling the ammonia and water mixture, despite many years of the development of safe handling
regimes and operational requirements for ammonia (Ogriseck, 2009). Pilavachi (2000) highlighted a
disadvantage of the Kalina cycle is that the absorption and distillation equipment required for the

system creates further complexity and potentially significant increase in the cost of plant installation.

The Kalina cycle has been implemented commercially at a number of sites around the world,
including in Japan, the US, Germany and Iceland (Fridleifsson et al., 2009). However wide spread
application of the process has not been seen so far (ZKG International, 2011), since current
operations have not established favourable returns. According to Ogriseck (2009), at the present

time, the Kalina cycle has a small market share of low temperature Rankine cycle projects.

4.3.4 Brayton Cycle
The Brayton cycle is primarily a closed engineering cycle with two constant pressure parts to the
cycle. Today, it is used for gas turbines only where both the compression and expansion processes

take place in rotating machinery.

Figure 4.5 shows the schematic of a Brayton cycle and its 4 working stages are described by Moran

(1998):
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e The working fluid in the closed system is compressed by a compressor

e External heat energy is added to the closed loop

e Work is carried out at the turbine by the expansion of the working fluid to produce net
mechanical work out and drive the compressor back to the first stage

e Heat is dissipated from the working fluid via a second heat exchanger

A temperature, T against entropy, S graph of the Brayton cycle is shown in Figure 4.6.

Figure 4. 6 Brayton cycle T-s graph (Rajadurai, 2003)

The Brayton cycle is the most basic application of a closed loop gas turbine, though there are further

refinements using recuperates and intercoolers.

4.3.5 Absorption Refrigeration System

The absorption refrigeration system works on the principle of an absorption heat pump system, in
which the traditional mechanical compressor is replaced by a ‘thermal compressor’ and absorption
liquid. The absorption liquid is desorbed as a vapour upon heating and then condensed to flow
through an expansion valve to be evaporated, hence producing a refrigeration effect (Srikhirin et al.,

2000).
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UK government’s Good Practice Guide (Energy Efficiency Enquiries Bureau, 2008) reviewed two
commercially available systems; lithium bromide/water and ammonia/water. They are able to
achieve refrigeration temperatures of around 7°C by using a common heat sources such as low

pressure steam.
4.4 Other Energy Recovery Systems

4.4.1 Heat Energy Recovery with Thermoelectric Systems

Thermoelectric devices are semiconductor systems that can directly convert electricity into thermal
energy for cooling or heating or recover waste energy and convert it into electrical power. The
advantage of these devices compared with more traditional engineering cycles based on heat
recovery systems is the direct conversion of temperature differences to electrical power and vice-
versa. Therefore it is simpler than systems that must compress and expand a two-phase (gas/liquid)
working fluid, which improves efficiency in conversion (Bell, 2008). A Thermoelectric device creates
voltage when there is a different temperature on each side of the semi-conductor; this is because
semi-conductor responds differently to the temperature difference, creating a current loop and
magnetic field when electrons move from p-node to n-node. Conversely, when a voltage is applied

to it, it creates a temperature difference (Figure 4.7).

In order for this process to be efficient, it is necessary to find materials that are good electric
conductors, otherwise electron scattering generates heat on both sides of the barrier and
throughout the material. Also, the materials must be poor thermal conductors, otherwise the
temperature difference that must be maintained between the hot and cold sides will produce a large

heat backflow.

In addition, the semi-conductor materials must be selected to optimise the thermoelectric effect of
the specific temperature operating ranges. It is difficult to optimise all three of these parameters
because they are affected by the electronic properties of the materials and electrons conduct
unwanted heat as well as electric current, and the thermoelectric effect decreases as the electrical

conductivity increases.
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Figure 4. 7 Thermoelectric heat engines. (A) When current is run across a thermoelectric junction, it heats or cools through
the Peltier effect, depending on the direction of the current flow. (B) When heat flows across the junction, electrical current
is generated through the thermoelectric effect (Bell, 2008).

Over the years, thermoelectric waste heat recovery has been investigated for materials with
advanced heat exchangers. Numerical heat exchanger models integrated with models for bismuth
telluride (Bi,Te;) thermoelectric modules are validated against experimental data from previous
cross flow heat exchanger studies as well as experiments Crane & Jackson (2004). Results from the
validation studies show that a net power output of 1 kW can be achieved for a modestly sized heat
exchanger core such that the net power density based on heat exchanger volume is approximately
45 kW/m?’. Biswas et al. (2012) have recently confirmed that the highest performance is achieved

with p-n junctions made from Bi,Tes.

Bell (2008) developed an alternative stack thermoelectric configuration, see Figure 4.8. This can
benefit from lower parasitic losses from the electrical connections between thermoelectric elements
than traditional configurations. As a result, thermoelectric material volume can be lower and the

weight of thermoelectric material used can be reduced by a factor of 6 to 25.
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Figure 4. 8 Alternative TE junction geometries. (A) A traditional junction. Current and heat flow in the same general
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4.4.2 Kinetic Energy Recovery System

A regenerative brake is a mechanism that reduces vehicle speed by converting some of this kinetic
energy into another useful form of energy (Cibulka, 2009), for example, electric current or
compressed air. The captured energy is then stored for future use or fed back into a power system.
In battery electric and hybrid electric vehicles, the energy is stored in a battery or bank of twin layer
capacitors for later use. The vehicle’s electric traction motor is operated as a generator in the

braking phase and its output is supplied to an electrical load, (Figure 4.9).

Right Front Wheel

Figure 4. 9 Regenerative braking — Kinetic energy stored in a battery (Cibulka, 2009)

In recent years, design of Kinetic Energy Recovery System by means of Flywheel Energy Storage is
current under tremendous development both for motor sport and road hybrid vehicles. In
comparison to the battery storage, kinetic energy is allowed to accelerate an inertial mass to a very
high rotational speed and maintained the energy in the system as rotational energy. The energy is

converted back by slowing down the flywheel (Cibulka, 2009).

45



4.4.3 Energy Harvesting from Mechanical Vibrations

Vibration-powered generators are typically inertial spring and mass systems. There are three main
transduction mechanisms employed to extract energy from a system, they are Piezoelectric,
electromagnetic and electrostatic (Beeby et al., 2006). Piezoelectric generators employ active
materials that generate a charge when mechanically stressed. Electromagnetic generators employ
electromagnetic induction arising from the relative motion between a magnetic flux gradient and a
conductor. Electrostatic generators utilize the relative movement between electrically isolated

charged capacitor plates to generate energy (Despesse et al., 2008; Boisseau et al., 2010).

Despesse et al. (2008) presented a small scale mechanical vibration harvester, having a 100g of
tungsten moving mass. This structure was made with rectangular and triangular fingers (Figure 4.10).
One of the most difficult challenges is maximising the capacitance variation and efficiency, and to
achieve this, researchers used a geometrical non-linearity in the beams used as springs and guidance
between the mass and the support. This non-linearity gives to the beams the property to amplifying
the low amplitude input vibrations and to constrain the high relative displacements and to enlarge

the band of frequency where the resonance is active.

4.5 Chapter Summary

In this chapter, an overview of the technology for energy recovery within manufacturing is discussed.
A number of methods and technologies for energy recovery from a range of energy forms, such as
kinetic energy, thermal energy, mechanical energy etc. have shown to be promising in terms of
viability and effectiveness. However, comparing with the relatively mature technologies in thermal
energy, kinetic and mechanical energy recovery is considerably under developed due to the facts
that only a small percentage is present and is unlikely to make significant impact to the overall

process and be reasonably beneficial.

Figure 4. 10 Rectangular and triangular fingers made up the structure (Despesse et al., 2008)
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Chapter5  Waste Energy Recovery Research

5.1 Introduction

Energy efficiency in the manufacturing industry is becoming an increasingly important issue due to
the rising costs of both electricity and fossil fuel resources, as well as the tough targets for the
reduction in greenhouse gas emissions outlined in the Climate Change Act 2008 (IEA, 2014). A
significant amount of research has been done on the proactive approach to improve energy
efficiency optimisation in manufacturing; however, reactive approach of energy minimisation such
as recovery and utilisation of waste energy back into the main energy supply of production facilities

should also be emphasised.

Waste heat recovery is a topic near and dear to many economies. The industrial sector has depleted
energy tenets creating a stark shortage of energy resources. Non-renewable sources of heat remain
the most preferred because of their efficiency and performance. Unfortunately, these sources pose
a range of challenges to the atmospheric, aquatic and terrestrial environment. The other fold of
energy is the renewable sources. This presents one of the best sources of energy including solar
energy, wind and hydropower. Unfortunately, the inconsistency and the undeveloped nature of
these sources of energy continue to limit uptake in industries that demand large inputs of power. Up
to this end, energy is a challenge. Despite the need for industrialization and development, energy
remains a precious commodity. There is therefore the need to recover waste heat and re-use it for
myriad purposes including domestic and commercial needs. This review section examines a previous
research performed on the recovery of waste heat giving a critical analysis of scientific literatures

and scholarly sources.

5.2 Recovery from Waste Heat Energy

According to The Department of Trade and Industry (DTI)’s figure in 2014, heat related processes
dominated the UK manufacturing industry, accounting for 72% of all energy consumption (DECC,
2014), within this figure, high and low temperature process represent a large share of the energy
consumed of 18% and 31% respectively (Figure 3.3). There is a wide variety of waste heat in an
industrial context, the main forms of waste heat that are usually available for energy recovery are
exhaust gas, steam or warm liquid. In addition, heat temperature is categorised into high-grade heat
and low-grade heat, in which the former represents the heat temperature range from 260°C and

above while low-grade heat is defined as from ambient up to 260°C (Fox et al., 2015).
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A study of the current situation of recovery and reuse of surplus industrial heat carried out by the UK
department of Energy and Imperial College London offers insights into heat recovery. The concept of
re-capturing already used heat and channelling it to significant use is attractive. However, to achieve
efficient energy recovery and ensure it serves existing demands, there is need to identify
opportunities and create an economic-model that will successfully ‘bridge’ available waste heat
source with a useful heat sink. The research by DECC's report argues the future will depend on how
well the present recovers waste heat and use it to meet both upcoming and existing needs (DECC,
2013). To achieve this, there is need to identify the potential available in recovering the heat derived

from commercial, technical and economic activities.

5.2.1 High-Grade Waste Heat Recovery
Solheim et al. (2009) highlighted in their research that a modern aluminium cell utilises about 50% of

IM

the total energy supplied in the form of electric work. The “useful” part consists of the chemical
energy needed for conversion of alumina and carbon into aluminium and carbon dioxide, while the
rest is dissipated as heat. The concept was to deploy active cooling of the anode yoke using
compressed air. The amount of heat extracted by active cooling was collected to produce electricity,
however as this is a Carnot process, the theoretical maximum energy efficiency (n, ratio between

work out and heat in) is governed by,

Tmin

n=1- [Equation 5.1]

Tm ax

where T, and T, [K] are the minimum and maximum temperature in the cycles, respectively. In
order to improve efficiency, a thermally insulated anode top is also used since this gives the higher
amount of heat recovered. The air from the yokes can be recycled in a closed loop. It will therefore

be clean, which enables the use of a simple heat exchanger design with a high efficiency.

Ladam et al. (2011) have also done a preliminary study concerning the possibilities of recovering
waste energy in aluminium electrolysis and use for electrical power production. Three main heat
sources in the process (cathode sides, anode yokes and gas) were combined in different ways, using
different types of power cycle. The performance of a large number of thermal cycles, layouts and
combinations of heat sources were studied and results have shown that the potential for electrical
power production is significant. This is achieved by having two power cycles, through both
distributed open Brayton cycle based on a turbo charger and through centralised power production

with a Rankine cycle.
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Energy recovery from high temperature slags has been actively discussed since the iron and steel
industry is the largest industrial energy consumer (Bisio, 1997). In this research, waste energies in
iron and steel works were grouped into four exergy categories (Tian & Zhao, 2013): (a) chemical
exergies of outlet gases including Blast-Furnace Gas (BFG), converter gas and coke-oven gas; (b)
pressure exergy of BFG; (c) thermal exergies of waste gases, refrigeration air and refrigeration water;
(d) thermal exergies of outlet sinters, steel block, blast-furnace slags and converter slags. The last
category represents the largest waste energy potential in the high-temperature range (1450 —

1650 °C) (Bisio, 1997).

Modern technologies and research has made a tremendous improvement in energy efficiency for
metal manufacturing industry in the past several decades. Barati et al. (2011) claimed that waste
heat of slags in metal manufacturing operations can be as large as about 220 TWh/year at
temperatures in the range of 1200 — 1600°C, and currently the three types of commonly used
technologies for energy recovery include use of hot air or steam, conversion to chemical energy as

fuel and thermoelectric power generation.

However a fundamental constraint to recover energy from metallurgical slags is the low thermal
conductivity of slag, ranging from 1 to 3 W m™ K for solid to 0.1-0.3 W m™ K for molten slags at
1400-1500 °C (Allibert et al., 1995; Goto et al., 1985). Numerical simulations (Barati et al., 2011) and
experimental measurements (Yoshida et al.,, 1984; Yoshinaga et al.,, 1982) of temperature
distribution inside a slag droplet suspended in air indicate considerable temperature gradients. The
data in Figure 5.1 show temperature difference of a 5 mm slag droplet between its surface and
centre can be as high as 200°C. This has suggested that in order to achieve efficient heat recovery,

the slag must be broken up into small droplets with a large surface area available for heat transfer.

Many designs of slag granulation have been implemented by research institutes and industries.
Nippon Kokan (now JFE) (Yoshida et al., 1984) and Mitsubishi Heavy Industries Ltd. and Nippon
Kokan (1982) developed an air granulation system to recover heat from multiple stages of slag
granulation including the flying slag drops and hot solid slag particles which can transfer heat to
boiler pipes, by radiation and convection of exit air, which is then utilised for preheating combustion
air. An energy recovery of 40 — 45% of the slag heat energy can be achieved (Works, 1983). A plant
built by Kawasaki Steel used a cooling drum process to granulate liquid slag to particles smaller than
100 mm in stirrer, while water pipes are heated by radiation. The granulated slag is cooled in a
tower to 250 °C while air is heated. The hot air produces steam in a closed cycle and this steam is

utilised to produce electrical power (Maruoka et al., 2004).
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Figure 5. 1 Temperature history of a 5 mm slag drop cooled in fluidized bed (Yoshinaga et al., 1982)

Generation of fuels based on the utilisation of the slag thermal energy in endothermic reactions has
been recently studied. Table 5.1 shows the reactions are proposed to generate CO, H, and their

mixtures through gasification of coal (Akiyama et al., 2000).

Energy recovery by methane reforming is one of the solutions proposed by Kasai et al. (1997), in a
system in which heat from molten slag is transferred to a steam reformer to for the reaction
between methane and steam, generating CO and H,. The still molten slag is then transferred to the
granulation stage, in which steam is generated by extracting the remainder of the sensible heat. The
steam is fed back to the reformer, where hot CO and H, mixture is to go through a heat exchange to
generate steam for power generation. On the other hand, the chemical energy of the gas mixture is
partially recovered in the methanation reactor where the reverse reaction generates methane and
steam. Water vapour is condensed in a second heat exchanger and methane is directed back to the

reformer (Figure 5.2).

Table 5. 1 Endothermic reactions for chemical recovery of waste heats (Akiyama et al., 2000).

Reaction Enthalpy (k]/mol) Exergy (k]/mol)
(1)  C+C0,—2C0 172 122
(2) C+H,0-CO+H, 131 91
(3)  CHy+ CO;,—2C0 + 2H, 247 171
(4)  CHy+H,0—CO +3H, 206 142
(5)  C3Hg+3H,0—3CO+7H, 498 298
(6)  CH;0H—CO + 2H, 90 25

50



CH#+H,0 = CO+3H,

molten slag | | molten slag ‘
blast furnace| 1523 °C 1223 °C slag
' = steam = granulation
reformer = 009 1
heet > steam =
exchanger | s
CH,
25°c) |

CO+H,(~25 °C)

heat exchanger

methanation

———condensed water— | reaction
———hot water /steam . CO + 3H,= CH#H,0

Figure 5. 2 Process flow diagram for energy recovery through methane reforming, adapted from Kasai et al. (1997)

Maruoka et al. (2004) designed a new system in which the slag is first granulated using a rotary cup
and is then accumulated in a packed bed. The steam reforming of methane takes place with the aid
of a Ni-based catalyst. The thermal energy required for the reaction is recovered by direct heat

exchange between the gas mixture and slag granules.

Energy recovery by coal gasification was first studied by Li et al. (2010). In the proposed coal
gasification system, CO, is injected together with coal into a molten Blast Furnace (BF) slag bath,
generating CO through reaction C + CO, = 2CO0. The heat of the emitted gas is recovered in a heat

exchanger to make steam while the cleaned gas is used as fuel.

Direct electricity generation from waste heat has been recently studied by Rowe (2006) and
reviewed by Barati et al. (2011), and is recognised as an environmental friendly, safe and reliable
technology which can convert unused heat into electricity. The technology uses semiconductors with
Seebeck coefficient in the order of several hundred microvolts per degree to convert heat directly to
electrical power. This has been implemented for high quality heat sources such as molten slag,
however, low temperature trials have also been successfully carried out on a laboratory scale and in

prototype commercial systems.

5.2.2 Low-Grade Waste Energy Recovery

Yasmin Ammar is one of the pioneers of this concept of thermal heat recovery. The author,
alongside a team of scholars, demonstrates that thermal heat can be recovered and channelled for
use in manufacturing and processing industries. In a research study, the author observes that

thermal energy is lost on a daily basis posing a great challenge to the atmosphere and the
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environment at large. The multiple heat intensive practices involved in the generation of thermal
heat remain a critical issue in waste heat harvest. Thermal heat, as much as it accelerates the rise of
atmospheric temperatures, can be harvested and re-used to ensure economies meets rising
industrial and commercial heat demands. The process of capturing and utilizing thermal heat,
particularly the selective low-grade one, will help in efforts to conserve energy and move towards a
sustainable future. Multiple waste heat recovery studies have explored suitable models of low-grade

waste heat recovery.

One example is the work of Law et al. (2012) who advance this research on the available
opportunities for low-grade recovered heat. This research finds out that the ever rising cost of fossil
fuels and electricity provides an incentive for low-grade heat recovery. The research alludes to a
number of scholarly sources revealing the estimated potential for heat recovery in United Kingdom
as 11.4 TWh/year. This represents around 5% of the total consumption of thermal heat (Law et al.,
2012). The research by the three scientists projects that increasingly effective use of energy-
sensitive technologies will make it easier to tap into the great potential of thermal heat. Thermal
heat in United Kingdom is clearly available in food and beverage processing industries. This sector is
perhaps one of the largest sources of thermal energy — it also offers increased opportunities for low-
grade heat. Low grade heat recovery can be classified into generic unit operation or sector specific
unit operation: processes such as air compressors, boilers and power plant are grouped as generic
since they are common in all industrial sectors, and use low-grade heat to control the environment
in the forms of hot gases etc., as well as accounting for a significant portion of plant electricity use.
Typically a boiler flue gas gives off a gas/vapour stream at 200°C (Carbon Trust, 2014). This part of
the waste heat is currently recovered using air pre-heaters, heat exchangers and condensing heat
exchangers. However it is still common for smaller processing plants to send this heat through the

stack which then dissipates into the environment.

Sector specific unit operations include cooking, drying, evaporation, washing and sterilisation,
pasteurisation, distillation and refrigeration. Industrial ovens or fryers are most commonly used for
cooking food and a certain amount of low-grade heat is produced besides that required for their
primary operation, such as through oven exhaust gases at around 150-250°C, and 200°C for fryers
(Wu et al., 2012). Similar to cooking, food processes that involve drying also produce exhaust which
has the capability to provide a low-grade gas/water vapour heat source, typically in the range of up
to 160°C. Common recovery and utilisation of this heat source includes pre-heating the dryer air

inlet (Atkins et al., 2011). A summary of heat sources of each process is shown in Table 5.2.
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Table 5. 2 Summary of heat sources and their nature, adapted from Good practice guide 141, (2002)

Source of heat Nature

Gas Liquid Vapour
Air Compressor X X
Boiler X X X
Distillation X X
Drying X
Evaporation X X X
Kilns X X
Ovens X X
Pasteurisers X
Process Cooling X X
Process Heating X X X
Refrigeration X X
Sterilisation X X
Ventilation X
Washing X

It can be seen from the table that some sources of heat have the same nature or ‘carrier’. Therefore,
selecting a most appropriate technology to match the quality of the heat source and efficiency of the

sink has far more significance.

In general terms, it is more economical to recover the heat for transfer to a suitable heat sink by
heat exchange or direct re-use as this equipment has the cheapest capital outlay. Inherently, it is
also preferable to restrict the transfer of this heat to within the process from which it is emitted or
to a nearby process as this saves the cost of transport and pipe work, ducts and auxiliary equipment
(Law et al., 2012). Solutions such as heat pumps and units to generate electricity or refrigeration

require more capital outlay due to higher equipment costs (See Figure 5.3).

Selection criteria based on whether or not a suitable heat sink is available for heat change between
source and sink and if it is also possible for refrigeration as an alternative use of the waste heat. Also
cost effectiveness is another consideration as more complex recovery systems have higher capital

outlays and are more complicated to install.

McKenna & Norman (2010) have identified the iron and steel sector in the UK as the largest user of
heat with a load of approximately 213 PJ which indicates significant potential for heat recovery. In
their case study, processes in a steelmaking plant were studied and a number of streams containing
low-grade heat were identified for demonstration purposes, flue gas from the coke oven was chosen
as being most suitable for recovery. The suitability comes not only from the consistent operation of
the coke oven, but also from the reduced potential for process disruption (Walsh & Thornley, 2013).
A flue gas stream with a temperature of 221°C and a flow rate of 66kg/s was estimated to yield 21

MW of recoverable power.
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Figure 5. 3 Flow chart of capital costs of each type of project, from low to high, adapted from Law et al. (2013)

Walsh & Thornley (2013) studied two low-grade heat recovery options within manufacturing and
carried out an industrial case-study for each one of them to reflect the findings. The two options
carried out include Organic Rankine Cycle (ORC) and condensing boiler. In one of their case studies, a
condensing boiler is used to recover latent heat from a waste gas steam in order to improve thermal
efficiency. Condensing boilers can be used as direct or indirect systems which differ in the way that
there are no boundaries isolating hot combustion gases from the stream to be heated, whereas an
indirect system recovers heat from hot flue gases by passing them through one or more heat
exchangers. Chen et al. (2012) performed a similar study examining the impact of a condensing
boiler on a Finnish woodchip fluidised bed boil which provides heat for a district heating system. It

was estimated that the condenser improved the thermal output of the plant from 40 MW to 52 MW.

5.2.2.1 Recovering Low-grade Heat Energy

It is hard if not impossible to capture, store and re-use high-grade thermal energy (Gieré & Stille,
2004). However, it is possible and significantly practical to make use of low-grade heat. Low-grade
heat refers to low-temperature heat that has a relatively low density. The heat can be captured and
stored although this depends on the quality and property of waste heat, particularly in waste
streams. As Ammar argues, the temperature stored in low-grade sources of heat is among the
highest ranking parameters to consider when capturing (Ammar et al., 2013). The author observes
that the effective use of collected low-grade heat will depend on the temperature difference
between the source and the sink. For instance, the significance of low-grade heat will be determined
on where the energy is being collected and where it is channelled. More clearly, if a geothermal
source of energy is tapped, the low-energy heat derived from this source might be slightly above
domestic needs. This is to say the temperature difference between the sink (domestic needs) and

the source (geothermal plant) must be compatible to allow effective use of harvested waste energy.
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Additionally, tapping into the potential of this energy also goes a long way towards identifying
potential sinks. From the research, common sinks in the industrial sector are expected to lower
significantly the heat duty offered by these utilities. Oven air and drier inlets are classic examples of
heat sinks. These technologies make it easier to exploit an economically cheap energy. When oven
and drier inlets are used as sinks for recovered energy, they provide an incentive towards trapping
and recovering more waste energy. A plant refrigeration system is another classic sink for recovered
waste energy. In this case, the waste heat can be used to operate an absorption refrigeration
component. Doing this will make it easy to minimize the load of the currently used system. Up to this
end, common sinks of recovered waste energy provide an important incentive towards recovering

energy and channelling it effectively.

To make profitable use of recovered low-grade heat, it is important to examine recovery
technologies. This research proposes the best criterion for achieving this is determining whether
there is a suitable sink. There should be an appropriate sink for effective heat exchange. The heat
exchanger technology is perhaps one of the leading systems that makes effective use of waste heat
(Kaushik et al., 2011). This means any infrastructure that operates behind the concept of heat
exchangers has the potential of being a sink. Specifically, machines that share similar technology as a
typical heat exchanger can utilize recovered waste heat. The concepts presented in the research of
waste heat recovery remain instrumental in understanding how effectively collected waste energy
can be brought to use. Theoretical models championed by the research remain critical in showing
how sources and sinks of recovered heat are related. This relationship provides the basic concept of
using recovered waste heat in commercial, economic and technical platforms. The research puts
forward machines where harvested waste energy has been applied: thermoelectric units, liquid heat
exchangers and refrigeration systems (Law et al., 2013). The research concludes by pointing that
increased use of waste heat will help improve the entire efficiency of technological plants —

especially those capable of using fairly low-temperature energies.

5.2.3 Identifying Potential Sources of Waste Heat Energy

Industries, both manufacturing and processing, can offer reliable sources of waste heat energy
(Atkins et al., 2010). Low-grade heat, however, although available in such contemporary industrial
platforms, requires a highly technical approach in harvesting. Ammar, in a section of her research to
identify significant sources of energy, observes that process industry in the UK poses a significant
source. In 2006, the Carbon Trust estimated the potential of thermal energy in United Kingdom as
18TW h. The McKenna source pursued a similar research linking this energy to between 10 — 20 TW

h. In both research studies, a number of industries were pointed as significant sources (Carbon Trust

55



2011). These sectors include; cement, glass, food and drinks, chemical, ceramics and aluminium. The
diverse range of industries in the United Kingdom market offers classic entry points for heat

recovery.

Up to this end, it is clear that harvesting low-grade heat goes a long way in identifying potential
sources. Doing this also involves linking the availability of energy to harvesting technologies. The
collective potential of above sectors, including others such as steel, paper, pulp, lime and gypsum,
can offer a great potential in low-grade heat waste recovery. Ammar’s research into low grade
thermal energy sources thus remains instrumental and forms a valuable guide for experts on what
channels to tap into for successful collection. A close look at the research reveals that recovering
low-grade heat can be done in myriad of ways. However, these approaches are extremely technical
and require expert modifications. Ammar’s research offers the architecture of a thermal exchanger
noting that the in-built structures do not fully add towards effective heat collection. The research
also casts a strong eye to the direct Rankine hybrid cycle. A critical analysis of this source of thermal

energy shows the possibility of collecting low-grade thermal heat.

From the direct Rankine hybrid cycle, the research uncovers the need to revise a number of
components. These include; the steam turbine, the generator, the cryogenic pump and the heat
exchanger. These components remain instrumental in ensuring low-grade heat can be harvested and
channelled effectively to suitable sinks. The first research (by Ammar) creates deep insight as to how
low-grade heat can be captured and used for designated purposes. Machines used in industries
should be examined, analysed, evaluated and cross-checked to ensure they meet the rising need of
waste energy recovery. These machines emit insurmountable volumes of thermal energy anytime
they are in use (Reddy 2011). The amount of rejected energy rises with time and task. Of special
concern to recovery is to ensure machines are able to conform to collection technologies. For
instance, the condenser, the generator, steam turbine, pumps and heat exchangers should be
designed to allow collection of low-temperature heat. Through technical know-how, industry

innovation and research can be achieved.

5.2.4 Application of Recovered Heat Energy

Effective and timely application of recovered heat is another section discussed in the research.
Imperial College observes that the application of recovered heat will depend on the nature of sinks
and how these sinks are prepared to deal with the volumes of energy from sources. The term “sink”
typically refers to a range of structures where recovered heat is used. These sinks include; appliances,
on-site tools, low-energy machinery and related applications. The nature of these sinks can affect

the application of recovered heat depending on the volume of energy needed for above
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infrastructures to operate (Imperial College London 2014). More specifically, the operation of an iron
box as a sink of recovered heat will be determined by the voltage of energy the iron uses. Hence, it is

important to design sinks in a way that can tap recovered waste energy and bring it to significant use.

Another important component for the research was to examine the opportunity provided in using
recovered heat. From a critical analysis of the research, the United Kingdom industry consumed
approximately 20% of the total energy in the country’s economy. The industry generates 32% of the
country’s related carbon dioxide emissions with the manufacturing industry leading for energy
efficiency. The Digest Source for UK Energy Statistics observes that 73% of the total industrial heat
demand is used exclusively for heating purposes. 22% of this energy is for high-temperature
purposes and nearly half is for low-heat energy purposes. From the above statistics therefore, the
United Kingdom represents a massive hub of thermal energy. The industrial sector dominates the
country’s energy consumption at 73%. This suggests that a great deal of waste energy could be

harnessed from the country’s industrial sector.

Both high and low temperature activities can be modified to ensure energy output is recovered and
used for third party activities; domestic and commercial purposes. The research proposes that heat
intensive industries may consider integrating recovery technologies inside machines. For instance,
part of the amount of heat converted in the manufacture of cement should find a way through
specialised external sources. Specifically, not all energy consumed by manufacturing sources is used,
part of it gets lost in the atmosphere and part finds its way through unconventional sources.
Recovering waste heat goes a long way towards identifying heat escape points and determining how
these points can be sealed by specialized sources. These sources are the waste heat recovery models
the research refers to. To this end, there is high potential for recovering and re-using industrial
energy. Surplus thermal energy can be used to seal a number of gaps — including running domestic

and commercial appliances.

From the research, re-use of industrial waste heat is a favourable concept that can be used in solving
the universal heat crisis. The United Kingdom industry represents a great deal of thermal energy that
is not channelled to any significant use. Yet, this sector represents the highest consumer of energy.
To address this, machines, tools and technologies leveraged for industrial activities can be modified
to ensure waste energy is recovered. This approach requires technical know-how, innovation and
cutting-edge industrial technology. It is recommended that government policies should support this
requirement through waste energy recovery incentives. The literature has identified a number of
supporting research concepts including: thermal heat modelling, drivers for waste heat recovery,

development of techno-economic models, heat recovery technologies and energy-application bases.
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Only such a joined up strategy will enable the required critical awakening in the recovery of waste

energy.

5.3 Energy Recovery System for Electric Motor Drive System

Nowadays, particular attention is being paid to whether energy can be recovered from
manufacturing equipment and tools. This is especially true for those which function in a way that is

repetitive and where rapid accelerating and decelerating operations are required.

An analysis of energy recovery systems serving injection moulding machinery by Takahashi et al.
(2010) indicates that the current system, in which the regenerated energy produced from the motor
drive system is mostly consumed by resistors connected to the Direct Current (DC) bus line of the
inverter, is not efficient in terms of energy saving. An energy recovery system with Electric Double-

Layer Capacitor (EDLC) for motor drive systems is analysed using computer aided simulation.

Energy losses in the electric motor drive system during decelerating and accelerating operation of an
injection moulding machine are identified (Takahashi et al., 2010). The energy losses are generated
in each part when the energy from the motor is stored into EDLC, similarly the losses are generated
when energy is drawn out of the storage system to power the motor, with the shortfall of the

demand energy to be supplied from the utility grid (Figure 5.4).

Simulation results show that a total of 5300) of regenerated energy is available, however due to
energy losses in each part of the operation; the actual recoverable energy is 4130J and was charged
into EDLC. As in the accelerating operation, energy stored in the EDLC and from utility supply

contributes to the final demand energy.

Comparisons between machine with and without energy recovery system where also carried out and

a 49% energy saving was achieved by adding an energy recovery system with EDLC (see Figure 5.5).

5.4 Energy Harvesting from Vibration

Energy harvesting, also known as energy scavenging, is the process by which energy is collected from
external sources in the surrounding environment, and stored for small, wireless autonomous devices,

such as those used in wearable electronics and wireless sensor devices.
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Figure 5. 5 Losses generated at each part and the energy flow per cycle, adapted from Takahashi et al. (2010)

Energy harvesting technologies have attracted much interest across the commercial and industrial
sectors especially those systems which scavenge energy from ambient vibrations, wind, heat or light
and enable smart sensors to functional indefinitely. Consequently many academic and commercial

groups have been involved in the development of vibration powered energy harvesting technology.

Beeby et al. (2006) at the University of Southampton reviewed the state-of-the-art vibration energy
harvesting for wireless, self-powered microsystems and three principal transduction mechanisms
that are associated in order to extract energy from the systems. These transduction mechanisms are:

piezoelectric, electromagnetic and electrostatic.

Despite the potential opportunity for energy harvesting, the applications of these technologies are
very limited and their complexity often leads to implementation constraints. Most importantly, no

significant improvement to the energy efficiency has been achieved to date.

5.5 Chapter Summary

Energy security is a topic near and dear to many nations. The conflicting nature of non-renewable
energy sources presents a stark challenge to governments. Because of the growing need for

industrialisation, governments are finding it important to use conserve non-renewable sources of
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energy more efficiently. Renewable sources of energy such as solar energy, wind energy, water
energy (in form of hydropower) and related sources are considered promising but unfortunately, the
output of renewable sources does not fully live up to the expectations of high-input industries. This
means that wind power or solar energy cannot be sustainable used in a paper milling industry. Thus,
both sources of energy, renewable and non-renewable, need to be revisited to ensure the waste
heat recovery and reutilisation is able to operate in a streamlined fashion in industry. Re-using
energy is perhaps the best alternative to energy crisis (Atkins et al., 2010). Re-using energy goes a
long way towards identifying the operation and model of industrial machines. As it appears, the
existing technology can only harvest low-grade waste energy because of its low-temperature density.

Currently, waste heat recovery requires a significant effort towards a sustainable future.

This offers a reason that this review section subscribed to a range of scholarly and scientific sources
to expand the scope of its analysis. Recovering and re-using high and low-grade heat remains one of
the greatest efforts towards a sustainable future. The review has examined currently existing waste
heat recovery studies. This review also takes a critical look at three studies describing the theories
and models advocated by each of them. This section expands the search scope and describes the
relationship that exists between the sources and sinks of waste energy. In doing so, it pulls together
knowledge and creates insight into currently existing waste energy recovery approaches and sets the

scene for the main research into how systematic recovery of waste heat energy is achieved.
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Chapter 6  Research Methodology

6.1 Introduction

This chapter provides an overview of the research methodology used within this thesis. It begins
with an overview of common research methodologies, identifying the main characteristics of each
and proceeds to provide an interpretation of the preceding literature review together with the
corresponding refinement in the research hypothesis based on the knowledge gap established. It
then describes the research approach taken to bridge this capability gap, which consists of the
description of a four stage framework for the identification and evaluation of waste heat energy
recovery. The chapter concludes by introducing a software tool to aid waste heat energy recovery
decision support within a manufacturing environment. A schematic of the research activities is

provided at the end of the chapter.

6.2 A Brief Overview of Research Methodology

According to the Oxford Dictionary, research is defined as “the systematic investigation into and
study of materials and sources in order to establish facts and research new conclusions.” It is usually
associated with technical terms such as experimentation, testing, analysis and fact-finding.
According to Creswell et al. (2003) it is the process of making assertions and then refining or
abandoning some of them for other statements more strongly justified. There are numerous
different research methods being used for management, natural and social sciences and engineering
which include the scientific method, theoretical and analytical method, empirical method, survey
method, action method, and so forth. Clearly each method requires a different approach, but for any

given work regardless of the method chosen, the results and conclusions should be the same.

Research methods are conventionally divided into quantitative, qualitative and mixed each with
different approaches, tools and techniques. Quantitative methods are dominantly concerned with
rigorous experimental measurement in order to determine the truth or falsehood of particular pre-
defined hypothesis. Whereas qualitative method is a type of scientific research that consists of an
investigation that: seeks answers to a question, systematically uses a predefine set of procedures to
answer the question, collects evidence, produces findings that were not determined in advance and
produces findings that are applicable beyond the immediate boundaries of the study. Qualitative
research is especially effective in obtaining culturally specific information about the values, opinions,
behaviours and social contexts of particular population. The three most common qualitative

methods are participant observation, in-depth interviews, and focus groups. Each method is
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particularly suited for obtaining a specific type of data. The mixed method involves the researcher
making knowledge assertions on pragmatic grounds and employs strategies of inquiry that involve
collecting data either simultaneously or sequentially to best understand the research problems
(Creswell 2003). The research methodology adopted by this thesis is closely related to the mixed

method research, which is further described in the next section.

6.3 Research Methodology Adopted in this Thesis

The proposed research methodology consists of four stages:

Review of research background, making hypothesis and definition of scope
Framework and software tool development

Testing and validation of research concept and case studies

bl S

Discussion and research conclusions
The methodology adopted is in line with those commonly used within typical engineering research
(John W. Creswell, 2003). Figure 6.1 provides an overview of the research approach, highlighting

how various elements of the research are grouped within the four stages.

6.3.1 Review of Research Background, Research Questions and Define Scope

The initial research assertion “How do we identify the quantity, quality and availability of waste heat
energy from a manufacturing process, and determine the most appropriate technology for recovery?”
was defined based on the author’s prior knowledge and a number of industrial visits one of which
was to a chemical etching facility and the other to a large automotive engine casting plant. The
knowledge was then further developed by conducting an extensive review of the literature,
regarding the energy management systems within manufacturing, state-of-the-art technologies used
for waste energy recovery and current research carried out in this field. During the establishment of
the research background for the thesis, via literature survey and industrial visits, it became apparent
that just like the proactive and reactive approaches that are adopted for materials recycling, there
was also an opportunity for energy to be considered via the reactive approach to explore energy
recovery, options including tools and technologies that are capable of harnessing waste energy and
reutilising this within a manufacturing environment. The research assertion was then refined to
acknowledge that waste energy recovery is an area of broad aspects, including waste mechanical,
light, sound, and chemical energy which are generally more difficult to harvest and of insignificant
value compared to waste heat which is easier to recover and is of more benefit to the manufacturers

There are numerous waste heat recovery technologies on the market, however because of the lack
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of knowledge and informed decision making, industrial waste heat is often not recovered in a

systematic and therefore optimised way.

6.3.2 Research Activities and Framework Development

The final establishment of the aim, objective and scope of the research led the work into the second
stage (i.e. Research activities and framework development). Based on the definition of research
assertion and questions, the research is focused on the development of a framework for waste heat
energy recovery, by which different scenarios of waste heat sources, sinks and recovery technologies
can be defined, assessed and compared. From the research objectives, the evaluation methodology
adopted in the framework is required to evaluate quantity and quality of waste heat energy source
in a manufacturing facility with quantitative and qualitative descriptors such as temperature,
pressure, contaminant, temporal availability etc., so as to compare the waste heat sources with
suitable uses within a factory. Subject to the information obtained from the comparison between
waste heat sources and potential uses, the framework also allows for identification of appropriate
methods and technologies to harness waste heat provided by the knowledge of technology database
from extensive literature survey and waste heat energy survey. This provides a structured approach,
identifying advantages and disadvantages of each method and technology, and visually compares
many different solutions to give decision making guidance for complex problems. Interpretation of
obtained information and calculation is also required to process data and make informed decisions
for industries to quickly react. Thus a software tool is implemented to aid the framework in an
accessible way. In addition, information provided by a cost and benefit analysis also enables
evaluation of economic and environmental impact for the chosen solution in order to provide an

optimised decision.

6.3.3 Testing and Validation of Research Concept and Case Studies

After the framework was structured, the software tool required validation by case studies. The
objective of carrying out this additional step was to test the software with practical issues by
gathering real data and its ability produce consistent results. In order to verify the performance of
the framework and software tool, two different cases examples were carried out. In this thesis one
example is in the low temperature manufacturing industry while another example focuses on a high
temperature processes. The purpose of having such arrangement of case studies is to: 1) validate the
functionality of the framework and software tool when applied to the two extreme ends of the
spectrum, and 2) to compare recoverability, economic benefit and reutilisation method of each case.
The use of case studies to validate the framework and software tool allows findings to be analysed

and further improvement of the framework, potential iteration process to be incorporated within
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the decision making system. A systematic approach was developed to conduct both of the case

studies with data from both provided and collected via onsite sources.

6.3.4 Discussion and Research Conclusions

The completion of the case studies marks the start of the final stage of the research which discusses
all research results documented in the thesis in order to draw overall conclusions. The purpose of
the discussion is to explain the results and their potential implications and limitations. It also
scrutinises the results obtained and discusses the possible influence of methodological biases and
errors on data validity. The discussion also addresses general limitations and weakness of the study
and comments on these. The conclusions section summarises the answers to the research questions
and assertions raised in Chapter 2, which then leads to the generation of concluding statements

based on the findings.

6.4 Chapter Summary

This chapter has identified the different types of research utilised in the thesis, based on the
requirement to address the research aim and objectives identified in Chapter 2. The research
methodology adopted in the thesis has been presented by following the aforementioned general
overview. The four stages of research methodology have been illustrated schematically, showing the
stepwise development of this thesis. The research supported by the first stage of the methodology is
reported in the earlier part of the thesis, in Chapters 1-5. Similarly, stages two and three of the
research methodology are documented in Chapters 7-9 and Chapters 10-11 respectively, and finally
Chapters 12 and 13 cover the fourth stage of the research methodology. Although the methodology
presented in Figure 6.1 suggests a linear progression through the four stages defined in this section,
it is acknowledged that research has an iterative nature, such that specific aspects may require

revisiting and refinement in light of new findings, as the research progresses.
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Figure 6. 1 Outline of research methodology
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Chapter 7  Waste Heat Recovery Framework

7.1 Introduction

This chapter introduces a framework that has been generated by this research to aid manufacturers
in making decisions regarding the most suitable solution to recover waste heat from their activities.
The framework describes a methodology to identify sources of waste heat throughout a
manufacturing plant, production processes and product levels, and provides an overview of waste
heat hotspots within the production system. This analysis is used to highlight opportunities for heat
recovery, by capturing available waste heat with suitable recovery technologies and reuse, recycle or

energy storage options in order to improve overall energy efficiency.

7.2 An Overview of the Framework

Energy intensive manufacturing processes that utilise kilns, dryers, boilers and mills for example,
release flue gases and wastewater streams. As mentioned in the literature survey in the previous
chapters, there is a potential for such waste heat energy to be recovered and utilised for different
purposes. In the past, energy emissions from these manufacturing processes have often been an
underused resource since focus has been paid to proactively minimising energy consumption in
manufacturing. Most of this heat is produced by the combustion of fossil fuels, and 30% of this heat
is never utilised (Dupont & Sapora, 2009). The literature review of this research highlighted that
there is often a substantial amount of unutilised heat energy available for recovery, and the
framework presented in this chapter has been developed to provide a systematic approach to

maximise the recovery potential.

The structure of the framework Chapters is laid out in such way that the gathered and generated
information is fed into a database where information is processed and passed on and compared with
the technology database to provide suitable options for waste heat recovery. As shown in Figure 7.1,
the Framework consists of four essential steps beginning with collection of data, processing using
guantitatively and qualitatively defined terms and equations, comparison of key parameters from
the analysis with a database of available technologies and utilisation of a decision making algorithm
provide a number of options for waste heat recovery. Finally a cost and benefit analysis is made to

allow recommendations for the respective manufacturers.
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Figure 7. 1 Overview of the four stage waste heat recovery framework

The four Waste Heat Recovery Framework steps are:

e Stepl: Waste Heat Survey

e Step2 (Part I): Assessment of Waste Heat Quantity and Quality
e Step2 (Part Il): Selection of Appropriate Technology

e Step3: Generate Recommendations for Waste Heat Recovery

An overview for each of the four framework steps is presented in the following sections.

7.3 Step 1 - Waste Heat Survey

Undertaking a waste heat survey is the first step in the Waste Heat Recovery Framework (WHRF). As
outlined in Section 7.1, step 1 describes the identification of sources of waste heat within a
manufacturing environment from the Plant, Process and Product perspectives. Plant, Process and
Product (3P) perspective have previously been used to show energy consumption in a manufacturing
environment (Rahimifard et al., 2010) to give a clear indication of where energy consumption
hotspots are in manufacturing process chains and to calculate a range of energy efficiency ratios.
This chapter also highlights the three approaches to data generation required to carry out a
complete waste heat survey as illustrated in Figure 7.2. These approaches are: database collection,

empirical measurement and theoretical calculation.
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Figure 7. 2 First stage of the framework consists of using existing database, theoretical calculation and empirical
measurement

The most preferable way of collecting accurate waste heat data is through empirical measurement
which utilises existing energy or facility safety audits that manufacturers may already have. For
special cases when data is insufficient, actual experimental measurement is required e.g. utilising
thermocouple, infrared etc. Moreover, data collection can also be achieved via supplier data sheets
or from previous study of process equipment. Theoretical calculation is based on assumptions made
to best represent the real situation and can be useful when database or empirical measurement is
not suitable, however it can also be time consuming and potentially introduce errors. These
methods can be used to evaluate and visualise the amount of waste heat energy in a manufacturing

facility.

7.4 Step 2 (Part 1) — Assessment of Waste Heat Quantity and Quality

As outlined in Section 7.1, this step follows the first step of identifying sources of waste heat in a
manufacturing environment to ensure that each source of waste heat is quantified and qualified in a
structured way that can be evaluated and analysed by the relevant parts of the framework. A survey
of waste heat generated within a plant is able to reveal some potential opportunities from generic
and sector-specific manufacturing processes, and the method used in this thesis assigns a number of
guantitative and qualitative descriptors to each of these opportunities in order to assess their

recoverability in the context of the plant using available heat recovery techniques.
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Figure 7. 3 Second stage of the framework consists of definition and assessment of quantity and quality descriptors and
post interrogation

In order to quantitatively evaluate waste heat sources in a manufacturing environment, some
important parameters must be defined to provide necessary data to carry out calculations using
mathematical modelling techniques. In this framework the quantitative descriptors include
temperature (or temperature difference between source and sink), available energy (or exergy)
content, temporal availability of the waste heat sources, and how concentrated they are. Meanwhile,
qualitative evaluation is more subjective than quantitative evaluation and uses very different
methods of collecting information, the parameters include the carrying medium of waste heat
sources, spatial availability in the nearby area to install heat recovery equipment and whether there
is risk of contamination to this equipment. The qualitative and quantitative descriptors of the
available waste heat energy can be used to compare potential heat recovery solutions with the

available sources.

7.5 Step 2 (part I1) — Selection of Appropriate Technology

This section introduces the technologies available for waste heat recovery in a manufacturing
environment and their advantages and disadvantages relating to the quantitative and qualitative

descriptors which are defined in detail in Chapter 9.

There are many different methods and technologies for recovering waste energy in a manufacturing
environment, such as kinetic energy from movement of the machine parts, chemical energy from

reactions, thermal energy as a result of combustion and a number of other well established
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engineering cycles which enable heat energy recovery. In this framework, only waste heat is
considered for recovery, and so only those technologies and solutions that pertain to heat energy

recovery are considered.

Despite the variation in technology, they all have the same aim, which is to collect and reuse or
recycle waste energy arising from any process that would otherwise be lost. The process might be
inherent to a factory building, such as space heating, ventilation for example, or could be something
carried out as part of manufacturing activity, such as the use of ovens, furnaces etc. Waste heat
energy recovery can help to reduce the overall energy consumption of the process itself, or provide

a useful energy source for other purposes.

The structure of this part of the framework is laid out in three steps as shown in Figure 7.4. The first
step to technology selection is achieved by defining the selection criteria which consists of four
fundamental properties of the heat recovery technology. These selection criteria are cost of
implementation, type of waste heat carrier, whether there is risk of contamination, size of the

equipment and minimum and maximum operating temperatures.

Survey of Waste Heat Sources in Facilities
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Figure 7. 4 Third stage of the framework consists of defining selection criteria, comparing parameters from Q&Q
assessment and technology and finally decision making
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The second step of the technology selection stage is to compare selection criteria established in step
one with the output from the assessment of the descriptors of waste heat energy described in the
previous section. The purpose of this stage is to use results from the waste heat quantitative and
qualitative assessment to narrow down the range/ number of technology options from a database of
existing heat recovery research and technologies (as described in the literature survey carried out

in Chapter 4).

The final step of the technology selection process is to provide a number of different technology
options which based on the comparison of criteria described above, considering a number of
available waste heat energy. The output results of this step are carried forward into the next stage of
the framework, which utilises environmental, economic and social analysis methods to compare

between the selected options to influence a final decision.

7.6 Step 3 — Generate Recommendation for Waste Heat Recovery

The last step of the framework describes the process of making a final recommendation for
manufacturers to identify an appropriate technology to recover waste heat energy (see Figure 7.5).
In order to enable manufacturers to choose the most suitable technology to harness various waste
heat energy in their facilities, from those identified from the technology selection process of the
framework, the framework needs to undertake a cost and benefit analysis, followed by an
environmental impact analysis to compare between these different options in order to generate a

final recommendation.

Survey of Waste Heat Sources in Facilities

Assess Quality and Quantity of Waste Heat

Selection of Appropriate Technology

Fix Purchase Cost

¥ Environmental
Operating Cost Benefit Comparing N Providing

¥ Different Options ”|Recommendation

Cost and Benefit
Analysis

v

L J

Figure 7. 5 Final stage of the framework consists of generation of recommendations
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7.7 Chapter Summary

This chapter has introduced the waste heat recovery framework which is based on four essential
steps its structure shown in Figure 7.6. The data collection can be further divided by undertaking
empirical measurements or utilising existing databases from the manufacturers or, alternatively, by
using estimated data to carry out theoretical calculation to provide an approximate heat energy
evaluation. The collected data is a mixture of numerical and descriptive attributes and therefore
requires interpretation using various descriptors, which are quantitative and qualitative. It is then
possible for manufacturers to self-assess the quality and quantity of waste heat sources in their
facility using parameters such as potential energy saving, chemical or particle content carried by the
heat transfer medium, physical space and temperature difference between waste heat and that
which is useful. Once the self-assessment of waste heat sources is carried out, the information can
be fed into a technology selection process which also, in respect of quantitative and qualitative
assessment, provides various selection criteria in order to classify suitable heat recovery
technologies. This process enables comparison between different waste heat sources against
available technology databases. To further analyse the viability of these chosen technologies,
analyses of environmental, economic and social impact can be carried out to generate a final

recommendation.
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Figure 7. 6 Detailed structure of Waste Heat Recovery Framework
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Chapter 8  Survey of Waste Heat Sources in Facility

8.1 Introduction

This chapter explains the first step of the waste heat recovery framework that has been developed
to allow manufacturers to gain an understanding of where unutilised heat sources occur in a
manufacturing plant. This survey identifies various “hot-spots” of heat occurring in the facility,
providing an overview of potential areas for heat recovery and associated investment to improve
overall energy efficiency. There are three methods of waste heat energy data collection proposed in

this framework which are empirical, existing database and theoretical calculation.

The initial part of the chapter describes the Plant, Process and Product (3P) perspective which
categorises the different levels in which heat energy is available within a manufacturing plant. In
order to identify waste heat sources, the later section of the chapter details a structured approach

to undertake a survey of waste heat sources within a manufacturing environment.

Existing database / .
Manufacturers’ data Theoretical Calculation Empirical Measurement

o,
/,-, /
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Assess Quality and Quantity of Waste Heat

Selection of Appropriate Technology

— — — — — — —

Generation of Recommendations

Figure 8. 1 Waste Heat Recovery Framework - Waste Heat Survey

8.2 Plant, Process and Product Perspective

The 3P perspective has previously been used to show energy consumption in a manufacturing

environment via framework to model Embodied Product Energy (Rahimifard et al., 2010), which

74



gives a clear indication of where energy consumption “hotspots” exist within manufacturing process
chains, and is used to gauge whether energy is used efficiently. Similar to the 3P perspective, the
International Standards Organisation (ISO) has developed a model composed of a six-level
hierarchical structure (Figure 8.2), including enterprise, facility, machine cell, machine and turret.
The enterprise level is responsible for the achievement of the mission of the enterprise and clearly
its planning horizon is measured in the long term. The facility or plant level is responsible for the
implementation of the enterprise functions and the reporting of status information to the enterprise
level. It includes functions such as manufacturing engineering, information management, production
management and scheduling and production engineering. At the machine cell level, the
responsibilities are provision and allocation of resources and the coordination of production on the
shop floor. The cell level is responsible for the sequencing of jobs through the various stations. Its
functions include resource analysis and assignment, making decisions on job routings, dispatching
jobs to individual machines and the monitoring of task and machine status. The turret level is
responsible for the direction and coordination of relatively small integrated workstations (Bauer &
Browne, 1994). When considering the theoretical degree of detail at the turret level and diverse
range of activities at the enterprise level, which may present significant problems with the
availability of energy data, these two manufacturing levels would likely prove problematic. Therefore,
in this research, only the facility, machine cell and process level are considered, highlighted by red

circles in Figure 8.2.
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Figure 8. 2 Energy considerations at the various manufacturing levels and the defined scope of this research
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In this research the 3P perspective is used to identify where waste heat is available for recovery in a
manufacturing environment. This is because not only are the energy survey requirements rather
different for these three perspectives but also the quantity and quality of energy available is
significantly different and so will be the requirement of technology for energy recovery. A diagram of
the 3P perspective and how they interact with each other has been created shown in Figure 8.3. In
general, the applicability for waste heat recovery is to reuse the energy for the same activity or to
cascade its use to an activity at a higher manufacturing level. In order to develop a detailed
breakdown of waste heat sources within a production facility, there is a need to systematically

identify waste heat hot spots and this leads to a complete survey of the facility.

8.2.1 Plant

From a ‘plant’ level perspective, heat energy is required by the infrastructure and other high level
services that are responsible for maintaining the required production conditions/environment.
Examples of ‘plant’ level heat usage are lighting, space heating, air-conditioning and ventilation.
Heat is lost from a broad range of activities in a manufacturing facility, and this is contributed by

building heating, cooling, and ventilation sections of the facility.

e.g. Hot gas from exhaust
and flue stacks

€.g. excess steam from
turbines and hoilers

e.g. Hot product leaving

Figure 8. 3 Red arrows represent waste heat being generated; green arrows indicate recovered waste heat energy and blue
arrows show potential for reuse within the same activity
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Examples of such activities include boilers which provide space heating or hot water, ventilation/air
conditioning systems without any means of recirculation or heat recovery, water chiller or other
cooling plant rejecting heat to outside, and temperature control in high spaces. Demand for these
activities may vary significantly depending on the weather and season of the year. For example,
boilers are required to work throughout winter to provide space heating and hot water to the
building but space heating may not be necessary during hot summer days. Ventilation/air
conditioning system may be required to be fully operational throughout the year to maintain a

suitable working environment.

At the plant level, much of the heat loss improvements are encompassed as part of a generic Energy
Management System (EMS) which would typically involve energy audits and monitoring. However
the investment required for recovering unutilised heat at this level could be very significant, for

example the major cost of restructuring of the heat systems to the factory.

8.2.2 Process

In a manufacturing facility all energy used by a process, that does not reside in the products as it
leaves the process is ultimately lost to the environment. Some of the energy is useful, e.g. heat from
coolant pumps, and some less useful, e.g. lighting an unmanned process. From this perspective, the
existing research typically has investigated areas for energy improvement which relates either to the
improvement of operational procedures or machine design. This improvement in operational
procedures could include minimising idle time in a process through better production planning or
improving the process through more effective sensing and control. The improvement in machine
design could include elimination/reduction of non-essential activities (e.g. coolant, lubricant). These
improvements are of particular interest to manufacturers especially where energy savings make
economic sense. However such investments are only capable of reducing energy demand so far
before they become financially prohibitive. Therefore a reactive approach to recovery of waste heat

energy that could potentially be more cost effective should be considered.

A study done by the U.S. Department of Energy reported that a significant percentage (20-50%) of
industrial energy inputs is lost as waste heat in the process stage, totalling anywhere from 2 to 4
TWh (Johnson et al., 2008). This highlights that there is a significant amount of waste heat can be
recovered, and also a need for energy transparency across a production facility so that energy

hotspots can be identified.
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8.2.3 Product

The integration of energy considerations at the plant and process perspective into a ‘product’
perspective would give manufacturers effective indication of which activities and processes are
energy intensive and/or potential waste heat hotspots. Seow & Rahimifard (2011) used the ‘product’
perspective to systematically identify the total energy required to manufacture a product, also
referred to as the Embodied Product Energy (Rahimifard et al., 2010). The study undertook an in-
depth analysis of energy requirements based on product design features, manufacturing parameters
and operational procedures. The study aimed at enabling engineers and designers to identify the
energy hotspots during production and facilitate process design optimisation, production and

process planning improvements as well as product design enhancements.

In this research, waste heat energy at ‘product’ level is defined as the heat contained in the final
products when it leaves its treatment process. It is present in the form of heat energy in products
coming out of the process, and they may still carry a significant amount of residual heat from their
treatment, for example, in metal casting or oven baking process. This heat is unwanted and
dispersed using means of cooling, e.g., water or air. Some products may be required to, or will
naturally cool at particular rate depending on desired final perspectives, etc., different specific heat

capacities.

As discussed in Chapter 4 of this thesis, heat at the product level of manufacturing has not been paid
much attention and is often wasted despite being potentially recoverable. Although the waste heat
temperature of the products, especially with metal casting products, can be are reasonably high, the
waste stream continuity is not constant and there are issues with other waste heat quality criteria

which will be discussed in later sections.

8.3 Waste Heat Survey

There is relatively little publically available data on the waste heat resource associated with
industrial processes in the UK. In its call for evidence on heat in 2008, the Department for Business,
Enterprise and Regulatory Reform (BERR) provided an estimate of 40TWh per year (BERR, 2008), but
a more detailed bottom up study by McKenna & Norman (2010), which captured an estimated 90%
of the energy intensive process industries, put the value at between 10 and 20TWh. It is assumed

that the true value is in the 10-40 TWh range.

When considering the potential benefit of waste heat recovery within a facility, it is essential to have
a good understanding of what and where the most lucrative sources of waste heat are. The first

stage of doing this requires a high-level categorisation of available waste heat energy, before a more
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detailed survey is conducted. As outlined in Chapter 7, this chapter details the Plant, Process and
Product (3P) approach developed to identify sources of waste heat within a manufacturing
environment. It is clearly identified that, a waste heat survey is required as part of the energy audit
process to allow information to be collected and analysed. This signifies the first step towards waste
heat recovery as to understand where waste heat is generated within the 3P perspectives. In
addition, a more in-depth energy survey is needed to systematically review how heat energy is
wasted within the 3P levels. It includes a physical inspection of buildings and equipment, which can

range from a simple visual inspection to a fully instrumented study.

There are three types of survey, desktop based, theoretical calculation and empirical measurement.
The most preferable way of collecting waste heat data is empirical measurement which utilises data
that manufacturers may already have access to from existing energy or facility safety audits. And for
special cases when data is insufficient, actual empirical measurement is required e.g. utilising energy
meters, thermocouples, and infrared cameras. Moreover, data collection can also be achieved by
consultation of databases from supplier data sheets or from precious studies of process equipment.
Theoretical calculations are based on assumptions made to best represent the real situation and can
be useful when database or empirical measurement is not suitable, however it can also be time
consuming and potentially introduce errors. These methods can be used to evaluate and visualise

the amount of waste heat energy in a manufacturing facility.

It is important to have a structured approach to waste heat survey to make the most of the
opportunity. In order to achieve this, a structured approach of this waste heat survey is shown in

Figure 8.4 below and detailed in the following section.

Plant

Process

Existing database / Product
Manufacturers’ data Theoretical Calculation Empirical Measurement

Thermocouple Thermal imaging

Figure 8. 4 Methods of waste heat survey
8.3.1 Empirical Measurement
The survey consists of a systematic study of the source of waste heat in the plant, process and
product levels of manufacturing and opportunities for its use. In this study a low grade heat

demanding process is termed a sink. The empirical measurement is the most preferred method of
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conducting such a survey as it collects real-time data regarding energy consumption and heat

generation in a manufacturing environment which best represents the actual situation.

Information should be gathered that can lead to a complete heat/energy balance of the equipment
or the system that produces it. This method can often be insufficient, in which case measurement of
essential parameters are carried out. Generally speaking, the characterisation of the quantity,
quality, and temporal availability of the waste heat energy requires that volumetric flow rate,

temperature, and flow intervals be measured.

In order to carry out the aforementioned measurements, case specific instruments are usually
required, such as a thermocouple, data logger, flow meter, infrared camera etc. Thermocouples are
widely used in science and industry and their applications include temperature measurement of kilns,
gas turbine exhaust, diesel engines, and other industrial processes (Figure 8.5a). A flow meter is a
device that measures mass or volumetric flow rate of a fluid (e.g. gaseous or liquid) travelling
through a tube (see Figure 8.5b) and typically, flow measurements can be expressed in the units of
kilograms per second (kg/s) or m*/s for mass and volumetric flows respectively. Infrared camera is a
device that forms an image using infrared radiation and generally speaking the higher an object’s
temperature is, the larger the wavelength of infrared light is emitted as black-body radiation (see
Figure 8.5c). Therefore with careful calibration it is possible to apply infrared camera to difficult

situations where thermocouple measurement cannot be implemented or no lighting is available.

8.3.2 Use of Existing Database

This is a less preferable method of conducting waste heat survey as it is risky to base waste heat
source availability used for decisions concerning expensive waste heat recovery systems on
nonspecific, generic data. However, when measurements are not possible, it may become necessary

to rely on the best approximations available.

Figure 8. 5 a: Thermocouple data logger; b: Flow analyser; c: Infrared camera
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The approximations must be made taking full advantage of all relevant data at hand which could
include equipment datasheets, installation, operating and maintenance records, production records
and fuel and utility invoices. Alternatively, the use of published or available data from various
literature sources should be considered. There are an increasing number of energy inventory
databases such as ‘Unit Process Life Cycle Inventory’, UPLCI (2010) and ‘Cooperative Effort on
Process Emissions in Manufacturing’ CO,PE initiative (Figure 8.6), which is led by Duflou et al. (2012)
at the University of Leuven to cluster forces in different continents, involving machine builders as
well as academics, to analyse existing and emerging manufacturing processes for their ecological
impact in terms of direct and indirect energy consumption, resource consumption and process

emissions (Kellens et al., 2011).

The advantages of utilising a database system include reduced updating errors and increased
consistency, greater data integrity, improved data access to users and reduced data entry and
storage effort. However, the disadvantages are also instinctive, they include higher risk of data
security, total dependence on a third party to update the database, data format might requiring

normalisation before usage.

8.3.3 Theoretical Calculation
Another method of ascertaining waste heat energy data is via a theoretical approach to calculate the

energy used by the production processes and heat energy loss.
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Figure 8. 6 CO2P initiative (cooperative effort on process emissions in manufacturing) (Kellens et al., 2011)
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Mathematical equations can be used to calculate the energy required to, for example, melt a specific
material and heat energy loss to the environment when the heat processed material is allowed to

cool down, see Equation 8.1 (Ashby, 2008):

z Q= Z myc, (T, — T) + Z myL, [Equation 8.1]

Where,

Q : Heat captured in material (J)

m : Mass (kg)

C : Specific heat capacity (ki/kgK)

T : Melting temperature (K)

T : Temperature of metal before melting (K)
L : Latent heat of melting (ki/kg)

The mathematical model can be applied to a number of different manufacturing processes including
metal casting and heat treatment processes, processing of metal powers, ceramics, glasses and
superconductors, processing of polymers, bulk deformation processes. The energy equations are an
approximation of the basic heat energy requirement or heat dissipated to the environment, and
should only be used where the energy data cannot be obtained through empirical studies and are

not available within published literature.

8.4 Chapter Summary

As the first step of the framework, this chapter has presented a number of methods to conduct a
waste heat survey required to understand where heat energy is wasted in the plant, process and
product levels of manufacturing. The methods adopted in this research consists of undertaking
empirical measurement with the aid of a number of measuring techniques i.e. thermocouple, flow
meter or infrared camera, the use of existing database or published data and carrying out theoretical

calculations to obtain waste heat energy data for further analysis in the framework.

Data collected from this step can be fed into a manufacturing facility database which enables
qguantitative and qualitative assessments to clearly define the characteristics of the waste heat
sources found in the respective facility. The definition and implementation of these assessments will

be discussed in Chapter 9.

82



Chapter 9  Assessment of Waste Heat Quantity and
Quality

9.1 Introduction

This chapter describes the method used in this thesis that assigns a number of quantitative and
gualitative descriptors to each of the identified waste heat source opportunities in order to assess
their recoverability in the context of the plant and using available heat recovery techniques. In order
to quantitatively evaluate waste heat sources in a manufacturing environment, some important
parameters must be defined to provide necessary data to carry out calculations using mathematical
modelling techniques. In this framework the quantitative descriptors include temperature (or
temperature difference between source and sink), available energy (or exergy) content, temporal
availability and concentration of the waste heat sources. Meanwhile, qualitative evaluation is more
subjective than quantitative evaluation and uses very different methods of collecting information.
The parameters include the carrying medium of waste heat sources, spatial availability in the nearby
area to install heat recovery equipment and whether there is risk of contamination to this
equipment. This structured assessment is essential in order to evaluate waste heat energy against

suitable technologies and potential uses in recovery, as will be described in Chapter 10.

As discussed in the previous Chapter, waste heat sources can be found in the Plant, Process and
Product levels of a manufacturing environment. In this Chapter, they are further classified into two
main categories, the general purpose and sector-specific waste heat. In order to clearly define
various waste heat sources, quantitative and qualitative assessment method is used to assign some
descriptors to the characteristics of the waste heat sources. Section 9.3 details the quantitative
evaluation which included the parameters that can be measured or calculated numerically while
Section 9.4 details the qualitative evaluation which must be defined by means of descriptions.
Section 9.5 summaries the highlights of the qualitative and quantitative descriptors for waste heat
sources and heat sinks. Figure 9.1 illustrates the distribution of quantitative and qualitative evolution

according to the type of information.
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Figure 9. 1 Waste heat recovery framework, assessment of quantity and quality is highlighted

9.2 Quantitative Evaluation

Quantitative observations are made using scientific tools and measurements. In order to
guantitatively evaluate waste heat source in a manufacturing environment, some important
parameters must be monitored to generate necessary data to carry out calculations using
mathematical modelling techniques. These descriptors include Temperature, Available Heat Energy,
Exergy Content and Temporal Availability which are described in more details in the following

sections.

9.2.1 Temporal Availability

The temporal availability is one of the six descriptors that have been defined to quantify and qualify
the waste heat source and sink properties. In order to decide how appropriate a heat sink is
compared to specific heat sources, comparisons of both availability and demand must be carried out
based on the same time scale. A flowchart has been generated to demonstrate the principle of such
modelling activity and how a qualitative descriptor is computed into quantifiable measures. For the
purpose of this demonstration, a simulated dataset has been randomly generated, however in a real

case scenario, users are required to input data with the most accurate data resolution (Figure 9.2).

In order to model the resemblances between waste heat availability and sink, there are two core

functions that need to be defined based on the same time scale:
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Figure 9. 2 Overview for Modelling Temporal Availability

e Waste heat availability function

e Waste heat sink function
Waste heat availability function represents the flow profile of a particular waste heat source during a
length of time at an appropriate unit of measurement, such as power (kW). This data requires user
input obtained empirically from the actual production data metered onsite or theoretically from
waste heat power calculation. Waste heat sink function characterises the potential demand for
energy input such as combustion air preheating for another process or space heating within the
factory floor and offices, especially in the context of waste heat recovery of excess heat generated
from specific manufacturing processes such as furnaces and ovens etc. This function should also be

based on user input as a reflection of what potential uses are for waste heat generated onsite.

In addition to the aforementioned two core functions, in order to compute resemblances between
the two functions, a common time based scale must also be defined. The timescale is used to define
the time allowed for, or taken by a process, or sequence of events, to take place. Usually in a
manufacturing environment the timescale for processes can be in a range of between minutes to
weeks. In this case, both waste heat availability and waste heat sink function need to be evaluated

computationally.

Having defined the appropriate waste heat availability and waste heat sink functions on a common
timescale, there are periods when waste heat availability and waste heat sink is aligned, i.e. waste
heat availability meets, or partially meets, the demand of a waste heat sink; and there are also
moments when there is no intersections. Complex patterns of waste heat availability and sink
functions can be difficult to compare. To be able to quantify and evaluate the aligned and

mismatched periods within the comparison, Recovery Index (Rl), Waste Index (WI) and Utilisation
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Index (Ul) are required to assess the recoverability of the waste heat source depending on a chosen

waste heat sink.

9.2.1.1 Definition for the three indexes
The indexes used to computationally evaluate the aforementioned waste heat and sink functions are

described below:

i. Overlap function

Overlap is the area under the common intersection between waste heat source and waste heat sink
function. In an example demonstration below (Figure 9.3), the blue line represents waste heat
availability and the red line is denoted for waste heat sink, hence the alighed common area for both

functions in the figure is shaded green.

The overlap function has been operated by the MATLAB mathematical modelling software tool.
There are two conditions associated with the functionality of overlap, (1) at any moment when the
sink function is lesser than the availability function, overlap is equal to the sink function; (2) at any
moment when sink function is greater than or same as the availability function, then overlap is equal

to the availability function (Equation 9.1).

0(t) = sink(t) sink(t) < availlability(t)

Overlap Function 0(t) = {O(t) = availability(t) sink(t) = availability(t)

[Equation 9.1]

ii. Recovery Index (RI)
Rl is defined as the ratio of aligned period over available period, which indicates the theoretical
amount of waste heat energy that can be recovered based on the current sink and appropriate

recovery technology.

The comparison of the aligned area between waste heat source n and waste heat sink A functions,
Rlyrocessina) is defined as overlap divided by availability. The value of this ratio is always between 0 and
1, as shown in Equation 9.2. A higher value of Rl ocessna) (i-€. values closer to 1) is indicative of larger
percentage of synchronisation, and therefore signifies a more suitable waste heat recoverability in

terms of time.

Conversely, a lower value of Rlsourceina) (i-€. values closer to 0) denotes an inefficient match of waste
heat source and sink, which then requires further consideration for a different source and sink

matchup, improvements and possible investment for waste heat energy storage system.

__overlap(nA) .
0< RIsource(nA) " availability(n) <1 [Equatlon 9'2]
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Figure 9. 3 Availability, sink function and overlap

Where,

Rlsourcena) is the Rl for waste heat source n when comparing with waste heat sink A

Overlap g is the temporal alignment of waste heat source n when comparing with waste

heat sink A
Availability(nA) is the temporal availability of waste heat source n

iii. Waste Index (WI)

Similarly, the WI compares the unaligned area between waste heat source n and waste heat sink A,
Wisourcenay is defined as 1 minus overlap divided by total availability (Equation 9.3). This is the
ratio of misalighment over the specified period between waste heat source n and waste heat sink A,
which shows the proportion of remaining amount of available heat energy that cannot be utilised

because of the unavailability of suitable waste heat sink (Figure 9.3).

overlapyna)

0< WIsource(nA) = <1 [Equation 9. 3]

" availability,
Where,

Wisource yay is the WI for waste heat source n when comparing with waste heat sink A

Overlapma) is the temporal alignment of waste heat source n when comparing with waste

heat sink A
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Availability(nA) is the temporal availability of waste heat source n

iv. Utilisation Index (UI)

Unlike the RI and WI explained above, Ul (Ulsnkmay) is defined as overlap divided by sink,
representing ratio of waste heat sink utilised. This value of this ratio is always between 0 and 1, as
shown in Equation 9.4. A higher value of Ulsink(na) (i.e. values closer to 1) is suggestive of larger
proportion of demand being met and therefore signifies a good choice for the sink. Therefore from
economical point of view, larger percentage of savings can be made. Conversely, a lower value of
Ulsink(nali-e. values closer to 0) indicates an inefficient match of waste heat source and sink. It is
also to be noted that, a good Ul does not always represent a good comparison (i.e. waste heat sink
capacity is small, even though the Ul is 1, larger amounts of waste heat availability could be
unutilised).

overlapna) <1

0 < Ulsinkmay = sink(A)

[Equation 9.4]

Where,

Ulsource(nA) is the Ul for waste heat source n when comparing with waste heat sink A

0verlap(nA) is the temporal alignment of waste heat source n when comparing with waste

heat sink A
sink(A) is the temporal availability of waste heat sink A

9.2.1.2 Modelling with Synthesised Data:
For purpose of modelling and demonstration, data required in this exercise by the waste heat

availability and sink function is synthesised.
Initial assumptions made:

Timescales (x axis) — The initial step of the modelling is to define a suitable timescale for both the
waste heat availability and sink functions. It is user defined parameter based on the length of the
period that is of particular interest, such as hourly, daily and weekly (only usual working days from
Monday to Friday are modelled). This mechanism is also reflected by displaying an ‘options log’ (see
Figure 9.4), which provides respective options to compute. In this example, all of the three options

are modelled.

Functional unit (y axis) — this is assumed to be power (kW).

88



-

r M| = | |ﬂh

Choose the time interval:

Hourhy

Daily

Weekly

Figure 9. 4 Model selection dialogue

Waste heat availability function — is modelled randomly as the source of waste heat energy
generated over a period of time in a manufacturing environment and is represented with blue line in

Figure 9.5a.

Waste heat sink function — is modelled randomly as the potential waste heat sink existing over a

period of time in a manufacturing environment and is represented with red line in Figure 9.5b.

Overlap — is the area where waste heat availability and sink aligns and is represented with green line

in Figure 9.5c.

The results from modelling temporal availability of a given waste heat source and sink can be easily

shown and analysed.

In addition to the graphical demonstration of the waste heat source and sink matchup, this model is
able to output a dialogue message (see Figure 9. 6), displaying the three indexes that are of interest.
In this example, the Rl and WI for the chosen waste heat source and sink is 0.573 and 0.427
respectively. These are suggestive that, over a one hour period, 57.3% of the available waste heat
source can be potentially recovered and, the remaining 42.7% will be inevitably lost due to temporal
limitation and capacity restraint of this particular sink. The Ul of this setup is 0.574, which is
indicative that almost 60% of the sink (i.e. Heat requirement for space heating) can be met. The Ul of
this setup is 0.574, which is indicative that almost 60% of the sink (i.e. Heat requirement for space

heating) can be met.
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Figure 9. 6 Dialogue message automatically generated showing RIl, Wi and Ul

From an economic point of view, more than half of the fuel consumption to provide heat
requirement in a manufacturing environment can be displaced, hence large amounts of savings in

energy cost can be made.

9.2.2 Temperature

In order to understand the supply of waste heat and the characteristics of sinks, the report also
generated some statistics to differentiate heat sources and heat sinks into distinguished
temperature bands and the medium in which heat is available (sources) or required (sinks). The

waste heat source bands are:

e Ambient (20°C) — 250 °C is classed as low temperature band,
e 250-500 °Cis classed as medium temperature band, and
e >500 °Cis classed as high temperature band.

The heat sink bands are:

e Ambient (20°C) — 150 °C is classed as low temperature band,

e 150-250°Cis classed as medium temperature band, and

e >250 °Cis classed as high temperature band.
Temperature measurement is a central task of data acquisition and processing for the assessment of
waste heat quantity and quality. Temperature as one of the descriptors has to be properly defined,

including in which temperature sampling resolution is of significant importance.

As introduced in chapter 8, one of the methods to acquire data is through empirical measurement,
in which temperature data can be obtained from many different sources. These include the use of an
infrared camera to identify temperature profile of many different components in a manufacturing
environment e.g. shop floor, manufacturing machines and processes etc. or the use of a single point
temperature sensors to log temperature variation over a period of time which can include:
thermocouples, Resistance Temperature Devices (RTDs), and thermistors and infrared

thermometers. The selection of measurement devices need to consider the following factors:
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temperatures resolution, sample rate, temperature ranges and medium of the measuring subject

where it is explained in the next section.

Temperature resolution refers to the precision of a measurement with respect to temperature.
During the process of acquiring temperature data of a particular process in question, it is essential to
define an appropriate temperature resolution, such that the stream of data includes every detail of
the temperature variation within the period of data acquisition without unnecessary data being
recorded. An industrial example is represented in Figure 9.7 below which demonstrates the

importance of having a suitably defined temperature resolution.

Figure 9.7 is the plot for a heat up profile of a tank of water from 120 °C to just below 350 °C. As can
be seen from the figure, although the average increase in temperature is constant, the change in
temperature within a particular period can be significant. It can be noticed from the figure that some
temperature spikes occur within the heat up profiles. In this example, the temperature data was
collected at 1 minute interval which provides a good resolution because the incremental change in
temperature is averaged at 1.13 °C per minute which ties with the accuracy of the measuring device
used. If the same measurement was taken at a lower resolution, it may result in the temperature
spike variations to be missed during the data acquisition, resulting in the plot and data

interpretation being misleading.

In fact, the temperature resolution is very much associated with the sampling rate. It is widely used
in the field of digital signal processing, the sampling theorem is a fundamental bridge between

continuous time signals and discrete-time signals.

Generic Temperature Profile

Temperature °C
N
o
o

0 50 100 150 200

Time, minute

Figure 9. 7 Generic temperature profile for heating up a tank of water
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The Nyquist-Shannon sampling theorem introduces the concept of a sample rate that is sufficient for
perfect fidelity for the class of functions that are bandlimited to a given bandwidth, such that no
actual information is lost in the sampling process. The sampling frequency or sampling rate, f;, is the
average number of samples obtained in one second, thus f; = 1/T. It is exemplified below in Figure
9.8 that the actual temperature data (highlighted in blue) requires sampling rate of 0.067 (1 sample
every 15 seconds) to obtain a complete set of information in order to accurately plot the
temperature profile. Conversely, if lower sampling rate (low data resolution) is applied, e.g. at
sampling rate of 0.022 (1 sample every 45 seconds) the obtained information is insufficient to gain a

complete understanding of the temperature profile and thus misleading.

In general, the sample rate or data resolution depends primarily upon the temperature band the
data acquisition is carried out within, Figure 9.9. When monitoring temperature signals, the first
thing to decide is how fast the signal is changing. For faster signals (rapid change in temperature),
this is determined from the maximum frequency component in the signal. For frequency
components the Nyquist theorem demands that the signal be sampled at least twice in each cycle,
otherwise the amplitude of this frequency component will distort the signal at lower frequencies. To
get an accurate picture of the temperature profile, it is required that a sampling rate of 10 to 20

times the highest frequency.

Besides the resolution of the temperature data, methods of determining temperature and accuracy
of the temperature measurement is of great importance. To meet this wide array of needs there are
a large number of sensors and devices to handle the demand. Sampling temperature of waste heat

source and sink must be carried out in a rigorous manner.

Example Temperature Profile

600

Temperature

Time

—@— Actual temperature data —@— Sampled temperature data

Figure 9. 8 A comparison of Temperature data resolution
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Figure 9. 9 Relationship between temperature resolution and temperature

This can range from the simple monitoring of the ejected water temperature of an industrial process,
or as complex as the temperature of a weld in a laser welding application. More complicated
measurements such as the temperature of flue gas generated from a blast furnace for an engine
casting factory. Much more common are the temperatures of fluids in processes or process support
applications, or the temperature of solid objects such as cast engine blocks, metal plates and shafts

in a piece of machinery.

Despite the variation in temperature measurement methods, knowledge of making the right
measurement or using the most appropriate device is very significant to the overall results acquired.
For example, an experiment trying to observe the temperature increase of equal volumes of water
being heated separately using two piece of temperature sensors, one is an expensive and accurate
sensor (with 0.01°C accuracy), whilst another having a low-cost thermocouple connected (0.5 °C
accuracy). Although the result of the expensive sensor give much accurate temperature data the

thermocouple solution is more cost effective and is accurate-enough for the requirements.

Having considered what is going to be measured, the next step is to decide which type of sensor to
use. There are three sensors commonly used in research and industry: the thermocouple, the
Resistance Temperature Detector (RTD or resistance thermometer); and the thermistor, which are

compared in Table 9.1.

Thermocouples are not precision sensors with typical errors of 2 °C. However thermocouples have a
wide temperature range (-200 to 2000 °C) and are often needed simply because alternative devices
do not operate at the desired temperature. There are a number of standard types of thermocouples
which are used (Table 9.2) because they possess predictable output voltages and large temperature

gradients.

Another widely used type of temperature measuring device is the resistance temperature detector
(RTD) — the most stable and accurate yet most expensive and fragile of the three sensor types
discussed in this section. The most common type of RTD is the platinum resistance thermometer

(PRT), the practical operating range of which is -250 to 850 °C.
p p g g
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Table 9. 1 commonly used temperature sensors and their comparison, adapted from: (Cigoy, 2007)

Thermocouple (PTI(?O) Thermistor
Operating Range -200 °C to 2000 °C-250 to 850 °C| -100 to 300 °C

Accuracy Locoommon | odsee | o1

Thermal response Fast Slow Medium

Cost Low High Low to moderate

Noise problems High Medium Low

Long term stability Low High Medium
Cost of measuring instrument Medium High Low

Thermistors were regarded as inaccurate sensors in the past when thermistors had 5% tolerances at
best. However, modern thermistors are not far behind RTDs, in fact thermistors with 0.1 °C accuracy
are now widely available and at very reasonable costs. They have a fast response time and a greater
output per °C than RTDs. Due to thermistors’ high sensitivity they are ideal devices for detecting
small changes in temperature — especially when it is the change and not the absolute value that is
important. High precision temperature measurement is possible through the use of well-specified
and suitably calibrated sensors and instrumentation. However, the accuracy of these measurements

will be meaningless unless the equipment and sensors are used correctly.

9.2.3 Exergy Content

Exergy has an important role to play in increasing efficiencies of energy systems and technologies
not only because of its unique ability to clearly identify efficiency improvements and reductions in
thermodynamic losses, but also because it better identifies environmental benefits and economics

of energy technologies than that of the term energy can provide.

Nevertheless, the full value of exergy is not achieved because many researchers regard that exergy is
applicable only to systems or studies involving extensive thermodynamics, in areas like mechanical,

chemical and electrical engineering, thus it is neglected or underutilised in other research areas.
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Table 9. 2 Types of thermocouple available on the market, adapted from Cigoy, (2007)

Overall [Typical
Thermocouple type ([range [accuracy [Comments
(°C) (°C)
Suited for high temperature measurements.
Type B 100to [5°C(at Unusually, type B thermocouples give the same output
(Platinum / Rhodium) [1800 1000°C) at 0 °C and 42 °C. This makes them useless below
50 °C.
Type E Type E has a high output (68 uV/°C) which makes it
-200 to o . .
(Chromel / 900 1.7 °C well suited to low temperature (cryogenic) use.
Constantan) Another property is that it is non-magnetic.
Limited range makes type J less popular than type K. J
Type J -40 to . types should not be used above 760°C as an abrupt
2.2 °C . . .
(Iron / Constantan) |760 magnetic transformation will cause permanent
decalibration.
Type K is the ‘general purpose’ thermocouple. It is low
Type K -200 to b 5 eC cost and popular. Sensitivity is approximately 41
(Chromel / Alumel)  |1300 ) uV/°C. Use type K unless you have a good reason not
to.
High stability and resistance to high temperature
Type N 500 to ] oxidation makes 'Eype N suitable for hlgh temperature
. . . 2.2 °C measurements without the cost of platinum (B,R,S)
(Nicrosil / Nisil) 1300 . - \ L
types. Designed to be an 'improved' type K, it is
becoming increasingly popular.
Suited for high temperature measurements up to
Type R -50 to o R o . .
(Platinum / Rhodium) [1760 1.5°C 1600 °C. Low sens.|t|V|ty (10 uv/°C) and high cost
makes them unsuitable for general purpose use.
Suited for high temperature measurements up to
Type S 50 to ] 1600 °C. Low sens.|t|V|ty (10 pv/°C) and high cost
. . 1.5°C makes them unsuitable for general purpose use. Due
(Platinum / Rhodium) [1760 o . .
to its high stability type S is used as the standard of
calibration for the melting point of gold (1064.43 °C).
Type T -200 to o Best accuracy of common thermocouples, often used
1°C L . N
(Copper / Constantan)/400 for food monitoring and environmental applications.

This section goes on to describe exergy, exergy methods, and their applicability to the waste heat
recovery research established in this thesis. Examples are also used to illustrate the use of exergy as

a tool to understand and improve energy efficiency.
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Exergy analysis is a methodology that utilises the principle of conservation of energy (which is
embodied in the first law of thermodynamics) together with non-conservation of entropy principle
(which is embodied in the second law of thermodynamics) for the analysis, design and improvement
of energy and other systems (Szargut et al., 1987). It is identified that the exergy method is useful for
improving the energy efficiency by clearly quantifying the locations, types and magnitudes of waste

and losses.

A unique characteristic of exergy analysis is that the reference environment must be readily
specified before analysis if carried out, which is normally done by providing the temperature,
pressure and chemical composition of the reference environment. Therefore, the results of exergy
analyses are relative to the specified reference condition which in most cases is modelled after the

actual local environment.

The exergy of a portion of matter is equal to the maximum useful work obtainable when taken from
its given state to the thermodynamic equilibrium with the environment, without intervention rather
than its own and the one of the environment (Kotas, 1985). Such a final state of equilibrium is known
as dead state. From another point of view, the exergy can be considered as a measure of the existing
disequilibrium between the considered matter and the environment. To be able to carry out exergy
calculations, it is necessary to define a reasonable idealized model for the environment, which is
taken as reference, since the exergy will always depend on the system’s and environment’s states. It
is also essential to the diverse possibilities of reaching the dead state of equilibrium with the
environment, following the restrictions imposed on the different analysed systems. The exergy of

heat flow can be calculated with the methods shown in this section.

9.2.3.1 Exergy of Heat Source

The exergy content of a heat flow Q at a temperature T is given as:

E,=(1-2)¢ [Equation9.5]
Where,

E, = Exergy of heat flow

T, = Environmental temperature

T = Temperature of heat flow

Q = Amount of heat energy to cause temperature dif fernce by AT
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This indicates that for the same heat flow, the exergy content is lower when the temperature T is

near Ty.

Considering cooling water from a compressed air system as a particular waste heat stream, for
example, the temperature of the discharged cooling water is at 60 °C and is supplied to the space
heating system in a nearby workshop at 20 °C. This particular waste heat stream was identified to

discharge cooling water at a constant rate of 0.012 m>/min.

According to the equation defined in the previous section for waste heat carriers, Q = mcAT heat
energy content per hour of the waste heat source can be calculated, assuming that the water

density is 983 kg/m’ and specific heat capacity of 4.185 KJ/ kg K.
Mass of the cooling water in an hour, m = pV =983 x 0.012 X 60 = 707.76 kg;

Theoretical heat energy content per unit hour, Q = mcAT =707.76 X 4.185 X 40 =
118.5 x 103 kJ;

By applying equation 9.5, the Exergy value for the waste heat source, Eq=( —%)Q=
1185 x 103 x (1 - ﬁ) = 14.23 x 103kJ
333

It can be seen that since Ty is fixed by the environment, the amount of exergy available is limited by
the Carnot Efficiency which is influenced by the temperature of waste heat supplied. As the supplied
heat is at relatively low temperature band, the exergy available for the heat transfer is therefore

significantly lower than total energy supplied.

9.2.3.2 Exergy Based Technology Analysis

Based on the exergy value determined from the waste heat source stream, and combination of a
number of other descriptors, it is possible to determine the type of technology to utilise. Considering
a heat exchanger as an example heat recovery technology, it is used to pass energy from hot fluid to
cold. The energy is passed in the form of heat which, due to the temperature difference between
both fluids, will flow from one to the other spontaneously. These energy transfer carry exergy, so
that the hot fluid passes exergy to the cold fluid which absorbs it, and then out into where it can be
utilised efficiently. During the movements of the fluids across the tubes of the exchanger, part of the

exergy will be consumed by fluid friction.

The energetic loss or exergy destruction in a heat exchanger can therefore be generalised as follows:
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e The hot fluid releases exergy to the cold fluid, but some is destroyed in this process due to
the temperature difference between the fluids;

e The heat transfer between the exchanger and its surroundings also entails an exergy transfer.
9.3 Qualitative Evaluation

Qualitative evaluation is more subjective than quantitative evaluation and uses very different
methods of collecting information. It is defined as a method that usually emphasises descriptions
rather than quantification in the collection and analysis of data. In this respect, this section will not
be translating works into numbers to be analysed mathematically. Instead, it analyses the aspect of
waste heat recovery in an exploratory way and measures what it assumes to be a static reality, in

hopes of developing universal laws.

9.3.1 Waste Heat Carrier

As noted in the previous sections, typical waste heat can come from a wide range of sources such as
exhaust gases from refining furnaces, iron and steel furnaces, glass melting furnace, gas turbines,
reciprocating engines and water heating boilers; waste steam from a steam boiler; and cooling water
from compressors. In order to utilise waste heat energy, the heat may be transferred in many cases
to a different heat carrier. This is necessary because often the medium form from the original
process is contaminated or not suitable for use with particular recovery technologies. Waste heat
carrier is the general term defined as the medium that waste heat resides in and is able to move
from one place to another through heat transfer mechanisms. A waste heat carrier does not produce
energy, it simply contains energy imbued by another system. Although waste heat carriers are not so
important compared to waste heat itself, because of its physical, chemical and thermodynamic
properties, they may have significant impact on waste heat recovery. A waste heat carrier can be in
the form of liquid, gas or solid. Dictated by the physical nature of liquid and gas, waste heat carriers
in these forms have great flexibility and mobility, meaning that the flow and heat transfer rates are

greater than that of solid waste heat carrier, enabling wider range of reutilisation applications.

9.3.1.1 Waste Heat Carrier — Liquid Form

Waste heat carrier in the form of liquid usually includes water and thermal oil. An example for waste
heat carrier in liquid form is a coolant liquid. It is a fluid which flows through or around a device to
prevent it from overheating, transferring the heat produced by the device to other devices that use
or dissipate it. An ideal coolant has high thermal capacity, low viscosity, is low-cost, non-toxic, and
chemically inert, neither causing nor promoting corrosion of the cooling system. The most common
coolant is water, its high heat capacity and availability with low cost makes it a suitable waste heat

carrier. It is usually used with additives, like corrosion inhibitors and antifreeze. Thermal oils are
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used for applications where water is unsuitable. Typically oils have higher boiling points than water
and can be raised to considerable higher temperature (above 100 degrees Celsius) without

introducing high pressures within the container or loop system in question.

There are a number of considerations that can determine the properties of waste heat carrier in

liquid form, as outlined in following sections.

e Specific heat capacity of liquid
e  Volumetric flow rate of the liquid and its viscosity
e Density of liquid

e Difference in temperature with respect to the environment reference

i. Specific Heat Capacity of Waste Heat Carrier

Specific heat is the amount of heat required to raise the temperature of a certain mass by 1 °C. The
amount of waste heat Q can be calculated with the equation:

Q=Cp, -m- AT [Equation 9.6]

Where m is the mass of the heat carrying medium, C, the heat capacity of the medium and AT the
temperature difference between the waste heat and ambient temperature (e.g. room temperature).
In order to determine the amount of waste heat available, the specific heat capacity of the heat
transfer medium must be identified. The specific heat capacity of some common waste heat media is
readily available from published data, however, other ways to access this information includes

datasheets, operation and maintenance manuals, or by carrying out experimentation.

ii. Waste Heat Carrier Fluid Flow Rate and Viscosity

Flow rate, V is defined as the volume of fluid which passes per unit time, e.g. volume/time. For
example, if it takes 5 seconds for cooling water from a manufacturing process discharge to fill up a
1L capacity tank, the flow rate from the process is (1L/5s) or (0.2 L/s). Flow rate may depend on

several factors:

e The type of fluid that is flowing (low viscosity or “thin” fluids flow faster than high viscosity
or “thick” fluids)
e The force pushing or pressure on the fluid (stronger forces produce fast flow rates)
e The size of the pipe or opening the fluid is flowing through (larger openings allow for fast
flow)
e The type of surface over which the fluid is flowing (smooth surfaces allow for faster flow)
For the purpose of determining the total amount of waste heat energy available during a specific

time frame, the carrier flow rate data can be used to calculate the total volume of flow
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corresponding to that time. This result is an essential part to determine the mass flow of the amount

of liquid, thus total energy content within the flow.

iii. Density of Waste Heat Carrier Liquid
The density of a waste heat carrier liquid plays an important role in determining the total energy
contained in an identified waste heat carrier. It is denoted by the symbol p and is defined as mass
per unit volume, (e.g. kg/L). As in the previous section, the amount of waste heat Q contained in a
waste heat carrier is proportional to, m, the mass of the waste heat carrier.
The mass of the waste heat carrier can be calculated using equation:

m=p-V [Equation 9.7]

Where p the density, m is the mass, and Vis the volume.

iv. Temperature Differential between Waste Heat Carrier and Waste Heat Sink

As mentioned in the previous section, in order to calculate the amount of waste heat Q, the
temperature differential between the heat carrier and waste heat sink, AT, is required. The
methodology of measuring temperature and calculating AT can be found in the defining
temperature section. Additionally, there is the amount of heat coming from phase transformations
(latent heat), during the condensation of a flue gas or the solidifying of a liquid among others.
However, attention must be paid when condensing flue gases, particularly regarding corrosion. In
order to use “conventional”, and therefore, cheaper heat recovery materials, it is often
recommended to keep the flue gases above the dew point. Thus, the higher the mass flow rate and

the usable temperature difference, the greater the waste heat amount. (Equation 9.6)

9.3.1.2 Waste Heat Carrier — Gaseous Form

One of the common types of waste heat carrier is the exhaust gas from combustion processes. It is
considered as a by-product and carries a certain amount of thermal energy depending on its
temperature and flow rate. Other types of gaseous waste heat carrier include air, which uses either
convective airflow (passive cooling), or a forced circulation using fans. Hydrogen is often used as a
high-performance gaseous coolant. Its thermal conductivity is higher than all other gaseous with
high specific heat capacity, low density and therefore low viscosity. Steam can also be used where
high specific heat capacity is required in gaseous form and the corrosive properties of hot water are

accounted for.

The process of determining amount of heat energy contained in liquid form can also be applied for
that carried in gaseous form. Where specific heat capacity, C,, mass, m, and temperature differential

between carrier and heat sink, AT are required in order to calculate the energy content.
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9.3.1.3 Waste Heat Carrier — Solid Form

In some applications, solid materials are also considered as a type of waste heat carrier. For example
blast furnace is one of the largest energy consumers in an iron and steel manufacturing plant. The
operating temperature of this particular process is usually above 1000 °C, depending on the
requirements, with over 500 °C of exhaust gas emission, which is within the high temperature band

of the waste heat source classification.

Unlike other types of waste heat carrier, solid material such as moulded steel beams leaving their
processes does not flow freely, they are produced and moving through a conveyer system with unit
of throughput, e.g. No. of steel beams per minute. As solid waste heat carriers are considered as a
discrete flow of heat energy, it can be difficult to quantify the amount of waste heat energy
contained for each individual product, i.e. discrete shape, size and material etc. Hence, it may
require another type of medium, for example liquid or gaseous as an intermediate heat energy
carrier to extract waste heat energy out of the discrete solid product. However this process is highly

subjective to the type of process and product being manufactured.

Another influencing factor to heat energy recovery from solid waste heat carrier is the geometry
associated with the object in question. The Surface-Area-to-Volume ratio (SA: V) is a typical example,
it is defined as the amount of surface area per unit volume of an object. For a given shape, SA: V is
inversely proportional to size. A cube 1 m on a side has a ratio of 6 m™, half that of a cube 0.5 m on a

side (see Figure 9.10).

The larger the SA:V ratio, the faster the object is likely to cool down (through conduction, convection
and radiation). Some products need to be cooled at a specific rate to ensure correct material
properties (e.g. structural steel) which may limit heat recovery. In general, it is still possible to apply

equation 9.6 but with a number of conditions as described above.

9.3.2 Contaminant
Waste heat recovery technologies such as heat exchangers usually provide a long service life with
little maintenance other than a routine inspection and cleaning. Fouling and corrosion are the main

causes of degraded performance or failure.

A very expensive failure may occur when a leak develops, allowing the cooling water to mix with the
hydraulic fluid, contaminating both the hydraulic system and the cooling water system. Other heat
exchanger failures can be caused by silting, scaling or other forms of obstructing the cooling water
passageways. These types of failures are not as disastrous as corrosion failures, but can occur over

time.
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Figure 9. 10 Demonstration of SA:V
9.3.2.1 Fouling and Corrosion
Fouling is the accumulation of deposits that decrease the thermal transfer of a surface and increase
the system's flow resistance. The result is that due to reduced heat transfer coefficients, the cooling

water volumetric flow rate has to increase to keep the system at the same temperature.

Corrosion is the degradation of a metal due to chemical reactions with the working environment.
Shell and tube hydraulic fluid-to-water heat exchangers are usually constructed with copper or
copper alloy tubes. Copper and its alloys are normally resistive to corrosion, but the corrosion rate
will vary depending on the concentration of one or more corrosive elements present in the hot
hydraulic fluid or cooling water (MTS Systems Corporation, 2005). A normal corrosion rate is 5-25

um per year. Over a period of time, this slow dissolving of the metal will result in component failure:

e Corrosion products may settle in the heat exchanger tubing, causing the fluid flow to be
blocked.
e Corrosion can eventually cause leaks between the water and hydraulic fluid supplies.
0 Water contamination in the hydraulic fluid can seriously shorten the life of the
hydraulic components of hydraulic power units (HPU) and test system.
0 Hydraulic fluid in the water can result in a costly clean-up supervised by the local
environmental protection agency.
The type of contamination occurs is dependent on the extent of the corrosion and the pressure in
the hydraulic fluid and water supplies. Since fluid tends to flow from a high pressure area to one of
low pressure, the lower pressure fluid will become contaminated. Eventually, however, both the
water and the supplies may be contaminated as more leakage occurs (MTS Systems Corporation,

2005).
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9.3.2.2 Contaminants and Guidelines for Technology

In general, the use of cooling towers may be the cause of corrosion failure in heat exchangers. These
towers use fan propelled ambient air to evaporate a portion of the cooling water and thus cool the
remaining water. This action transfers whatever air pollution exists into the cooling water. Also,
since the towers are open to the environment, they are prone to collecting animal and vegetable

matter which is damaging to heat exchangers.

Contaminants must be controlled to the levels listed in the following table. Ideally, the pH level
should be maintained in the 7.5 to 9.0 pH range for most applications. Chlorine should be used to
limit the growth of microbiological organisms that are generated by protein decay. The following

table lists the acceptable levels of common compounds allowed in the cooling water supply.

In general, parameters of normal water based waste heat carrier determining the overall corrosion
stability of a heat recovery technology are: temperature, pH, carbonate hardness (alkalinity), total
hardness as well as chloride, sulphate and nitrate concentration; conductivity is often used as sum

parameter for the total ion (salt) content.

Table 9. 3 water chemistry for heat exchanger, adapted from MTS Systems Corporation (2005)

Compounds found in water  Allowable quantity (parts per million)

Ammonia none
Bacteria must be bacteriologically safe
calcium <800 ppm
Chlorides <5 ppm
>50 but <500ppm; limit to 150 ppm if
Dissolved solids abrasive solids present
Iron 3ppm
Nitrates <10 ppm
Nitrogen compounds none
Oxidising salts or acids none
pH level 7.5-9.0
Silica as SiO, <150 ppm to limit silica scale
Sulfides <1 ppm
Sulfur dioxide <50 ppm

A description of the most important water parameters and their specifications are listed below:

Temperature: in general, an increase in temperature will increase the corrosion rate of most metals.
For copper in heated water, the likelihood of pitting is higher at temperatures above 60°C. Also the
risk of stress corrosion cracking of stainless steel will increase at temperatures above 60°C, and

pitting and crack corrosion in stainless steel is also temperature dependent (BSI, 2005).
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pH: General corrosion of copper mainly depends on pH and the risk of corrosion is lowest if pH is

kept above 7.5 and below 9.0 (BSI, 2005).

Alkalinity: If the content of hydrogen carbonate (HCOy3') in the water is very low, i.e. below 60 mg/,
corrosion products of copper may dissolve and be released into the system. It is also

recommendable not to exceed a HCO5™ concentration of 300 mg// (VDI, 2009).

Conductivity: A high conductivity in the tap water means that the water has a high concentration of
ionic substances. In general, an increase in conductivity of tap water will increase the corrosion rate

of most metals. A maximum conductivity of 500 uS/cm is in general a desirable value.

Hardness: Copper is susceptible to corrosion in soft water; the [Ca®, Mg2+] / [HCO;] ratio must

therefore be greater than 0.5.

Sulphate: High concentrations of sulphate will increase the risk of pitting in copper. A maximum
sulphate concentration of 100 mg/l is recommended, but corrosion can also take place at lower

concentrations if the [HCO5] / [SO,*] ratio is below 1.

Nitrate: Nitrate ions have an influence similar to that of sulphate, and a maximum nitrate

concentration of 100 mg/l is recommendable.

To monitor and regulate fluid quality from sources of waste heat, respective sensors should be

installed.
There is a need to link the restrictions when selecting recovery technologies:

e Size of pipes
e Materials in contact

e Throughput or flow rate

9.3.3 Spatial Availability

There is a large range of waste heat recovery equipment with different capacity and spatial
requirement. In general, it is vital for manufacturers to assess the spatial availability around the
interested waste heat source and provide sufficient free space around the target area. This
facilitates access to the waste heat source to install heat recovery equipment, as well as to provide

the space necessary for service tasks during its term of operation.

9.3.3.1 Accessibility of Waste Heat Source

e Geometry of the process
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O Size, complexity, how deeply embedded is source/ sink
e Locality of the waste heat outlet/passage relative to the process

0 Height, underground, in water course, from service vents
Another concern is the ease of access to the waste heat source. The geometry of the process such as
size, complexity, and how deeply embedded may influence the access of waste heat sources and
installation of any additional heat recovery equipment. For example, a process may release certain
amount of heat from chemical reactions taking place. However, due to safety reasons the process
machine, as shown in Figure 9.11, is completely sealed during operation which makes it inaccessible

to waste heat recovery.

Alternatively, the pipework that carries the chemical fluid and the pumps which drive the fluid
around also contain a significant amount of heat, they are mostly exposed to the environment,
which makes them easier to access and recover heat from. The image on the right hand side of
Figure 9.11 demonstrates an infrared image of the process, showing in the circles where the areas of

heat loss are located.

&
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Figure 9. 11 Identification of waste heat hotspots in a chemical etching production line (a) using an infrared camera (b)

9.3.3.2 Ability to Install Heat Recovery Technology

When considering the technology options to recover waste heat energy from potential sources, the
ability to install heat recovery technology must also be taken into account. Heat recovery
technologies come with different types and sizes, which can limit their applicability by the allowable

space of the factory floor. An example, Alfa Laval steel plate heat exchanger with a liquid flow
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capacity of 36 m*/h requires at least 1200 - 320 - 930mm amount of space, in addition to the main

device, there is the auxiliary equipment, such as pipes, pumps and motors, etc.

9.3.3.3 Locality of the Waste Heat Source and Sink

There is another influencing factor which can have an important bearing on the utilisation of waste
heat energy, the locality of the waste heat source and sink. This is where the consideration of the
elimination of non-viable options at an early stage can provide a corresponding saving in time and

investment.

0 Geographic distance between heat source and sink and barriers in between:
0 Onsite reuse; both source and sink are on the same site not necessarily the same
process or facility,
0 Over the fence; delivery from a source to a sink at another industrial facility,
0 Heat to power; the assumptions is made that all power produced can be fed to the
grid, at no additional cost, i.e. every site has a suitable grid connection, and
0 District heat production; considers the production of district heat and delivery to the

fence of the industrial facility.

The shorter the distance between source and sink, the more viable a heat recovery operation is
likely to be. The cost of an intermediate heat transfer system and heat losses from pipes and ducts
are the key concerns and can adversely affect the viability of a waste heat recovery plan. The best
option is to reuse the heat from source directly onsite without transformation to a different form
and/or transport over long distances. For example, feed water and computation air can be
preheated using boiler exhaust gases, blowdown, and condensate. However, barriers such as having
to link heat source and sink exist when they are in different buildings, or separated by a number of

other workshops in the same building.

9.4 Chapter Summary

As discussed in the previous Chapter, waste heat sources can be found in the Plant, Process and
Product levels of a manufacturing environment and in this Chapter, they are further classified into
two main categories, general purpose and sector-specific waste heat. In order to clearly define
various waste heat sources, quantitative and qualitative assessment methods are used to assign

some descriptors to the characteristics of the waste heat sources.

Section 9.3 details the quantitative evaluation which included the modelling of temporal availability,

temperature and exergy content for waste heat source and sink. Modelling of temporal availability is
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carried out in order to decide how appropriate a heat sink is compared to specific heat sources,
comparisons of both availability and demand must be carried out based on the same time scale.
Temperature as one of the descriptors governs how useful the waste heat sources are in a
manufacturing facility and in addition, temperature measurement is central to the task of data
acquisition and processing for the assessment of waste heat quantity and quality. In this section,
temperature band and sampling resolution are defined. Available energy of waste heat sources are
represented as exergy content which defines not only the quantity but also quality of energy in a
heat energy recovery system. In addition, exergy calculation of heat flow from waste heat source

and sink along with an example calculation is demonstrated.

Section 9.4 details the qualitative evaluation which may be defined by descriptions or assessment
criteria. These qualitative evaluations included waste heat carrier, contaminant and spatial
availability. Waste heat carrier is the general term used to define the medium that waste heat
resides in and is able to move from one place to another through heat transfer mechanisms and is
further categorised into liquid, gaseous and solid forms. Calculations for energy and exergy content
with respect to each form are additionally described. Contaminant as one of the qualitative terms
describes and provides assessment criteria for waste heat streams which may contain corrosive
substances or deposition which may cause corrosion and/or clogging in heat recovery equipment.
The assessment includes the chemical properties of waste liquid or gas, pH value, temperature and
conductivity, etc. Spatial availability describes the space requirement for heat recovery equipment in
relation to the available spaces in a facility, e.g. specific height and width requirement of the
machinery. In general, it is vital for manufacturers to assess the spatial availability conveniently
around the interested waste heat source and provide sufficient free space around the target area.
This facilitates access to the waste heat source to install heat recovery equipment as well as to

provide necessary service tasks during its term of operation.
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Chapter 10 Development of Decision Support Tool

10.1 Introduction

This chapter discusses the logic, decision pathways and design configurations of the Waste Heat
Recovery (WHR) Decision Support Tool. Justification of the methods employed and schematics of the

system logic are presented as appropriate throughout the chapter.

Having established a framework for the understanding of available WHE, it is important to
demonstrate appropriate data flow and identify structure to allow use of the framework to analyse
real world applications. In order to implement the framework in a professional manner, it is highly
useful to have a software tool to undertake data input, rapid analysis, storage of data, series of
computation, scenario design, informed decision making and report generation. Therefore, a
decision support software tool has been developed and a detailed working procedure is presented in

the following sections.

There are three scenarios where using a software tool that implements the WHR framework could

be beneficial;

e Recovery of waste heat energy within an existing manufacturing plant;

e Implementing waste heat recovery within a reconfigurable manufacturing system;

e Consideration of waste heat recovery in the process design stage of a manufacturing system;
However for the purposes of this research, the software tool has been designed primarily to

implement WHR within existing manufacturing plants.

Much of the energy required for industrial processes is ultimately emitted to the environment in the
form of heat. This is particularly true within existing manufacturing plants where recovery of such
“wasted” energy is limited due to poorly designed manufacturing systems, inefficient machinery,
and out-of-date management procedures. An example of this might be a food processing plant that
carries out a frying process in the morning and drying in the afternoon, where the factory floor is
centrally heated using a gas boiler. By implementing heat recovery, it is possible that flue gas
emitted from the frying process can be used via a heat exchanger to preheat air at the inlet of the
drying process, in addition to preheating the feed water for the gas boiler or directly heating the
factory floor. In this scenario, the software tool is able to provide an environmental manager of a
manufacturing plant with tailored heat recovery technology recommendations for both mass and

batch production. However, since the heat recovery technologies are to be implemented on a
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production line, spatial restrictions, risks of contamination and health and safety issues are likely to

arise as discussed in the literature chapter.

The software tool described in this chapter is also suitable for use within a Reconfigurable
Manufacturing System (RMS). A RMS is designed at the outset for rapid change in its structure and
location, as well as its hardware components. This flexibility is required in order to quickly
reconfigure its production capacity and functionality within a manufacturing plant in rapid response
to market and system changes. For each configuration the quantity and quality of waste heat energy
will be different. For example, an ice cream manufacturer may reduce or expand production of a
particular ice cream product depending on the market demand, and this causes the manufacturer to
increase the size of or relocate hardware components, extend the hours of production, etc. The
decision support software is able to provide a selection of technologies that are flexible and
adaptable to reconfigurations. For RMS situations, the software tool needs to be applied periodically

in order to track system performance and make informed decisions accordingly.

Another scenario in which this software is useful is at the design stage, where processes are to be
planned and implemented in order to meet specifications. The software tool enables waste heat
energy recovery to be considered as part of holistic design process, through matching of potential
waste heat sources and sinks, and designation of floor space to host waste heat recovery technology.
However, at the process design stage, much of the data on temperatures, pressures, flowrates,
contamination, etc., of the potential heat sources is not available and must be predicted based on
expert knowledge. The dynamic nature of the software tool allows for iterative use with defined
parameters to obtain the most suitable waste heat recovery recommendation to serve as a guideline

for process designers.

The analysis techniques used in the software tool are based on techniques identified in the literature
review undertaken in Chapters 4 and 5, while the methods for formulating the software structure
are discussed in Chapter 8 and 9. This chapter presents a detailed description of the software

developed to implement the WHR framework, as well as a stepwise instruction for potential users.

Section 10.2 outlines the design requirements of the tool while Sections 10.3 and 10.4 discuss the
user data input and data analysis modules. Section 10.4 is divided into two parts, namely the waste
heat source and sink selector, and the heat recovery technology selector respectively. Section 10.5
presents the results generation and report preparation module of the programme, which then leads

to the final summary of the chapter presented in Section 10.6.
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10.2 Overview of the WHR Software Tool

It has been briefly alluded to in section 10.1 that this decision support software tool can be used by a
number of different user groups, including environmental managers planning to implement a waste
heat recovery project within existing manufacturing facilities, or periodically reviewing a
reconfigurable manufacturing plant for energy efficiency, and process designers planning to install
waste heat recovery technology alongside production processes. The following sections detail the

scope and the information flow path of the software tool for different user groups.

10.2.1 Scope of Software Tool

The WHR framework had originally been intended to enable recommendations covering a wide
range of waste heat recovery technologies, including heat exchangers, thermoelectric generators ,
thermal engineering cycles, and heat pumps. However, a few problems arise in attempting to
construct a technology database that describes technologies in sufficient depth. For example,
thermoelectric generators are attractive because they convert heat energy directly into electricity
which is convenient. However the technology is still at an early stage, where the efficiency to cost
ratio is lower than a justifiable threshold. In addition, populating a comprehensive technology
database has proven to be difficult as a number of waste heat recovery technologies are customised
by their supplier to be better suited for the specific task, which means capability data on that
technology is either not publically available, or a complex design procedure must be undertaken
with real data provided by the technology manufacturer, which vary from brand to brand. For these
and other reasons, the software tool is limited to providing heat exchanger selection only. Users are
able to make use of a detailed heat transfer evaluation generated alongside the technology
recommendation to undertake a more in-depth heat exchanger design to better suit the process

under consideration.

Although the software tool has been programmed in MATLAB, users are required only to use a
Microsoft Excel interface for input of data and viewing of results. This arrangement combines
efficiency and user friendliness as MATLAB is software designed for carrying out mathematical
operations that work on arrays or matrices, while Excel is designed for data management and is
more accessible. The MATLAB engine of the software tool can be exported as a standalone

application file to be used by any computer operating system.
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Figure 10. 1 Overview of information flow path of the WHR software tool.
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10.2.2 Information Flow Path of the Software Tool
Figure 10.1 shows an overview of stages of operation in the WHR Decision Support Tool. The system
is comprised of three major modules; data entry, data analysis and computation, technology

database, and results generation.

The user data entry module is responsible for collection of essential data in the format required by
the software system. This includes requesting users to define where waste heat is generated (waste
heat sources) and where is the demand for heat energy input is (waste heat sinks) in their facility,
the time period when these sources and sinks are active i.e. the time window, and how often they
are monitored, i.e. the temporal resolution. Depending on the nature of the processes of interest
and the production schedule, the time window may differ from one case to another. Therefore it
must be defined whether hourly, daily or weekly data is to be analysed. And of course, depending on
how much fluctuation there is in the recorded data, the required time resolution to achieve accurate
and detailed representation of the process varies. For example, a process with a rapid and large
variation in its operational temperature and pressure may require a higher resolution compared

with another process that operates at constant temperature and pressure.

The data analysis and computation module is responsible for manipulation of input raw data into
pre-defined descriptors. Whilst temporal availability and exergy analysis are used to identify the best
waste heat source and sink matches both in terms of periods of availability and quantity of exergy,
other descriptors such as temperature range, stream media and flowrate are required for selection
of the appropriate technology in order to harness waste heat energy from the source, with or
without transfer of such heat energy via a different medium to be utilised by a sink. Depending on
the amount of data input by the user, the system carries out a large amount of computation,
analysing each of the possible waste heat sources, sinks and technology combinations. However not
all combinations are technically or financially viable. The system intelligently excludes some of the
results on the grounds of inappropriate timing, exergy quantity and quality, and poor heat recovery

performance associated with a given technology choice.

As important as the data input and computation module, the results generation module is where the
recommendation support process is undertaken. Out of the feasible source and sink combinations, a
technology selection is undertaken on the basis of payback period, spatial requirement and ability to
cope with contaminants. Lastly the module is responsible for presenting the results and

recommendations in the form of a report back to users.
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10.3 User Data Entry Module

Although the software tool engine is programed in MATLAB, the user data input module of the
software tool is created with the user-friendly Microsoft Excel engine. This also improves access as
Excel is the most commonly used data management programme. The objective of this section is to
provide an instructive guide to the means of inputting data and describe the series of computations

carried out in MATLAB based on the data provided.

In order for MATLAB engine to recognise the data entry and associated time a number of key
parameters must be defined by the user. These parameters include defining an appropriate time
profile and number of waste heat sources and sinks utilised by the waste heat recovery framework.
Having established the time constraint and number of sources and sinks, the engine is able to

automatically generate an input template for data entry.

As discussed in Section 9.3, matching heat sources and heat sinks is an essential part of the

feasibility study, which involves assessing:

e The quantity of heat available against that required by a sink;

o The temperature of the heat available and that required;

e The time profiles at which the heat is available and required;
This matching is key to successful and economically feasible heat recovery. For example, the average
daily hot water demand may appear similar in quantity to the heat recovered, but it may actually be
required in a number of large peaks rather than as a constant demand throughout the period of
interest, making it more difficult to recover the heat usefully. Figure 10.2 illustrates the matching

process.

Figure 10.2a demonstrate that recovered waste heat energy alone is insufficient to meet the
demand for the period that the demand is required, indicating that all the heat available is used
during production hours but also requires additional heat sources to meet demand. Figure 10.2b
shows that the recovered heat meets the entire demand and surplus heat energy yielded can

potentially be recovered for additional heat demand from other process or facility.

Thus, in order to implement the matching process, definitions of the time profile and possible
number of heat sources and sinks must be identified, and subsequent data entered in the template
generated. Figure 10.3 displays the interfaces for source and sink data input module. Time window is
defined as the time period when waste heat sources and sinks are active, which can denominate

hourly, daily or weekly depending on the actual production campaign.
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Figure 10. 2 matching availability and demand on the same time profile

While time resolution is defined as how often process specific data is recorded in units seconds,
minutes or hours. The Nyquist-Shannon sampling theorem can be used to identify a sampling rate
sufficient to describe a given rate of variation of a quantity of interest. And lastly, the user is asked to
define the number of waste heat sources and sinks. A larger number of sources and sinks will result

in more complex source and sink matching.

A corresponding template is then generated based on the user entry. For example, if a user
identified two existing waste heat sources and three waste heat sinks available in their
manufacturing facility and the production time window is one day, with an hourly sampling interval,
Figure 10.4 and 10.5 illustrates the blank templates generated automatically by pressing the
“generate input template” button. Within the template, the number of rows displayed in the table
represent individual data samples and is determined by the time window and resolution, e.g. if daily
production is investigated with hourly data resolution, 24 blank rows are included in the template

for users to enter sampling data at each hour.

Users are expected to firstly specify the stream medium of identified sources and sinks from a
predefined database using a dropdown list, as shown in Figure 10.4 and 10.5. The stream media
database is setup to aid users with limited knowledge of the physical properties of waste heat
carriers, such as density and specific heat capacity. Instead, the software has been developed to

have a built-in database, covering physical property data for every pre-defined stream medium.

Source Data Input Module Sink Data Input Module
Define Time Window: Hour |+ Define Time Window: Week |
Define Time Resolution: Hour Define Time Resolution: Minute |~
Enter Number of Source: \:;eek Enter Number of Sink: Second

Hour
Generate Input Template | Clear Generate Input Template | ear

Figure 10. 3 Overview of source and sink data input windows
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Sourcel | Source?
Stream medium Air | ~ |Stream medium Air

Th_in Th_out Air = 1in Th_out T amb Flow rate
Medium pressure gas
High pressure gas E

Nate
Low viscosity liquid
Medium viscosity liquid
High viscosity liquid
Boiling water

Figure 10. 4 waste heat source template generated based on user entry

Sink1 | Sink2 Sink3

Stream medium \Water | ~ |Stream medium Water Stream medium Water
Tc in Tc out Water 1 in Tc out T amb Flow rate |Tc in Tc out T amb Flow rate
Low viscosity liquid
Medium viscosity liquid
High viscosity liquid =
Boiling water
Boiling organic liquid

A Orga quid
3036 Triethylene Glycol /i ™

Figure 10. 5 waste heat sink template generated based on user entry

It is possible for the users to expand the database on demand by manually inputting additional
stream media types and the respective physical properties. Following the definition of stream
medium, users are also required to enter data into several other columns such as the inlet and outlet
temperatures of source and sink streams, represented as Ty, Thou Tcin @aNd Ty ou respectively. In
addition, the ambient or process surrounding temperature, T, as well as the volumetric flow rate V,

is required in order to evaluate exergy availability and demand.

Having a controlled template is important in ensuring effective data entry and project management,
and smooth operation of the main software engine. A well designed template saves time for users
when entering data and helps avoid unnecessary input errors. For this reason the dynamic template
approach is taken which generates just enough cells, based on the definition of time window and
resolution, for the data required and keeps all fields of entry consistent. The template assists with
project management, through assisting the user with communication with different parties, from
whom the information may be gathered, avoiding discontinuity of data entry and confusion. The
template is able to serve as a reminder of whether sufficient data has been acquired. The MATLAB
engine is programmed to monitor the template pages, and is responsible for converting Excel data

into MATLAB format for further computation.
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10.4 Data Analysis and Computation

As introduced in section 10.2, the software tool consists of two core subroutines, one of which is the
Waste Heat Sink Selector and the other named the Heat Recovery Technology Selector. The purpose
of the waste heat sink selector is to allow initial selection of the most suitable uses for the recovered
waste heat energy to be completed prior to the selection among feasible technology types. As
discussed in the description of the waste heat recovery framework in Chapters 8 and 9, it is essential
for the users of the software tool to provide key raw data regarding the waste heat sources and
potential sinks characteristics, such as inlet and outlet temperatures of the hot and cold streams,
flow rates, and time profiles. The combination of temporal modelling and exergy calculation can be
done based on data provided by users which enables further analysis of each individual source and
sink matching. Section 10.4.1 details the source and sink selection module of the software engine

while Section 10.4.2 discusses the working procedure for technology selection.

10.4.1 Source and Sink Selection

Upon the user filling in the template and saving the Excel spreadsheet, the MATLAB engines
automatically imports the saved source and sink data to a temporary database for further processing.
A methodical approach is used to undertake source and sink selection. The procedure for evaluating

the best source and sink matchup using exergy and temporal availability analysis is as follows:

1. Alist of possible source and sink combinations is produced;

2. For each combination, the exergy availability from the source(s) and exergy demand from
the sink(s) are evaluated;

3. The exergy availability and demand based on window and resolution defined by users is
plotted, the overlap between those quantities is identified and the Recovery, Waste and
Utilisation Indexes are evaluated;

4. The computation is repeated for the rest of the possible combinations, the results
presented in a tabular format and a possible ranking carried out;

The MATLAB engine initiates by identifying a list of the possible waste heat source and sink
combinations from the data provided. The number of combinations is solely dependent on the
numbers of sources and sinks input. For example if the user identified three waste heat sources and
four sinks in a facility and entered data for all of them, the software tool would provide a list of 105
different combinations (a section of the list is shown in Figure 10.6. Exergy and temporal assessment

would be carried out for each listed options.
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sonrcecolumn =2inkocolumn

'Source 1°' 'Sink 1°
'Source 1°' 'Sink 2"
'Source 1°' 'Sink 1 + Sink 2°
'Source 2 'Sink 1°
'Source 2°' 'Sink 2°
'Source 2°' 'Sink 1 + S5ink 2!
'Source 1 + Source 2' 'Sink 1°
'Source 1 + Source 2! '"Sink 2"
'Source 1 + Source 2' 'Sink 1 + S5ink 2°

Figure 10. 6 Exemplified source and sink combination for a three sources and four sinks scenario

As aforementioned in Section 9.2.3, exergy is defined as the maximum useful work obtainable when
a system is taken from its given state to thermodynamic equilibrium with the environment, without
external intervention (Kotas, 1985). The exergy calculation uses the user supplied amount of heat
flow, ambient temperature, and temperature difference between hot and cold streams, while the
integrated database within MATLAB is accessed to supply the required physical properties (i.e.
density, specific heat capacity) for the selected stream media type. An example calculation of exergy
content for a compressed air exhaust is shown in Section 9.2.3.1. The source and sink selection
module automatically executes the exergy computation for every valid datum, e.g. for data from a
day’s production recorded on an hourly basis, the exergy value at each hour is computed. Hence
figures for exergy power (kW) at a given time (t) can be plotted, (see Figure 10.7). The plot displays
the power associated with the waste heat source over 24 hours as a blue stepped graph whereas
that of the waste heat sink is displayed in red. The green sections are where the blue and red curves
intersect, and the area under the green curve is the area of the overlap. In Section 9.2.1.1 the
Recovery Index (RI) is defined as the ratio of aligned period over available period, which indicates
the theoretical fractional amount of waste heat exergy that can be recovered (Equation 9.1). The
Waste Index (WI) is the ratio of misalignment over the specified period between waste heat source
and sink, which describes the amount of available heat which cannot be utilised because there is no
corresponding contemporaneous demand (Equation 9.2). The Utilisation Index (Ul) is defined as the
overlap area divided by the sink power demand, representing the percentage of heat demand that

can be met (Equation 9.3).
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Figure 10. 7 Exergy and temporal availability plot for source No.2 and sink No.2

Having completed a computation of indexes for the entire list of waste heat source and sink
combinations, the results are tabulated. Table 10.1 presents a sample of the outcomes for the

example in Figure 10.6.

Table 10. 1 Results of exergy and temporal availability computation showing RI, Wi and Ul

Sources Sinks RI WI Ul
1 Source 1 Sink 1 0.5864 0.4136 1
2 Source 1 Sink 1 + Sink 2 0.8797 0.1203 1
3 Source 1 Sink 1 + Sink 3 0.9842 0.0158 0.959
4 Source 1 Sink 1 + Sink 4 0.6532 0.3468 1
5 Source 1 Sink 2 + Sink 3 0.733 0.267 1
6 Source 1 Sink 3 + Sink 4 0.5066 0.4934 1
7 Source 1 Sink 1 + Sink 2 + Sink 3 1 0 0.7579
8 Source 1 Sink 1 + Sink 2 + Sink 4 0.9419 0.0581 0.9952
9 Source 1 Sink 1 + Sink 3 + Sink 4 0.9957 0.0043 0.9109
10 | Source 1 Sink 2 + Sink 3 + Sink 4 0.7998 0.2002 1
11 | Source 1l | Sink 1 + Sink 2 + Sink 3 + Sink 4 1 0 0.7214
12 | Source 2 Sink 1 + Sink 3 0.5131 0.4869 1
13 | Source 2 Sink 1 + Sink 2 + Sink 3 0.6597 0.3403 1
14 | Source 2 Sink 1 + Sink 3 + Sink 4 0.5465 0.4535 1
15 | Source 2 | Sink 1+ Sink 2 + Sink 3+ Sink4 | 0.6931 0.3069 1
16 | Source 3 Sink 1 + Sink 2 + Sink 3 0.5864 | 0.4136 1
17 | Source 3 | Sink 1+ Sink 2+ Sink 3+ Sink4 | 0.6161 0.3839 1
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It is obvious that some of the listed combinations are not likely to warrant further analysis, such as
combination No. 12 which has a Rl of 0.513 meaning that only 51% of the energy available for
capture could be recovered compared to combination No. 2 which has a Rl of 0.879. Combinations
with low Rl are filtered out by an automated feature of the software tool engine. Users are given an
opportunity to set a threshold RI value'. Combinations with Rl below the threshold are removed.

Figure 10.8 shows the schematic of the decision path for this feature.

Set Rl
threshold

A 4

Number of possible
sinks = n(max)

| |

i Source / i SinlL/z— N=n+1

!

Sub
Compare <
programe
No
Is Rl > threshold Discard

Store solution, n

Is n=n(max)

Yes

Create list of
suitable sink
solutions

Figure 10. 8 Decision path for automatic source and sink combination filtering, similar iterative loop for n sources

! Note that since an extensive number of WHR surveys have not yet been undertaken, it is not possible to
accurately set a threshold value, but in this research the threshold has been set at 0.7 to demonstrate the

system function.
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10.4.2 Heat Exchanger Technology Selection

Heat exchangers have become common components in many scenarios for sustainable development
in many industrial disciplines. There are a wide range of heat exchanger designs and, depending on
specific requirements, various types of heat exchanger are available to meet a range of physical
conditions, including pressure, temperature, corrosion resistance, heat transfer mechanism, and size.
It is therefore the designer who selects among feasible heat exchanger types, with the final decision

often largely influenced by cost.

Traditionally, the total cost of a heat exchanger, G is subdivided into costs of capital, Ccp
comprised of the initial purchase and installation, and the operating expenses for energy and
supplies, Cr, and the operating expenses Cs for maintenance, repair, technical staff and replacement

of heat transfer fluids:
Ctot = Ceap + Cg + C; [Equation 10.1]

This method requires a great deal of information the gathering of which is a very complex process,
e.g. for the cost of capital, Ce,p, the acquisition values of the heat exchanger, pump, compressors,
and other auxiliary components to convey the fluids through both channels of the exchanger are
required. Energy costs and other operating expenses are dependent on individual cases, but they are
generally assumed to be roughly proportional to the annual operating time and equipment costs. In
the development of this waste heat recovery software tool, the heat exchanger costing method
outlined above is not implemented both because of the complexity of the economic evaluation
methods required and also some considerations, such as the requirement for auxiliary equipment,

maintenance and servicing falling out of the scope of the software tool.

Consequently an alternative method to consider cost in the selection of a suitable heat exchanger
technology is required. The method used in this research has been developed and implemented by
the Engineering Science Data Units (ESDU) International plc, in collaboration with heat exchanger
manufacturers and under the guidance of independent committees (IHS ESDU, 1994). They
published a series guides on the topic of selection and costing of heat exchangers, which allow users
to firstly shortlist feasible heat exchanger types that fulfil the physical requirments, and then to

estimate the cost for each of the feasible types in order to make a cost comparison.

10.4.2.1 Selecting Feasible Designs
For any given process, the streams between which heat is be exchanged will have specific physical
and chemical properties, such as temperature, pressure, stream media and contaminants involved,

and a feasible heat exchanger is one that able to fulfil the requirements to contain the respective
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streams. In consultation with heat exchanger manufacturers, the specifications of the various heat
exchangers were collected and presented by the ESDU in tabular form. Table 10.2 shows a small
section of the table covering various types of heat exchangers. Although the table is only a subset of
all the existing heat exchangers types, it covers the most important and widely used types. In the
case that there are no feasible standard types of heat exchangers that can meet the process

requirement, a heat exchanger design process must be undertaken specifically for the application.

After the selection of feasible types of heat exchangers, further decision can be made upon cost but,
often, the selection is made on the basis of common practice within the particular industry. Shell-
and-tube type heat exchangers have a reputation for reliability and flexibility and are the most
widely used. However, other kinds of heat exchanger can be more suitable for particular applications:
for very small duties, the double-pipe exchanger, which is manufactured from standard components,
may be cheaper, while plate-and-frame heat exchangers are often less expensive. In addition, the
physical size of a heat exchanger may be a very important deciding factor during the selection
process. For a given heat transfer surface area, shell-and-tube exchangers have an order of
magnitude lager volume than compared to compact heat exchangers, such as plate-fin and printed
circuit exchangers. Compact heat exchangers are usually considered in cases where space is limited.

Thus heat exchanger cost and geometry data are crucial in making the important selection.

10.4.2.2 Selection and Costing of Heat Exchanger — The C Value Method
The conventional way of approximating cost of heat exchangers is done in terms of the cost per unit
area. If the overall heat transfer coefficient (U), heat load of the exchanger (Q), and mean

temperature difference (AT,,), are known, then the area (A), is calculated from:

__@
UATy,

[Equation 10.2]

Table 10. 2 Adapted sample from ESDU tables summarising characteristics of heat exchanger types, reproduced from IHS
ESDU (1994)

Heat exchanger type  Pressure(Pa) Temperature (°C) Normal size ranges

Scraped-surface 0-10 0-300 5 — 10m height, 0.5m diameter

Shell-and-tube 0-300 -25-600 10 to 1000 m’ (per shell-
multiple shells can be used)

Spiral 0-18 0-400 Up to 200 m?

Welded-plate 0-60 0-650 >1000 m*
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However, for various types of heat exchangers, the definition of area is often complex and this is
also associated with the U value. Hewitt, Shires & Bott, (1982) first suggested the C value method,
bypassing the difficulties in defining area and overall heat transfer coefficient and allowing a direct
comparison between heat exchangers in terms of the heat duty carried out (Q), and the available
temperature driving force (AT,,), which are related to the process specification. The quotient Q/AT,,
is characteristic of the heat exchanger duty being carried out. From the point of view of the software
tool, the key target is the overall cost for the particular duty, specified in terms of Q/AT,,. The cost
factor C is defined as the cost in pounds sterling per unit Q/AT,, and has the units £/(W/K). For a
particular duty and configuration, values of C may be estimated and are given in addition to U values

in data tables provided in the Appendix.

The procedure for evaluation of the alternative feasible types of heat exchanger using C value

method is as follows:

1. Estimate the heat load, Q, from a heat balance.

2. Using Fr method (a method used to correct the mean temperature difference by a factor
that accounts for the deviation from pure counter-current heat exchanger operation, Fr
factor is dependent on the geometry of the heat exchanger and the inlet and outlet
temperature of the hot and cold fluid streams) to estimate the mean temperature difference,
AT,,, using standard Frcorrection factor designed for worst case scenario together with the
Logarithmic Mean Temperature Difference (LMTD), AT,,.

3. Calculate the quotient Q/ AT,, for each proposed configuration.

4. From the ESDU data tables provided for each exchanger type, read off the value of C,
interpolating logarithmically between the levels of Q/ AT, given in the tables.

5. Calculate the cost of each configuration for the specified duty by multiplying Q/ AT, by C
and compare the costs. It is worth noting that possible differences in installation and
auxiliary equipment costs are not included within the scope of the software tool because the
lack of data provided and great level of sophistication, making it difficult to estimate.

6. When all of the configurations are evaluated, ranking of favourite choices are done on the
basis of cost. If one configuration is cheaper than the others, the design is automatically
placed at the top of the results table and detailed calculation and estimates are then carried
out. If there are several designs at around the same cost, the performance of all of the
designs should be estimated in greater detail.

7. Alongside the cost approximation, possible sizing of selected heat exchangers is also

undertaken.
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It is to be noted that, this method is merely used for the purpose of quick order of magnitude
assessment of heat exchanger costs. This procedure is usually a precursor to detailed exchanger

design after technology selection is made.
The heat load, Q is readily determined from the enthalpy change of either of the hot or cold streams:
Q= mhcp,h(Th,in - Th,out) = mccp,c(Tc,out - Tc,in) [Equation 10. 3]

Where mj, and m. are the mass flow rates, C,, and C, are the specific heat capacities of the hot and
cold stream, respectively. Ty in, Thout, Tcin @and T, o represent the inlet and outlet temperature of the
hot and cold stream, respectively. The general temperature profiles in a counter-current flow heat

exchangers are also depicted in Figure 10.9.
The procedure for determining AT,, using standard F; method is as follows.

: . Thin—T,
i.  Calculate parameter R from the expression: R = (Thin=Thout) and calculate the parameter P

Tc,out_ cin

. Teout=Tei
from the expression: P = M;
(Th,in_Tc,in)

Read off the value of F; from standard chart for the appropriate values of R and P. However,
at the level of sophistication being used in the design selection process, it is sufficient for

most purposes to assume Frvalue to be 0.8, as worst case scenario.

Temperature change along heat exchanger

Figure 10. 9 Temperature profiles in counter-current flow heat exchangers (ESDU, 1994)
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ii. Calculate the LMTD, AT, from:

Thin—T, — (Trout — Tes
ATlm — ( h,in c,out) ( h,out c,m) [Equation 10.4]

lOg (Th,in - Tc,out)
¢ (Th,out - Tc,in)

iii. Calculate mean temperature difference, AT, from:

AT, = Fp ATy, [Equation 10. 5]

Having obtained the values of Q and AT,, from the above equations, then the quotient of Q/AT,,is

simply calculated.

The tables of C values (exemplified by Figure 10.10) can be interpolated logarithmically, using given

expression:

C — exp {loge Cl + lOge(Cl/CZ)lOge [(Q/ATm)/(Q/ATm)l]} [Equation 10.6]

10ge((Q/ATm)1/(Q/ATm)2)

where C; and C; are the C values of the particular hot and cold side streams pairing at (Q/ AT,m)upper

and (Q/ AT.,)iower, respectively.

emmmm,

. Hot Side Fluid
Cold Side Parameter ¥ LOW q Medium High Process Low High Condensing | Condensing Condensing
Q/AT Fluid Pressure : Pressure Pressure Water Viscosity Viscosity Steam Hydrocarbon | Hydrocarbon
Gas y Gas Gas Hydrocarbon | Hydrocarbon with
(WK ( <1 bar) (20 bar) {150 bar) Liquid Liquid Inert Gas
Low Pressure U (Wim2K) s 4 93 125 105 100 65 110 100 85
Gas( <1 bar) C (E(W/K)) 4.8 : 38 29 38 38 4.7 28 38 39
Medium Pressure U (Winl K) 95 1 300 350 430 375 120 530 390 240
Gas (20 bar) € (EAW/K)) 34 25 29 25 5 2.6 25 25 25
High Pressure U (Wim2K) 120 1 350 400 500 400 150 600 420 350
Gas (150 bar) C (Ef(-WfKJ) 29 » 29 29 29 29 29 29 29 29
Es s EE R N N N NN NN NN NN NN NN NN NN NN NN NN NN NN NN EEEEEEEEEEEEEEpEEEEREEE,
B Treated Cooling U('anm} K) 105 o 484 500 940 715 145 1610 765 345 -
o water € (EIWIK)) 28 % 25 29 25 25 25 25 39 25 .
1000 RAZ AR LA R R Skl s S Sl b n Sk bt Sl A ek ket faled el oL Rl ks Ak i
m- = = = =
Hydrocarbon Liquid | ¢ (£/(W/K)) 27 : 25 29 25 25 25 25 25 25
High Viscostty U('Wn'fm} K) 70 : 140 175 160 155 85 175 155 125
Hydrocarbon Liquid | ¢ (£/(W/K)) 47 25 29 25 25 39 25 25 25
Boiling Water U (Winl K) 105 ] 470 550 875 670 140 1435 725 340
C (EWIK)) 39 4 25 29 25 25 25 25 25 25
Boiling Organic U (Wil K) 100 | 375 30 600 500 130 820 525 285
Liquid € (EAW/K)) 4 L 25 29 25 25 25 25 25 25
Low Pressure U (Winl K) 55 4 95 125 105 100 65 110 100 85
Gas ( <1 bar) CEWIK)) 216 7 126 1.1 123 1.22 184 1.23 1.22 35
Medium Pressure g (W.fn12 K) 95 5 300 350 430 375 120 530 390 240
Gas (20 bar) € (EI(W/K)) 15 1 086 1 076 08 116 06 08 094
High Pressure U (Wim2K) 120 1 350 400 500 400 150 600 420 350
4@ WP e w0 afeGE@EEE s i P s s s sld s panaldannpunlanpnndinnnuna'Punnjunnbonajunnbhanbnnnbinnal
o| Treated Cooling U (Winl K) 105 | 484 500 940 715 145 1610 765 345 =
T ClEWR) L 14 4 075 1 0.5 072 1 04 0.72 09 s
Low Viscosity U(Wn"mz K) 100 4 375 425 600 500 130 820 525 290
Hydrocarbon Liquid | ¢ (£(W/K)) 145 % 0.8 1.05 08 0.9 1.1 0.5 0.9 12
High Viscostty U('anm} K) 70 » 140 175 160 155 85 175 155 125
Hydrocarbon Liquid | ¢ (£/(W/K)) 24 : 1.66 12 0.95 1 27 0.82 1.6 1.95
Boiling U('anm} K) 105§ 470 550 875 670 140 1435 725 340
Water € (EI(W/K)) 14 1 09 1 05 06 11 04 073 09
Boiling Organic U (Wim2K) 100 7 375 430 600 500 130 820 525 285
Liqud C (EAW/K)) 145 08 1.05 08 0.9 128 0.7 1 11
ammmn

Figure 10. 10 U & C values for double-pipe heat exchanger, adapted from Courtesy Brown Fintube Ltd (IHS ESDU, 1994)
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The relative cost of one exchanger type varies from another with (Q/ AT,,), as is exemplified by Table
10.3 taken for the case of treated cooling water on the cold-side and a low pressure gas on the hot-

side.

In the comparison shown in Table 10.3 below, where values of Q/ AT,, is assumed to be 3000 W/K,
therefore the lower and upper bound levels of 1000 and 5000 are chosen. Based on the
corresponding C;and C,values, using a double-pipe heat exchanger as an example, the overall C
value is determined using Equation 10.6 as follows:

£
=1.74 WK

C = exp {logeZ.8 + loge(2.8/1.4)loge[(3000)/(1000)]}

10g.(1000/5000)
Similarly, for the shell-and-tube, printed-circuit, and welded-plate heat exchangers are read from
respective tables. Hence, the approximate cost of each exchanger type is calculated (Table 10.2) and
the double-pipe exchanger is likely to be the best option for the heat transfer duty specified where

its modular construction procedures are a positive cost advantage.

Though the values of U that are also tabulated are not necessary from the point of view of costing,
such values are helpful from the point of view of approximating system dimensions. The heat
exchanger surface area can be calculated using Equation 10.2 and the volume of the exchanger
estimated if the area per unit volume is known. It is usually considered that, for shell-and-tube and
double-pipe heat exchanger types, the surface area per unit volume is of the order of 50-100 m?*/m?,
while for compact exchangers such as plate-fin and plate-frame heat exchanger types, the value is

usually around 500 m*/m°.

Thus, reading from Figure 10.10 the value of U =105 W/m’K for a double-pipe heat exchanger for

the assumed value of Q/AT,, above, the surface area required is given as:

_ Q/AT,, 3000

_ 2
T 105 - 28.57m

A

Table 10. 3 Comparison of various heat exchangers cooling low pressure gas with treated cooling water (ESDU, 1992)

Heat exchanger | C; & C; values (£/(W/K)) Overall Cvalue Costs (£)

type Q/AT,, =1000 W/K | Q/AT,,=5000 W/K | £/(W/K) Q/AT,, X C
Double-pipe 2.8 1.4 1.74 5220
Shell-and-tube | 4.89 1.56 2.24 6720
Printed-circuit 12 3.6 5.28 15840
Welded-plate 5.6 2.54 3.26 9793
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In addition, using guidelines for surface area per unit volume of 50 m?*/m? for double-pipe designs,

volume of such heat exchanger setup is as follows:

28.57 m?

=50 w23 = 057

The Waste Heat Recovery (WHR) software tool is able to carry out all of the above operation
automatically within MATLAB and present resultant data back to users. Details of results generation

and subsequent financial and environmental assessment are also undertaken in section 10.5.

10.4.3 Results Generation and Report Preparation

This section details the final step in the software tool operation, computing a number of key
parameters, providing results that are easy to access and understand by users. A report mechanism
of the software tool generates a summary page inclusive of acceptable solutions (above Rl threshold)
of source and sink and technology selection, as well as detailed individual analysis page for each
solution. In addition, for those of software users without the knowledge of this thesis, a glossary of

some of the terms used is provided outlining every technical term used in the report (Figure 10.11).

10.4.3.1 Results Generation

Having estimation of the system cost and dimensions for all of the possible technology options is
important, but in order for users to gain a more directly relevant understanding of the results
generated, data must be interpreted in terms of financial returns and environmental impact
assessments. For small processes and simple heat recovery systems with a low capital cost, the
software tool should provide a sufficient estimate of the economic return to justify investment.
However, for large and complex manufacturing processes and where high capital cost of heat
recovery technology required, a more in-depth appraisal should be carried out. A generalised
economic return assessment approach is shown below, and details of any particular plant and the

site must be included to make the approach more specific.

Capital costs are highly dependent on the particular site and the processes involved and it is

important to take into account all the costs which might include:

e Heat exchanger;
e Pipework;

e |nstallation;

e Insulation;

e Control systems;

e Auxiliary pumps;
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Heat Recovery Report - Guidance to use this report

Source:

Sink:

Owverlap

Tempaoral availability

Recovery Index:

Waste Heat Index:

Utilisation Index:

Q/ATmM
Cost
Area
Volume
Payback

C0O2 reduction

source is where waste heat energy is found within a manufacturing plant or process streams, e.g. hot air from compressed air systesm
sink is where heat energy demand arised within a manufacturing plant or process stream, .e_g boiler feed water or combustion air preheating
Overlap is the area under the common intersection between waste heat source and waste heat sink function

comparisons of both availability and demand based on the same time scale

defined as the ratio of aligned period over available period RI = Qveriap
Availability

compares the unaligned area between waste heat availability and demand WI=1—-RI
Overlap

defined as overlap divided by sink, representing ratio of waste heat sink utilised ui ZW

QIAT ., is characteristic of the heat exchanger duty being carried out, represent heat energy per unit temperature difference, unit: W/K
quick order of magnitude assessment of heat exchanger costs

approximate heat exchanger surface area

approximate heat exchanger volume based on typical heat exchanger area/volume ratio

number of years to recover investment

tons of carbon dioxide reduced based on the waste heat energy recovered and amount of fuel displaced

Figure 10. 11 glossary of some of the important terms used in the software tool and report.
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Payback period of installing a heat exchanger is calculated by counting the number of years it will
take to recover the capital and continued running costs invested in the waste heat recovery project.
It is possible to approximate the annual energy saving based on the waste heat recovery index (Rl),
e.g. available exergy from waste heat source multiplied by Rl giving amount of exergy recovered, and
depending on the time resolution defined by users at the data input stage of the software tool, the

annual recoverable exergy can be calculated.

The annual recoverable exergy is the actual unit cost of the heat saved, e.g. assuming recovered heat
is displacing that from a gas-fired boiler, with gas at £0.008/kWh and a boiler efficiency of 0.8,
energy savings will be £0.01/kWh displaced. Taking into account the additional costs of any auxiliary
equipment, such as fans or pumps, although this is usually small. An exemplified expression is shown

as follows:

(unit kW) - (hour run/year) - (electricity costs £/kWh)
unit ef ficiency raio

Auxiliary unit runnning costs =

Consequently a payback period of such waste heat recovery project can be approximated using:

heat exchanger cost + auxiliary unit running cost

Payback period =
ayback perio Annual cost saving

The MATLAB engine is able to carry out payback period computation for the totality of the solutions

identified, providing results in terms of years to break even.

In addition to financial savings, installing a waste heat recovery technology also provides wider
benefits. Saving energy can produce substantial reductions in emissions to atmosphere, particularly
carbon dioxide (CO;). The reduction in CO, emissions will depend upon the fuel that is displaced, e.g.
burning natural gas emits 0.21 kg CO,/kWh, if 200,000 kWh/year of waste heat energy is recovered
and put into useful work such as space heating purposes, displacing heat from a gas boiler, the
annual reduction in CO, emissions will be approximately 42 tonnes. The CO, saving calculation is

also included in the software design and results shown in the report.
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10.4.3.2 Report Generation

In order to enhance user experience, providing users with access to results generated from MATLAB
computation, data must be exported back to a format which is readily accessible from majority of
the computer operating systems with Microsoft Office packages. With this design objective in mind,
the software tool is able to save results generated during MATLAB computation as Excel files. As well
as undertaking complex source and sink matching technology selection, costing and sizing
operations within MATLAB, the reporting module of the software tool automatically converts
corresponding data into Excel format, (Figure 10.12). By displaying a summary page for all the
possible source and sink combinations, respective technology options, and costs and sizing
information, users are allowed to access each of the solutions with more detailed information from

individual tabs shown in Figure 10.13.

Figure 10.14 is an example report sheet generated investigating the possible waste heat recovery
project within a manufacturing facility. It is identified through exergy and temporal availability
matching, source No.2 and sink No.2 is best suitable for heat recovery as can be seen in the
temporal availability plot in the report sheet with an Rl of 0.99 and Ul of 0.90. This indicates that
almost all of the waste heat can be successfully recovered with little waste while 90% of the heat

demand is met by the installation of a heat exchanger.

Additionally, the report also displays the proposed heat exchanger choice, which in this case is the
double-pipe, with a cost approximation of £12,000, effective heat transfer area of 82 m? and almost
2 m® of space. The payback period calculated is about two years and five months and having this

heat exchanger is able to deliver 131 tonnes of CO, reduction annually.

10.5 Chapter Summary

As discussed in the methodology chapter of the thesis, the purpose of a waste heat recovery
framework is to help manufacturers to identify areas where waste heat is underutilised and where
demand for heat energy might occur in their facility highlighting the potential for an appropriate
heat exchanger technology to act as a “bridge” in order to transfer heat between source and sink.
Having developed a framework is essential to provide this methodical approach to waste heat
recovery however in order to implement such framework in a user-friendly and professionally in an
industrial environment. Hence a software tool is developed to both help users with limited heat
recovery background and to educate them how waste heat source and sink are matched and
respective heat exchanger is chosen. The software tool features in simple data input, rapid analysis,
storage of data, built-in database, intelligent computation, and scenario design, informative decision

making and report generation.
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g’; Summary of results

36 Solution #|Source(s) Sink(s) Rl Wi Ui Technology Cost (£)  |Area (m®) |Volume [Payback (yearsyCO_2 reduction (tons)
37 |6 Source 1 Sink 1+ Sink 2 |0.801 |0.199 [1.000 [Double pipe 16,593 112.87 |2.26 0.80 5459225128
35 |8 Source 1 Sink 1 + Sink 2 |0.801 |0.199 [1.000 [Shell and tube |17.821 112,87  |2.26 0.86 5459225128
39|22 Source 1 + Source 2 |Sink 1+ Sink 2 |0.671 |0.329 |1.000 |Double pipe  |20,329 138.29 |2.77 0.98 5459225128
40 |24 Source 1+ Source 2 |Sink 1+ Sink 2 |[0.671 [0.329 [1.000 |Shell and tube |21,646 138.29 277 1.04 5459225128
41 |2 Source 1 Sink 1 0589 0411 |1.000 |Double pipe 16,593 11287 |226 1.09 400.9109454
42 |4 Source 1 Sink 1 0.5689 (0411 |1.000 |Shell and tube [17.821 112,87 226 117 400.9109454
437 Source 1 Sink 1 + Sink 2 10801 |0.199 [1.000 [Printed circuit |41,068  [31.52 0.06 1.97 5459225128
44 123 Source 1+ Source 2 |Sink 1+ Sink 2 [0.671 |0.329 |1.000 |Printed circuit |49,867  |38.62 0.08 (240 5459225128
45 14 Source 2 Sink 2 0.992 |0.008 |0.905 |Double pipe 12,048 |51.96 164  [241 131.2289196
46 |16 Source 2 Sink 2 0.992 |0.008 |0.905 |Shell and tube |13,118  |51.96 164 [2.62 131.2289196
47 (3 Source 1 Sink 1 0.589 |0.411 |1.000 |Printed circuit |41,068 |31.52 0.06 |2.69 400.9109454
48 10 Source 2 Sink 1 1.000 |0.000 |0.330 |[Double pipe 15,133 10294 |2.06 3.00 132 3137176
49 |18 Source 2 Sink 1 + Sink 2 |1.000 |0.000 [0.242 |[Double pipe 15,133 10294 |2.06 3.00 132 3137176
50 12 Source 2 Sink 1 1.000 |0.000 |0.330 [Shell_and tube |16,317  [102.94 |2.06 3.24 132.3137176
51120 Source 2 Sink 1 + Sink 2 |1.000 |0.000 [0.242 [Shell_and tube |16.317  [102.94 |2.06 3.24 132.3137176
52 15 Source 2 Sink 2 0.992 |0.008 |0.905 |Printed circuit |30,246  |22.89 0.05 6.05 131.2289196
53 M Source 2 Sink 1 1.000 |0.000 |0.330 |Printed circuit |37,608 |28.75 0.06 7.46 132.3137176
54 19 Source 2 Sink 1 + Sink 2 |1.000 |0.000 [0.242 [Printed circuit |37,608 [28.75 0.06 7.46 132.3137176
551 Source 1 Sink 1 0.589 |0.411 |1.000 |Air cooled MNIA N/A MNIA MIA N/A

56 |5 Source 1 Sink 1 + Sink 2 |10.801 |0.199 [1.000 |Air_cooled MNIA N/A MNIA MIA N/A

579 Source 2 Sink 1 1.000 |0.000 J0.330 |Air_cooled MNIA N/A MIA, MIA N/A

58 13 Source 2 Sink 2 0992 |0.008 |0.905 |Air cooled MNIA N/A MIA, MIA N/A

59 17 Source 2 Sink 1 + Sink 2 |1.000 |0.000 |0.242  |Air_cooled MNIA N/A MIA, A N/A

60 |21 Source 1 + Source 2 |Sink 1+ Sink 2 [0.671  [0.329 |1.000 |Air cooled MNIA MN/A MIA, MNA N/A

4+ v ... | Summary Solution #1 Solution #2 Solution #3 Solution #4 Solution #5 Solution #& Solution #7 Solution #8 Solution #9
oo |

Figure 10. 12 Summary of waste heat recovery computation results
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A B C D E F G H | J
Solution #14
Source(s) Sink(s) Rl Wi Ul
Source 2 Sink 2 0.991801 0.008199 0.904955

TEMPORAL AVAILABILITY
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33 Time (hours)

40 Proposed technology

41 Heat exchanger type Double_pipe
42 Q/ATm 8606
43 Cost (£) 12000
44 |Area (m?) 81.962
45 Volume (m®) 1.64
46 |Payback (years) 241
47 COZ reduction (tons) 131.229

M 4+ M| legend . Summary . Solution #1 . Solution #2 - Solution #3 .~ Solution #4 " Solution #5 . Solution #6 5

Figure 10. 13 Detailed report page for each solution

Section 10.1 introduces the design objectives and three scenarios where using this software
tool can be beneficial. The three scenarios are recovery of waste heat energy within an
existing manufacturing plant, implementing waste heat recovery within a reconfigurable
manufacturing system and process design of a manufacturing system with waste heat
recovery consideration. However, for the purpose of this research, the software tool is
designed primarily to help recovery of waste heat energy within an existing manufacturing
plant. Section 10.2 outlines the scope and information flow path of the software tool,
explaining the practical limitations of technology choices to allow more focused decision
support and detailing how information flows within the software tool. Beginning with user

data input, the information is stored, analysed through series of computations, and results
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generated and reported to the user. Section 10.3 details the specifics of the user data entry
module of the software tool, where users are required to define a time window and
resolution to analyse and number of waste heat sources and sinks in order to generate a
controlled input template. This feature allows the user to input data more easily and without
error, it also helps the main software engine to recognise input and carry out analysis. The
user-friendly input interface is solely operated in Microsoft Excel, thus enabling the software
tool to be run on majority of work stations. Section 10.4 provides a detailed working
procedure for two core subroutines, one of which is the waste heat source and sink selector
and another is heat recovery technology selector. The purpose of the waste heat source and
sink selector is to allow initial selection of the most suitable uses for the recovered heat
energy and the objective of the technology selector is to identify the most suitable heat
exchanger type that is capable of transferring heat energy from waste heat source to a
preferred sink with minimal cost. Having completed data analysis and computation, section
10.5 details the results generation and report preparation part of the software tool. For
easy-to-access purposes, the report is generated in Excel format including a software guide
page for those users without in-depth knowledge of the framework presented in this thesis,
a summary page of all waste heat source and sink combinations and their respective analysis
results including RI, WI, Ul, approximate cost, payback period and carbon dioxide reduction,
etc. Detailed information regarding individual solutions can also be accessed via a number of

tabs.

Although the development of the software tool is complete and has been demonstrated
through example data, validation of the software with industrial case studies is essential to
prove the true applicability of the framework. Chapter 11 delivers two industrial case studies,
one with relative low temperature waste heat and another at high temperature. Detailed

software tool implementation and results validation is discussed in the next chapter.
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Chapter 11 Case Studies

11.1 Introduction

Verifying the Waste Heat Recovery Framework (WHRF) and Waste Heat Recovery Software
(WHRS) tool is necessary in order to assess the validity of the system in terms of making a
positive contribution to decision making in industrial waste heat recovery (WHR) through a
methodical approach. To fulfil the requirement set out in the scope of the system, the
validation is completed via two industrial case studies. The case studies chosen cover two

distinctive manufacturing industries with regard temperature bands:

e (Case Study 1, a compressed air system at a PCB manufacturing plant (Section 11.2),
is an example of a low temperature band process;
e Case Study 2, a cupola at an engine casting plant (Section 11.3), is an example of

high temperature band process

The data provided for both case studies are based on original data from the respective
industrial companies as well as published literature which has been used where desired

information was unavailable.

11.2 Case Study 1

This case study is carried out to investigate the implementation of the decision support
software for a printed circuit board (PCB) manufacturing plant in Jiangxi Province, China. The
company specialises in producing high precision and high density multi-layer circuit boards,
high-tech electronics products are widely used in telecommunications, computer,
instrumentation, automotive, home appliances and CNC machine tools and are exported to
Hong Kong, Singapore, Japan, Europe and other regions. The company’s clients include
Canon, Siemens, HP, Nokia, etc. One of the most energy intensive processes in the plant
was identified as the air compressors, and these form the basis of the investigation in the

first case study.

11.2.1 Waste Heat Survey
Having provided detailed instruction in alignment with the methodology for implementing
waste heat survey as specified in section 8.3, the PCB manufacturer was able to identify

waste heat hotspots and carry out empirical measurements to obtain data in preparation for
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the implementation of the decision support tool. A summary of the activities involved in the

survey are shown below.

1. Infrared thermography
The complexity of the manufacturing environment makes infrared camera a useful tool to
pinpoint where waste heat hotspots are. Hence the factory’s environmental manager
implemented the technique within a large area of floor space for a period of one week
covering all aspects of production schedule. Thermo-graphical images had revealed several
waste heat sources in that floor space, amongst which one specific heat source had a strong

and continuous temperature signal over the period of image acquisition.

2. Identifying capacity and temporal information of heat source
Further investigation by the manufacturer identified that the source of waste heat came
from factory’s compressed air system equipped with five Atlas Copco™ compressors (see
Table 11.1) which supply equivalent to 7 bars pressure of compressed air throughout the
factory to support various manufacturing operations. The system employs a smart control
which switches start/stop of additional units and loading rate depending on the required air
supply and pressure. On average three compressors are maintained operational throughout
the year while maximum of four units are used when production requires, resulting in load
rate of 70%. An energy audit revealed that the compressed air system consumes 7,020,000
kWh of electricity annually to provide about 65,000,000m* of compressed air with system
specific compression of 6.6 kW/ m>min™. During the operation of an air compressor, 85% of
the input electrical energy is converted into heat energy with less than 15% of the input
actually becomes potential energy embedded in the compressed air (Atlas Copco
Compressors, 2009). The heat energy generated as waste heat source is then carried away
by a cooling medium (usually water or air) and ultimately wasted. There are 200 workers
divided into three shifts to cover the entire working day with each shift using three

compressors and one used as back-up.

3. Identifying capacity and temporal information of heat sink
The plant is currently using a boiler to supply hot water to the staff accommodation zone.
For the purpose of this case study, pre-heating of water entering the boiler is considered as
the only available waste heat sink. It was also provided by the manufacturer that the air
compressors are simply cooled using water and the heat energy absorbed is then cooled
using a cooling tower, which indicates that the heat energy is not in any way recovered by

the plant. It is the manufacturer’s interest to recover waste heat energy from their
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compressors to be fed into their plant boiler system (to support showering facilities and
plant heating). It is also specified that all compressed air units are located in a same room

which is close to the boiler room.

4. Temperature data acquisition and flow rates measurements
In order to assess the quantity and quality of waste heat source and sink, inlet and outlet of
hot medium and ambient temperature, as well as inlet and outlet of cold medium
temperature need to be acquired using invasive techniques, such as thermometers, resistor
temperature detectors and thermistors. Flow rates are measured using a range of
flowmeters and flow sensors according to the types of media involved. As identified by the
manufacturer that the hot and cold media are air and water respectively, correct type of

flowmeters were installed and measurements taken.

Table 11. 1 Compressed air units installed in plant

Brand Atlas Copco Atlas Copco
Series ZR500VSD-8.6 ZR315-51E
Volumetric Air supply /m®.min™ | 80 50
Operational pressure /Pa 690000 720000
Voltage /V 400 400
Current /A 920 590
Power / kW 525 315
Quantity 1 4

The schematic of the compressor’s working operation is shown in Figure 11.1. One main

heat source is identified and is denoted by a dotted box.

Air Inlet

—

Air Filter

Low-Pressure
Compressor Rotor

r Primary Cooling Unit

Water Inlet

Compressed Air Outlet

< .

Secondary Cooling Unit

water outlet

High-pressure
Comressor Rotor

Water Inlet

Figure 11. 1 Atlas Copco ZR500VSD-8.6 compressor working schematic
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The outside air, via a filter, is supplied into the low-pressure compressor rotor to compresses
the air: the air temperature rises sharply to 240°C and pressure increases to 7 bars. The
initially compressed air enters the primary cooling unit where air temperature is lowered to
54°C before it enters the high-pressure compressor to further compress the air to even
higher pressure and temperature. Finally, the compressed air is cooled again at the cooling

unit to obtain the required low temperature high pressure compressed air.

11.2.2 Waste Heat Source and Sink Selection

The objective of this case study requires a complete understanding of the quantity of waste
heat which recoverable from the air compression system and also the demand from the sink
which is the boiler feed water. In order to provide decision support for specific technology to

be used, the values must also be balanced and matched for optimal solution.

For this case study, the WHRS has been inputted with the data of an ordinary production day,
for a full 24 hour period. It is specified during a waste heat survey that the manufacturer
identified one major waste heat source and a possible heat demand to be met within the
factory. Figure 11.2 presents the initialisation of the software tool by defining the time

window, data resolution and number of source and sink.

Since one main heat source and potential sink are identified, an input page is tabulated with

corresponding entries from the initialisation page as shown in Table 11.2.

Source Data Input Module Sink Data Input Module
Define Time Window: Day Define Time Window: Day
Define Time Resolution: Hour Define Time Resolution: Hour
Enter Number of Source: 1 Enter Number of Sink: 1

Generate Input Template | Clear Generate Input Template | Clear

Figure 11. 2 initialisation by defining time window, resolution and number of source and sink

Table 11. 2 Waste heat source and sink template generation

Source1 Sink1
Time Stream medium Air Time Stream medium Water
Th in Th out T amb Flow rate Tc in Tc out T amb Flow rate
00:00 00:00
01:00 01:00
02:00 02:00
21:00 21:00
22:00 22:00
23:00 23:00
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The heat contained in the source medium can be calculated:

Q1 = My poiter * Cw * (Tour — Tin)  [Equation 11.1]
Where:
Q; — Heat energy demanded for boiler feed water pre-heating every second, kJ

M. poier — the average amount of boiler feed water, data captured from boiler operational

record; my, poiter = 2.36kg/s;
C. — specific heat capacity of water, taken as C,, = 4.18 kJ/ (kg.°C);
Tou: — designed water outlet temperature from compressed air system, taken as T,,,; = 70°C;

T.» — heat sink temperature or boiler feed water temperature, taken as the environment

temperature, T;;, = 20°C.

The cooling of compressed air is a complex system that in order to estimate the waste heat
energy involved, a simplified method is used, assuming a certain amount of air is being
compressed instantly without heat energy leakage during its process. Equation 11.2

indicates the relation between inlet and outlet air temperature:
T, = T,(P,/P))¥~V/K  [Equation 11.2]
Where:
T, — air temperature after compression, K;
T, — air temperature before compression, K;
P, — air pressure after compression, Pa;
P, — air pressure before compression, assumed at atmospheric pressure of 98000 Pa;

K — adiabatic index or heat capacity ratio, is the ratio of the heat capacity at constant

pressure, C, to heat capacity at constant volume, C,, for air K= 1.4.

After the compression, the cooling down phase of compressed air releases heat energy

which can be calculated using the heat energy equation:
Qair = Cp X pXV(t; —ty) [Equation 11. 3]

Where:
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Q,ir — Heat energy released from cooling down of highly compressed air, kJ;
C, — Specific heat capacity of air, C, = 1.005 kJ/ (kg.°C);

p — Inlet air density, kg/m?>;

V — Volume of inlet air, m?;

t, — Air temperature before cooling down, t, =T, — 273, °C;

to — Air temperature after cooling down, usually taken as ambient temperature, assumed at

20 °C;

It is assumed that there is a busy production schedule in the plant and four of the five
compressed air units are used to provide sufficient air to support production process (see
Table 11.3). Using the specified flow rate and inlet/outlet temperature of the waste heat

source and sink, the template (Table 11.2) is completed and shown in Table 11.4.

Table 11. 3 Compressed air units used during a production campaign

Brand Atlas Copco Atlas Copco
Series ZR500VSD-8.6 ZR315-51E
Quantity 1 3

Tum /K 293 293

P, /K 98000 98000

Kair 1.4 1.4

T, /K 511.7 518.0

C,/ kl.kg'.eCt 1.005 1.005
p/kg.m?> 1.204 1.204

t,/ °C 238.7 245

to/°C 20 20

Puaste heat / KW 352.1 680.65
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Table 11. 4 completed input template for waste heat source and sink

Sourcel Sink1
Time Stream medium Air Time Stream medium Water

Th in Th out T amb Flow rate Tc in Tc out T amb Flow rate
00:00 1862 h4.8 208 383 00-00 214 706 20.8| 0.002376
01:00 1847 546 206 383 01:00 25 70.2 20.6| 0.002376
02:00 184 2 f4.9 202 383 02:00 249 6.6 20.2| 0.002376
03:00 184 6 AT 201 383 03:00 236 696 20.1| 0.002376
04:00 184 1 h5A1 205 383 04:00 237 695 20.5| 0.002376
05:00 184 3 4.8 209 383 05:00 24 4 69 6 20.9| 0.002376
06:00 184 4 4.8 205 383 06:00 241 702 20.5| 0.002376
07:00 184 6 543 205 383 07-00 239 69 4 20.5| 0.002376
05:00 184.2 b4.4 201 383 05:00 215 67.6 20.1] 0.002376
09:00 184.6 548 20.3 383 09:00 23.8 66.7 20.3] 0.002376
10:00 184.6 54T 201 383 10:00 24.9 65.4 20.1] 0.002376
11:00 184.7 541 20.4 383 11:00 222 67.1 20.4] 0.002376
12:00 184.5 543 20.4 383 12:00 223 67 20.4] 0.002376
13:00 184.3 544 204 383 13:00 252 68.5 20.4] 0.002376
14:00 184.8 538 204 383 14:00 24.6 70.1 20.4] 0.002376
15:00 184.3 547 201 383 15:00 24.2 69.7 20.1] 0.002376
16:00 184.6 54 .4 20.3 3.83 16:00 251 69.8 20.3] 0.002376
17:00 184.8 54 .4 20.8 3.83 17:00 223 65.3 20.8] 0.002376
18:00 184.8 548 207 383 18:00 248 G5 2 20.7| 0.002376
19:00 1861 548 207 383 19:00 247 70 20.7] 0.002376
20:00 1862 548 208 383 20-00 23 723 20.8| 0.002376
21:00 1862 549 204 383 21:00 252 729 20.4| 0.002376
22:00 184.8 549 206 383 22:00 231 722 20.6| 0.002376
23:00 184 .8 h4.8 202 383 23:00 234 723 202 0.002376

The template is then processed with the MATLAB based engine using the method discussed

in Chapter 10 with the results for the recovery indexes displayed in Figure 11.3.

£a3 — sAze Al SLLOCINEF | LLiImeEwLnuow, oAy o) G SLLCINEN | LSSULULLUNL, " F[Lauee )
24 — t=0:1439;:xTick="[0:60:1440]"'; fnumber of minutes in a day
25 — else if strcmp(timewindow, "Day') && strcmp(rescolution, 'Hour"
26 — t=0:23:xTick="00:1:241"': Inumber of hours in a dav

-

L

Command Window

1 1
| <resultstable = 1
ai 1
: Varl Var2 RI WI uI :
1 — 1
1 1
:— "Source 1' 'Sink 1' 0.58859 0.41141 1 :
o o o o o o o o o o o o o o o B o o o o o o o o o o o o o

Elapsed time iz 174.097127 seconds.
L -

Figure 11. 3 MATLAB engine in operation for waste heat recovery solution
It can be seen from Figure 11.3 that the system had presented one combination possible
with a Rl ratio of 0.589 and Ul ratio of 1. Limited by the quantity, quality and availability of
waste heat energy between source and sink, 58.9% of the waste heat from source can be

recovered and supplied to where needed. However, the entire heat requirement is satisfied.

11.2.3 Waste Heat Recovery Technology
Using the WHRS, the heat exchanger types are first reviewed and suitable alternatives

selected. For this case, the appropriate types are the double-pipe, shell-and-tube, printed
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circuit (Table 11.5). The exergy amount is calculated based on the inlet and outlet
temperature of the waste heat source and sink provided by the manufacturer. The options

are examined for feasibility and then costed approximately using the C-value method.

Table 11. 5 Initial technology selection

Solution # Source(s) Sink(s) Rl Wi Ul Technology
2 Source 1 Sink 1 0.588591 0.411409 1 Double_pipe
4 Source 1 Sink 1 0.588591 0.411409 1 Shell_and_tube
3 Source 1 Sink 1 0.588591 0.411409 1 Printed_circuit
1 Source 1 Sink 1 0588591 0411409 1 Air_cooled

An exemplified computation using the method specified in section 10.4 is as follows:
Q = mCpAT = 609kW
Using the Fr method, to calculate the LMTD value:

ATm — (Th,in - Tc,out) - (Th,out - Tc,in) — 51.42K

(Th,in - Tc,out)
(Th,out - Tc,in)

log,

From the above calculation, the ratio of Q/ AT,, can be evaluated:

Q _ 6.09x10°
AT,,  51.42

= 11843.6 W/K

The following results are obtained from the ESDU database:

It is noted that the costing data given in the ESDU database is documented in 1992,
therefore considering an inflation rate of 91.78% since this period (Browning, 2015), the

estimated current cost of heat exchanger technologies listed are presented in Table 11.6.

11.2.4 Results and Decision Support
Having completed the MATLAB computation, a report is generated in MS Excel format as
shown in Figure 11.5. The report consists of time series graph to show source and sink

comparison of different heat exchange technologies in terms of cost, size, etc.

In this case study, PCB manufacturing process is used as an example to demonstrate the
implementation of the decision support modelling for waste heat recovery. The time
window considered is one day and the time resolution is one hour. The exergy amount is
calculated based on the inlet and outlet temperature of the waste heat source and sink

provided by the survey. As per exergy analysis results summarised in Figure 11.5, temporal
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availability calculation was carried out leading to a RI=0.589. The temporal availability chart
reported in Figure 11.5 displays power of waste heat source over 24 hours as a green line
whereas waste heat sink is displayed in pink. The overlap function is represented by the blue
dashed line and in this case shows that the particular waste heat sink is entirely satisfied by

the amount of waste heat provided from the source.

Using the C method, four types of compatible heat exchangers for this case study were
identified: double-pipe, shell-and-tube and printed circuit however air-cooled heat

exchangers were excluded on the grounds of incompatible conditions.

Table 11. 6 Comparison of various heat exchangers cooling low pressure gas with treated cooling water

C; & C,values (£/(W/K)) Overall Cvalue | Costs (f)
Heat exchanger

Q/AT,, =5000 | Q/AT,, = 30000 | £/(W/K) Q/AT,, X C
type

W/K W/K
Double-pipe 1.4 1.4 1.4 31822
Shell-and-tube 1.56 0.71 1.50 34177
Printed-circuit 3.6 1.59 3.46 78760

Figure 11.5 demonstrates the computed results for relevant parameters for the selected
heat exchanger. To enable a comparison of the three selected heat exchanger types, a cost-
benefit analysis was carried out, including the computation of the heat exchangers areas and
volumes, the cost, the payback period and the potential CO, savings. Finally, a summary of
the qualitative descriptors involved in this case study indicates that there were no particular

constraints in terms of spatial availability and contamination risks.

The next step for the plant’s environmental manager is to use the results generated for
further analysis. For example, based on the provisional payback period both the double-pipe
and shell-and-tube heat exchangers can deliver similar results, however cost of maintenance,
auxiliary equipment, pipework installation may differ. In addition, detailed heat exchanger
design such as shell and tube diameter, number of tubes, and flow arrangement etc., also
require specialised expertise for design support and fabrication, but these services are often
provided by heat exchanger manufacturers.

Summary of results

Solution # Source(s) Sink(s) RI Wi ul
2 Source 1 Sink 1 0.588591 0.411409
4 Source 1 Sink 1 0.588591 0.411409
3 Source 1 Sink 1 0.588591 0.411409
1 Source 1 Sink 1 0588591 0.411409

Technology Cost (£)  Area (m®) Volume (m®) Payback
1 Double_pipe 31822.06 112875 2.26 2 years 1 months
1 Shell_and_tube 34177.11  112.875 2.26 2 years 3 months
1 Printed_circuit =~ 768760.21 31.521 0.06 5 years 2 months
1 Air_cooled MNaM years NaN months

CO_2 reduction (tons)
4009109454
400.9109454
400.9109454
400.9109454
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Figure 11. 4 Report summary page for case study 1

This case study serves as a demonstration of the applicability of the of waste decision
support tool. Although the problem involved in the case study is appears disarmingly straight
forward with only one source and one sink identified, the solutions are however difficult to
obtain without the comparison of temporal availability of exergy between source and sink of
waste heat energy. The determination of the quality match between source and sink, and
the computational technology selection for the optimised energy recovery relies on the

implementation of the WHRS.
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11.3 Case Study 2

The second case study offers a different perspective in comparison to the previous but is
again performed using the waste heat energy recovery framework. The primary objective of
this case study is to investigate the application of decision support software tool for a
casting operations plant that produces automobile components. The casting operations
produce a variety of high quality cylinder blocks, cylinder heads and crankshafts for V6 and
V8 engines that power a wide range of vehicles. Using data supplied by the production plant,
a simplified case study is set up to exemplify the use of the WHRS tool. The purpose of the
case study is not to investigate every waste heat source and give technology selection but to
selectively choose the most energy intensive processes with largest impact and financial
benefit. The software tool is applied so as to provide an understanding of plant’s energy

research and performance improvement potentials.

Actual data has been used where available but where information is lacking, assumptions
have been applied and estimations have been used based published data referring to similar
processes or activities. As such, the absolute values given by the case study are by no means
an actual representation of the energy consumption but an estimate based on the

information available.

Through the use of the software tool, a number of waste heat sources and sinks can be
considered for waste heat energy recovery. In addition, the flexibility offered by
computation techniques enables a wide range of variation representing process routes,
batch sizes, production lead times, queuing times, etc. to be incorporated within the

software tool.

The production of engine blocks was selected as the focus of the study due to the relatively
straight forward manufacturing process plan. The engine block is made by precision sand
casting which consists of moulding a series of sand components and then assembling them
into a single “core package”. The core package then has molten aluminium poured into it.
Upon cooling, the surrounding sand package is removed to reveal the solidified engine block.
The block is then trimmed and cleaned prior to final delivery to the engine machining and

assembly plant. It is assumed that 60 engine blocks are produced per hour.

A simple process plan of the manufacture of the engine block is shown in Figure 11.6 and

specific casting process shown in Figure 11.7.
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Figure 11. 5 Overview of simplified process plan for engine block production

It is provided by the plant’s production manager that as the plant overfeeds coke the
furnace efficiency drops and as they lower the coke feed then more melt loss occurs. Melt
loss occurs when the metal being fed is oxidised as a fuel instead of coke. It also occurs
when the metal reacts with the atmosphere in the furnace to form metal oxides. The
furnace does a very good job of melting the iron and is not effective in adding heat to the
molten metal. Conversely the electric holding furnaces after the main furnace are very poor
at melting and excellent at adding heat to raise the molten metal temperature. In the
furnace the process achieves a metal temperature of about 1500°C and then raises it to

above 1550°C in the holding furnaces to offset heat loss prior to discharging the metal into a

mould.
il :L
BE
Cupola Holding Furnace Roto-Pour
- Melts the raw materials - Serves as a storage tank for the - Pours the molten
into molten iron. molten iron coming out of the cupola. iron into the flasks.

Figure 11. 6 An example schematic of casting process of engine block
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11.3.1 Waste Heat Survey

Having understood the generic function of the process, it is requested that an industrial site
visit should be carried out as part of the waste heat survey to help identifying waste heat
sources and sinks in the plant. As part of the survey, process monitoring and data collection
was carried out onsite in preparation for the implementation of the decision support tool. A

summary of the activities involved in the survey and measurements taken are listed below:

1. Infrared thermography
By closely examining the casting process, it is possible to identify a number of heat losses

which include:

o Heat losses from the exhaust discharge.

e Heat transported out of the equipment by the load conveyors.

e Radiation losses from openings, hot exposed parts, etc.

e Heat carried out by the excess air used in the burner.
Waste heat losses from the exhaust are considered the highest priority due to the high
temperature gas discharge. The temperature of discharged exhaust varies from as low as
13°C to as high as 578°C. Combustion products themselves, generated from well-designed
and well-operated modern burners using gaseous and light liquid fuels, are relatively clean
and do not contain particles or condensable components that may require filtering before
discharging into the atmosphere. However in this particular case, the furnace uses coal as its
fuel as well as a reaction reagent, the combustion products may react with materials used in
the construction of downstream waste heat recovery equipment and potentially create
problems if treated carelessly. Potential issues include chemical reaction of exhaust gases
and their solid or vapour content with the materials used in the waste heat recovery
equipment; deposit of particulates in or on surfaces of WHR equipment. Many of these
problems are compounded by the high temperature of the exhaust gases and uneven flow

patterns of the hot gases inside the heat exchanger.

There are a number of common characteristics of exhaust gas discharged from a furnace,

amongst which some contribute to the contaminant of the waste heat sources, including:

i High temperature: although the process temperature might be around 1500°C,
according to the temperature sensors installed on the stack, the highest
temperature of the exhaust during the recording period is 577.8°C. The

barriers/challenges to waste heat recovery for this temperature range include
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reduced thermodynamic potential for the most efficient heat recovery due to
materials limitations that require gases to be diluted.

ii. Presence of corrosive agents, such as salts, calcium, chlorides and fluorides: the
amounts of these agents or their compounds depend on the heating process and the
final product specifications. These agents can introduce corrosive elements that may
promote degradation of materials in WHR equipment. For example, chemical
reactions may happen between the corrosive exhaust gases and metal tube surfaces
in a heat exchanger device which could result in an extremely short life for the heat
exchanger. Challenges to waste heat recovery include availability or cost of materials
that are designed to resist the corrosive effects of contaminants, requirement of
cleaning systems that allow removal of deposits of material on heat transfer
surfaces.

iii. Presence of particulates such as metal oxides, carbon or soot particles: fine
particles entrained in exhaust gases may react with the heat exchanger materials,
resulting in reduction of heat transfer and damaging heat exchanger materials. The
overall consequence of these reactions is a substantial reduction in lifespan for heat
exchanger parts and, often, premature failure of metals at critical locations.

iv. Presence of combustibles such as carbon monoxide, hydrocarbons: the presence of
combustibles in exhaust gases could results in higher temperatures than designed
for heat exchanger due to air leaks or the addition of cooling air to exhaust gases.
The combustibles may also react with heat exchanger part surfaces to form soot that
deposits on heat transfer surfaces and reacts with metal leading to shortened
lifespan of equipment components.

V. Variations in flow, temperature and composition of gases: this can result in cycling
of materials and thermal fatigue of metals used in the heat recovery equipment.

Thermal fatigue reduces the lifespan of materials.

11.3.2 Waste Heat Source and Sink Selection

This case study requires a comprehensive study of the quantity of waste heat source, i.e.
recoverable heat energy from furnace exhaust gases discharged to the atmosphere and also
the demands from potential sinks, such as combustion air pre-heating and heat supply to the
holding tank. For this case study, the exhaust gas temperature has been provided over a
typical one week of operation. The production campaign is weekly and begins late on to

initiate the warm-up operation of the furnaces such that they are ready for production early
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Monday morning. Eight 10 hour shifts (two per 24 hours) are conducted with the production

campaign ending on Thursday for cleaning and maintenance.

In the current study, it is identified that there is one waste heat source and two possible
heat demands (sinks) to be paired that may increase overall energy efficiency within the
plant. Figure 11.8 presents the initialisation of the software tool by defining time window,

resolution and the number of sources and sinks.

As the time window is selected as weekly and resolution is in minute, an input page is
tabulated with corresponding entries from the initialisation page with 10080 lines of entry
(see Table 11.7). This makes the data transfer simpler since users only have to copy and

paste data from sensor’s data logger.

Using Equation 11.1, Q; is defined as the heat energy available from exhaust gas discharge
per second; m and C, are the mass flow rate and specific heat capacity of the exhaust gas
discharge respectively. T, represents the target temperature to be cooled post heat
recovery and T;, characterise the inlet temperature of the exhaust gas discharged from
furnace. Since there is not a specific pre-defined C, value available for the exhaust gas

mixture, an additional calculation is performed to evaluate its value based on the gas

composition.
Source Data Input Module Sink Data Input Module
Define Time Window: Week Define Time Window: Week
Define Time Resolution: Minute Define Time Resolution: Minute
Enter Number of Source: 1 Enter Number of Sink: 2
Generate Input Template | Clear Generate Input Template | Clear |

Figure 11. 7 Initialisation by defining time window, resolution and number of source and sink

Table 11. 7 waste heat source and sink template from decision support tool

Sourcel Sink1 Sink2
Stream medium Exhaust gas Stream medium Air Stream medium Air
Th_in Th_out T amb  |Flow rate |Tc_in Tc_out [T amb  |Flow rate |Tc_in Tc out [T _amb Flow rate

Time

00:00
00:01
00:02
00:03
00:04
00:05
00:06
00:07
00:08

nn-no
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Although the flowrate of the exhaust gases is not given, calculation is carried out to
approximate a reasonable value with reference to the flue-gas stack effect analysis. The flue-
gas stack effect is that movement or flow of combustion air and flue gas is called the stack
effect. The taller the stack, the more draft is created. The equation below provides an
approximation of the flue-gas flow-rate induced by the draft. The equation assumes that the
molar mass of the flue gas and the outside air are equal and that the frictional resistance

and heat losses are negligible.

V=CA /2 gH ==

[Equation 11.4]

Where:

V = flue-gas flow-rate, m*/s

A = cross-sectional area of stack, m?

C = discharge coefficient (taken as 0.7)

g = gravitational acceleration at sea level, 9.807 m/s’

H = height of stack, m

T; = absolute average temperature of the flue gas in the stack, K
T, = absolute outside air temperature, K

Using the Equation 11.4 above, the flow-rate of the exhaust gas is calculated:

Ti - TO 3
V=CA ZgHT = 18.048 m>/s
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Table 11. 8 completed input template for waste heat source and sink

Sourcel Sink1 Sink2
Stream medium Exhaust gas Stream medium Air Stream medium Air
Th_in [Th out [T amb  [Flow rate [Tc_in [Tc out [T amb  [Flow rate [Tc_in [Tc out [T amb  [Flow rate
2724065 2724065 27.24065| 18.0485| 27.24065 27.24065 2724065 13.24| 27.24065 2724065 2724065 6.75
2722222 2722222 2722222\ 18.0485| 2722222 27 22222 2722222 13.24| 27 22222 2722222 2722222 6.75
2720152 27.20152 27.20152| 18.0485] 27.20152 27.20152 27.20152 13.24| 27.20152 2720152 27.20152 6.75
27.18076 2718076 27.18076 18.0485| 27.18076 27.18076 27.18076 13.24| 27.18076 27.18076 27.18076 6.75
2715993 27.15993 27.15993| 18.0485] 27.15993 27.15993 27.15993 13.24| 27.15993 27.15993 27.15993 6.75
27.13904 2713904 27.13904| 18.0485] 27.13904 27.13904 2713904 13.24| 27.13904 2713904 27.13904 6.75
2711807 2711807 27.11807| 18.0485| 2711807 27.11807 27.11807 13.24| 2711807 2711807 27.11807 6.75
27.09703 27.09703 27.09703| 18.0485] 27.09703 27.09703 27.09703 13.24) 27.09703 27.09703 27.09703 6.75
i| B3B.4698| 171.7349| 21.92755| 18.0485| 21.92785| 291.9503| 21.92785 13.24| 21.92785| 200.2503| 21.92785 6.75
i| 53846 171.73| 21.93942| 15.0485| 21.93942| 291.9405| 21.93942 13.24| 21.93942| 200.2405| 21.93942 6.75
'| 5384503 171.7251| 21.95156| 18.0485| 21.95156( 291.9308| 21.95156 13.24| 21.95156| 200.2308| 21.95156 6.75
i| 538.4405| 171.7203| 21.96424| 18.0485| 21.96424| 291.9211| 21.96424 13.24| 21.96424| 200.2211| 21.96424 6.75
|| 538.4308| 171.7154| 21.97742| 18.0485| 21.97742| 291.9113| 21.97742 13.24| 21.97742| 200.2113| 21.97742 6.75
I| 5384211 171.7105] 21.99109| 18.0485| 21.99109( 291.9016| 21.99109 13.24| 21.99109| 200.2016[ 21.99109 6.75
538.4113| 171.7057| 22.00521| 18.0485| 22.00521| 291.8918| 22.00521 13.24| 22.00521| 200.1918| 22.00521 6.75

5358.4016( 171.7008] 22.01975] 18.0485] 22.01975| 291.8821| 22.01975 13.24| 22.01975| 200.1821| 22.01975 6.75
535.3918| 171.6959| 22.03469| 18.0485] 22.03469| 291.8723| 22.03469 13.24| 22.03469| 200.1723| 22.03469 6.75
538.3821| 171.691 22.05) 18.0485 22.05) 291.8626 22,05 13.24 22.05| 200.1626 22.05 6.75

538.3723| 171.6862| 22.06566| 18.0485| 22.06566| 291.8528| 2206566 13.24| 22.06566| 200.1528| 22 06566 6.75
i| 538.3626| 171.6813| 22.08162| 18.0485| 22.08162| 291.8431| 22.08162 13.24| 22.08162| 200.1431| 22.08162 6.75
'| 538.3528| 171.6764| 22.09786| 18.0485| 22.09786| 291.8333| 22.09786 13.24| 22.09786| 200.1333| 22.09786 6.75
i 5383431 171.6715] 22.11436| 18.0485| 22.11436| 292.3519| 22.11436 13.24| 22.11436| 200.6519| 2211436 6.75
I| 538.3333| 171.6667| 22.13108| 18.0485| 22.13108| 292.8704| 22.13108 13.24| 22.13108| 201.1704| 22.13108 6.75
|| 538.8519| 171.92569| 22.148| 18.0485| 22.148| 293.3889| 22.148 13.24] 22148| 201.6889| 22148 6.75

539.3704| 172.1852| 2216508 15.0485| 22.16508| 293.9074| 22.16508 13.24| 2216508 | 202.2074| 22.16508 6.75
!| 539.8889| 172.4444| 2218231 18.0485| 22.18231| 294 42589| 22.18231 13.24| 22.18231| 202.7259| 2218231 6.75

540.4074| 172.7037| 22.19965| 18.0485| 22.19965| 294.9444| 22.19965 13.24| 22.19965| 203.2444| 22.19965 6.75

Using the approximated flowrate and inlet/outlet temperature of the waste heat source and

sink, the template is completed and presented in Table 11.8.

The filled template is then processed with the MATLAB engine (Figure 11.9) using the
method discussed in section 10.4. As can be seen from the figure that there are three
different combinations, each provides a unique solution as to how waste heat source and
sink is arranged and option 2 is immediately discarded on the ground of low recoverability
(RI=0.139) compared to options 1 and 3. Source 1 and sink 1 is the simplest heat recovery
solution yet yields a reasonable recovery index (RI=0.472) whereas source 1 and combined
sinks 1 and 2 provides higher recovery index (RI=0.611) but requires additional equipment
capacity to achieve the desired recoverability. Despite the variation in recovery index, the
utilisation index for all of the combinations is similar (0.999) which is indicative that the
demand for heat energy and availability of waste heat energy is well aligned quantitatively,

qualitatively and temporally.
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17 — else if strcmp (timewindow, 'Hour') && strcmp (resolution, "Minute')
1l = t=0:58:xTick="[0:1:60]"'; %number of minutes in an hou

o= else if strcmp (timewindow, 'E strcmp (resolution, "Hour')

&n|= t=0;xTick="'[0:1:1]"; of hour in an hour

21 = else if strocmp (timewindow, "Day') && stromp (resolution, "Second')

22 — t=0:86399;xTick="[0:3600:86400]"'; %number of seconds in a day
23 - else if strcmp (timewindow, 'Day') && strcmp(resolution, "Minute')

24 — t=0:1439;xTick="[0:60:1440]"'; %number of minutes in a day
25 — else if strcmp (timewindow, 'Day') && strcmp (resolution, 'Hour|')
26 — t=0:23:xTick="070:1:241"': %number of hours in a dav

I ] 1
Command Window

1 resultstable = 1
1 1
1 Varl Var2 RI WI Ul 1
1 1
1 1
1 'Source 1° 'Sink 1' 0.4718 0.5282 0.993963 |
ource in. < . < -] ! . o
1 '5 1t 'Sink 2° 0.13921 0.86079 0.g99ass |
1 'Source 1° 'Sink 1 + Sink 2° 0.61101 0.38899 0.99962|1

e ————

Figure 11. 8 MATLAB engine in operation for waste heat recovery solution

11.3.3 Waste Heat Recovery Technology

The heat exchanger types are first reviewed and suitable alternatives selected. For this case,
there are three possible waste heat source and sink combinations, i.e. source #1 with sink #1,
source #1 with sink #2, and source #1 with sink #1 plus sink #2, as shown in Figure 11.11. The
exergy amount is calculated based on the inlet and outlet temperature of the waste heat
source and sink provided by the manufacturer. The options are examined for effectiveness
for recovering waste heat (Table 11.9) and then cost evaluated using the C-value method

(Table 11.10).

It should be noted that due consideration is required in the costing of the technological

solutions for the reasons described in section 11.2.2.

Table 11. 9 Waste heat source/sink combination and corresponding technology choice.

Solution # | Source(s) | Sink(s) RI Wi ul Technology

9 Source 1 Sink 1 +Sink2 | 0.611011 | 0.388 | 0.999 | Shell_and_tube
6 Source 1 Sink 1 +Sink2 | 0.611011 | 0.388 | 0.999 | Air_cooled

4 Source 1 Sink 1 0.471801 | 0.528 | 0.999 | Shell_and_tube
1 Source 1 Sink 1 0.471801 | 0.528 | 0.999 | Air_cooled

8 Source 1 Sink 1 +Sink2 | 0.611011 | 0.388 | 0.999 | Printed_circuit
7 Source 1 Sink 1 +Sink2 | 0.611011 | 0.388 | 0.999 | Double_pipe

3 Source 1 Sink 1 0.471801 | 0.528 | 0.999 | Printed_circuit
2 Source 1 Sink 1 0.471801 | 0.528 | 0.999 | Double_pipe
10 Source 1 Sink 1 +Sink2 | 0.611011 | 0.388 | 0.999 | Welded plate
5 Source 1 Sink 1 0.471801 | 0.528 | 0.999 | Welded_plate
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Table 11. 10 Comparison of various heat exchangers cooling exhaust gas with medium pressure air

C, & C,values (£/(W/K)) Overall C | Costs (£)

Heat
value

exchanger

Q/AT,, = 30000 | Q/AT,, = 100000 | £/(W/K) Q/AT,, X C
type

W/K W/K
Shell-and-tube | 0.62 0.35 0.54 217020
Double-pipe 0.35 0.35 0.35 341770
Printed-circuit | 0.87 0.74 0.75 787600
Air-cooled 1.12 1.12 1.12 450120

11.3.4 Results and Decision Support

In this case study, a more complex problem has been used to demonstrate the
implementation of the decision support modelling for waste heat recovery. A casting
process is considered over the period of one week, the time resolution is one minute and
the production down time is also include to represent a true production campaign in the
plant. Exergy is calculated based on the inlet and outlet temperature of the waste heat
source and sink provided by the survey. As per exergy analysis results summarised in Figure.
11.10, temporal availability calculation was carried out leading to a RI=0.61. The temporal
availability chart reported displays power of waste heat source over week-long of
production campaign as a green line whereas waste heat sink is displayed in pink. The

overlap function is represented by the narrow blue dashed line.

Using the C method, four types of compatible heat exchangers for this case study were
identified: double-pipe, shell-and-tube, printed circuit respectively however air-cooled was
excluded on the ground of incompatible conditions. Figure 11.10 shows the computed
results for relevant parameters for the selected heat exchanger. To enable a comparison of
the three selected heat exchanger types, a cost-benefit analysis was carried out, including
the computation of the heat exchangers areas and volumes, the cost, the payback period
and the potential CO, savings, as shown in the figure. Finally, a summary of the qualitative
descriptors involved in this case study indicates that the primary concern is corrosive

substances and particulates contained in the exhaust.
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Summary of results

CO_2 reductio

Solution # Source(s) Sink(s) RI Wi ul Technology Cost (£) Area (m® Volume (v Payback
9 Source 1 Sink 1+ Sink2 0611011 0.388989 0.999615728 Shell_and_tube 379937 1772.75 35.87 2 years 1 months
6 Source 1 Sink 1+ Sink2 0.611011 0.388989 0.999615728 Air_cooled 459773 907.13 1.81 2 years 7 months
4 Source 1 Sink 1 0.471801 0.528199 0.999625224 Shell_and_tube 515802 2651.35 53.02 3 years 8 months
1 Source 1 Sink 1 0.471801 0.528199 0.999625224 Air_cooled 624102 1231.77M 246 4 years 6 months
8 Source 1 Sink 1+ Sink2 0611011 0.388989 0.999615728 Printed_circuit 838734 10583.737 211 4 years 8 months
7 Source 1 Sink 1+ Sink2 0.611011 0.388989 0.999615728 Double_pipe 664280 1793.53 35.87 4 years 9 months
3 Source 1 Sink 1 0.471801 0.528199 0.999625224 Printed_circuit 1138030 1430.845 2.86 8 years 2 months
2 Source 1 Sink 1 0.471801 0.528199 0.999625224 Double_pipe 1173586 2651.043 53.02 8 years 6 months
10 Source 1 Sink 1+ Sink2 0.611011 0.388989 0.999615728 Welded plate 1536499 3209.846 6.42 8 years 6 months
5 Source 1 Sink 1 0.471801 0.528199 0.999625224 Welded_plate 2086375 4358.574 8.72 14 years 12 months
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Figure 11. 9 Report summary page for case study 2

11.4 Chapter Summary

Energy minimisation within a facility is not limited to technological process improvements or

changes in operation performance, but can also be achieved by taking a more holistic view

of energy flows. In particular, by coupling sources of waste heat energy with suitable sinks,

can lead to substantial energy savings, with short payback period for any new infrastructure

required. For successful implementation of this approach within the manufacturing

environment it is essential to consider the exergy balance of the potential sources and sinks

alongside the temporal availability of energy. In this work a conceptual and computational

methodology for decision support on waste heat recovery was developed and applied to an

industrial case study. The main conclusions that can be drawn from this case study are:
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. The decision support system is able to compare temporal availability of exergy

between sources and sinks of waste heat energy

. A range of recovery indexes can be obtained to determine the quality of the match

between multiple sources and sinks

. Such an analysis can be used in a computational technology selection for optimised

energy recovery and minimised financial payback of implementation

. The user-facing system is straight-forward enough to be utilised by competent

facility or energy management teams.

Beyond the scope of the current research, there are three scenarios where using this

decision support tool could be utilised to improve overall plant energy efficiency:

. Recovery of waste heat energy within an existing manufacturing plant;
o Implementing waste heat recovery within a reconfigurable manufacturing system;
J Process design stage of a manufacturing system with waste heat recovery

consideration.
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Chapter 12 Concluding Discussions

12.1 Introduction

This chapter begins with a summary of the principal research contributions proposed in the

thesis. These are followed by subsequent sections that discuss the results achieved, and the

main research activities undertaken in this body of work. The original research scope and the

thesis structure are used to evaluate the research achievements.

12.2 Research Contributions

The research in this thesis has investigated the recovery of waste heat energy within

manufacturing. The principal contributions from the research can be summarised as follows:

The research has established the current barrier in waste heat energy recovery and
identified a potential for improving energy efficiency within manufacturing by
understanding the availability of waste heat energy which arises during the
production process and the feasibility for its recovery. The research has also learnt
that energy minimisation within a manufacturing facility is not limited to
technological process improvements or changes in operational performance, but can
also be achieved by taking a more holistic view of energy flows. In particular,
coupling sources of waste heat energy with suitable sinks can lead to substantial
energy savings, with short payback periods for any new infrastructure required. For
successful implementation of this approach within the manufacturing environment,
it is essential to consider the exergy balance of the potential sources and sinks
alongside the temporal availability of energy.

Generation of a comprehensive waste heat energy recovery framework to provide a
systematic approach to identify and evaluate waste heat streams. The framework
consists of four steps in which quantitative and qualitative descriptors have been
assigned to define a process for identification and matching of waste heat sources
and potential sinks within a manufacturing facility.

The research has defined a new approach to recovering waste heat energy
generated by a manufacturing process (waste heat source) and utilising recovered
heat energy to support another process (waste heat sink) within the facility through
the use of exergy and temporal availability analysis. The approach maximises energy

recovery by comparing multiple waste heat sources and sinks and providing a
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combination with the most energy recovery potential in terms of quantity, quality
and temporal availability. This provides a greater understanding of the amount of
waste heat energy available in a facility (how much and how often it is available),
and the best use for the waste heat energy thus answering the research question
“How do we identify the quantity, quality and availability of waste heat from a
manufacturing process, and determine the maximum potential and selection of the
most appropriate technology for recovery of this energy?”.

Design of a novel decision support software tool to carry out complex analyses of
waste heat sources and sinks and of potential heat recovery technology.
Incorporated with the waste heat recovery framework, the system is capable of
assessing waste heat sources and sinks quantitatively and qualitatively, identifying
appropriate source-sink combinations and recommending the most suitable
technology based upon energy recovered and utilised, cost-benefit, and CO, savings.
Implementation of the decision support tool on two industrial case studies has
shown how technology decisions can influence energy efficiency improvements
through the definition of a novel ‘waste heat energy recovery’ framework. The tool
has provided support in maximising waste heat recovery and utilisation over a
number of production processes in the case studies by systematically assessing the
guantity, quality and temporal availability between source and sink of waste heat
energy and applying a computational technology selection for optimised energy

recovery and maximised financial payback of implementation.

12.3 Concluding Discussion

The following sections discuss the outcomes of the research under each of the headings

defined within the original research objectives and scope.

12.3.1 Review of the current status of energy management, waste heat energy

recovery research and technology

To establish the context for the research, a comprehensive review was conducted on a wide

range of issues ranging from energy management strategies to energy related research and

their implications for the manufacturing industry. Three areas of literature were identified as

being of particular relevance to the research: the review of energy management within

manufacturing is reported in Chapter 3 of the thesis, a review of state-of-the-art waste

energy recovery technology is reported in Chapter 4 and a review of current waste energy

recovery research is reported in Chapter 5.
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The review of energy management within manufacturing has highlighted that energy
considerations can be defined at various manufacturing levels from very detailed turret scale
energy requirements to broad enterprise scale activities. Clearly there is a substantial
amount of work carried out across these different manufacturing levels to improve energy
efficiency. However energy recovery should not be applied at one particular manufacturing
level only. Hence the manufacturing levels defined to address energy consumption issues
become less useful. Waste energy is potentially recoverable from plant level activities, from
individual processes and from actual products as they leave their respective processes (3P
perspective). With these categorisations it is then possible to identify potential sinks for
where the recovered energy can be reutilised. Waste energy is typically suitable to be used
at the same manufacturing level or cascade to a higher level with the exception of the
product level, in which it is generally not feasible to reuse the energy outside of the context
of a process. As such the literature review has identified a gap in the existing approaches for
energy efficiency improvement, just like the proactive and reactive approaches that are
adopted for materials recycling, there was also an opportunity for energy to be considered
via the reactive approach to explore energy recovery, options including tools and
technologies that are capable of harnessing waste energy and reutilising this within a

manufacturing environment.

The review of current waste energy recovery research activities has shown there is an
interest in improving energy efficiency through methods and tools for energy minimisation
management. The literature review covered a broad spectrum of waste energy recovery
research, including recovery from waste heat energy, an energy recovery system for an
electric motor drive system and harvesting energy from vibrations. The review especially
emphasised waste energy recovery from heat, the primary components of energy demand
as industrial heating or heat related treatment accounts for about 72% of industrial energy
use. In recovery from other sources of waste such as vibration, sound and light is difficult to
achieve desired efficiency and therefore less likely to be cost effective, waste heat energy is
of significant value and more likely to recover and benefit manufacturers. There are
numerous waste heat recovery technologies on the market, however because of the lack of
knowledge and informed decision making; industrial waste heat is often not recovered in a
systematic and therefore optimised way. Based on the literature review carried out and a
number of industrial visits performed , the initial research assertion was then redefined,

narrowing down the scope of waste energy to investigate how quantity, quality and
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availability of waste heat energy from a manufacturing process is identified and the most

appropriate technology for recover is determined.

12.3.2 Development of a framework for waste heat energy recovery

In the initial part of the research, it became apparent that there was a wide range of waste
energy recovery consideration within manufacturing industry including various techniques
and tools that need to be identified. From the literature review, it was noted that detailed
procedure to waste heat energy and potential heat energy demand evaluation within
manufacturing facilities is often lacking and research recognises that there may be occasions
where choosing a cost effective heat recovery equipment maybe difficult. Therefore, a
simple but holistic waste heat energy recovery (WHER) framework has been developed. The
WHER framework consists of four steps that aim to define a process for the identification

and matching of waste heat sources and potential sinks within a manufacturing facility.

The firstly step of the WHER framework aimed at the identification of sources and sinks of
waste heat within a manufacturing environment from both the plant and process
perspectives, is carried out using either invasive techniques i.e. thermometers, Resistor
Temperature Detectors (RTDs) and thermistors, as well as non-invasive devices (infrared
thermography). Flow rates are measured using a range of flowmeters and flow sensors can
be used according to the types of media involved i.e. liquid, gas. The output from this survey
often highlights a limited number of opportunities to recover large quantities of waste heat
within a facility using a number of specific parameters such as range and number of heat
sources and sinks; temporal information in terms of time window and time resolution; inlet
and outlet and ambient temperature and the flow rate for the sources and sinks. The data
generated by this survey is used by the subsequent steps in WHER for the quantitative and
qualitative assessment of waste heat and selection of appropriate technologies to recover

this energy.

For the second step of the framework, in order to quantitatively and qualitatively evaluate
waste heat energy in a manufacturing environment, parameters such as temperature,
exergy, temporal availability for sources and sinks selection, carrying medium of waste heat
sources and sinks, spatial availability, and risk of contamination are utilised. Based on the
information obtained from the comparison between waste heat sources and potential uses,
the framework also allows for identification of appropriate methods and technologies to
harness waste heat provided by the knowledge of technology database from extensive

literature survey and waste heat energy survey.
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In the third step of the framework, a pre-selection phase is carried out using media, pressure,
and temperature range to exclude non compatible heat exchanger types listed in the ESDU
database. This is followed by a consideration of cost, volume and area based on the C value
method. This enables a direct comparison between heat exchangers in terms of the heat
duty carried out and the available temperature driving force, which are related to the
process specification. This also provides a structured approach, identifying advantages and
disadvantages of each method and technology, and visually compares many different
solutions to give decision support guidance for complex problems. The results from this step
are carried forward into the decision support stage of the framework, which utilises
environmental and other economic analysis methods to compare between the selected

options to provide the final recommendation.

The last step of the framework provides final recommendations for manufacturers to
identify an appropriate heat exchanger technology to recover waste heat energy. A
computational model is developed to utilise the data generated in the previous steps

together with a cost and benefit analysis to assess the list of feasible technologies.

In addition, the interpretation of obtained information and calculation is also required to
process data and make informed decisions for industries to quickly react. Thus a software

tool is implemented to aid the framework in an accessible way.

12.3.3 Design of a decision support tool for waste heat energy recovery

It may appear that undertaking data analysis and decision making manually is sufficient for
simple problems with small amount of data, i.e. time window of one day and time resolution
of one hour for demonstration purposes. However in a real manufacturing facility,
manufacturers such as energy managers and production engineers may be faced with large
quantity of data captured for many more complex processes and conditions, for example
production time window of one week and resolution of one minute, which can results in a
yield of 10080 sets of temperature, flow rate data for the waste heat sources alone, besides
they are equally large amount of data except more for the waste heat sinks. Therefore it
became apparent that manual process of data is inadequate. In order to analyse the
obtained information and generate useful decision support for the energy managers and
production engineers, a user-friendly, fully automated decision support software tool is

developed to implement the WHER framework.
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The tool is able to control the flow of data such as initial stage of user input, analysis and
computation, data search within the system, data storage, transfer, visualisation to the final
data output. More specifically, the decision support tool is not only able to compare
temporal availability of exergy between sources and sinks of waste heat energy, to obtain a
range of recovery indexes to determine the quality of the match between multiple sources
and sinks, to undertake computational technology selection for optimised energy recovery
and maximised financial payback of implementation; but also able to be used by expert or

non-expert users thanks to its straight-forward user-interface and control system.

It is an interactive software-based system intended to help users compile useful information
from a combination of raw data to identify and solve problems and to provide decision
support. In addition, the implementation of the waste heat energy recovery framework
within a complex manufacturing environment also needs software tool support in order to
deal with the large amount of data required for a range of waste heat sources and sink that
need to be computed. With the improved level of automation higher performance is
achieved by faster problem-solving: users are able to upload captured data into the waste
heat source and sink template generated according to time period and resolution and
choose stream medium identified, a complicated problem can be rectified within minutes;
by generating new insights: the software tool is able to incorporate visualisation techniques
into decision making, not only to rank technology solutions in terms of cost, but also present
top solutions in a radar chart based on a number of parameters including cost, payback
period, CO, reduction, heat transfer area and size of the unit. However the software tool is
currently running with a combination of programing languages. Visual basic for applications
(VBA) within MS Excel is used for generation of waste heat sources and sinks template and
MATLAB is used to undertake exergy and temporal availability analysis to generate source
and sink combinations, to execute C-value method to selection appropriate technology for
each combination, and finally present result in tabular and graphical format back into Excel.
The drawback of this setup is that it may be inconvenient having to use two software
platforms to complete the task. In order to address the issue, future improvement to the
software tool plans to consider the integration of the VBA and MATLAB codes and export
into a standalone decision support tool for waste heat recovery. Another consideration for
improving applicability of the decision support software tool lies upon the scope of
technology database. Limited by the computational algorithm, C-value method is able to
estimate the capital cost for heat exchanger technologies, whereas in real industrial waste

heat recovery applications wider range of technology including heat lift (heat pump),
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absorption refrigerators, or generation of electricity (ORC or heat engines) should also be

included.

12.3.4 Demonstration and validation of framework and software tool

The decision support software tool has been validated to demonstrate that the system
complies with the requirements and performs functions for which it is intended, meeting the
initial needs and expectation of the user (plant’s environmental manager). Two industrial
case studies were carried out to demonstrate the framework for waste heat energy recovery,
and the applicability of the decision support tool developed in the research. The primary
objective of the case studies was to implement the framework for waste heat energy
recovery, as defined in Chapter 8 of the thesis, in a systematic manner in order to support
decision making regarding the selection of the most appropriate heat recovery technology.
The case studies were specifically selected to demonstrate the applicability of the evaluation
and selection methodology in a low temperature, simple process (case study 1) and a

relatively high temperature, more complex manufacturing process (case study 2).

In the first case study, a compressed air system used in a PCB manufacturing process is used
as an example to demonstrate the implementation of the decision support modelling for
heat recovery. In this case study, the objective is to recover waste heat energy from five
compressors to be fed into their plant boiler system in order to supply hot water and plant
heating. The waste heat survey was conducted using two Temperature Data Loggers, inlet
flow rate was measured using standard flow meter, and the outlet flow rate was calculated
theoretically according to the hot water demand in the facility. The time window considered
is one day and the time resolution is one hour. The exergy amount is calculated based on the
inlet and outlet temperature and flowrate of the waste heat source and sink provided by the
survey. As exergy analysis was undertaken, temporal availability calculation was carried out
a chart generated to display the power of waste heat source and sink over 24 hours period
as well as the overlap function. Using the selection criteria and the C value method, three
types of compatible heat exchangers for this case study were identified: Double-pipe, Shell-
and-tube , printed-circuit; and their computed values for relevant parameter are also shown.
In order to enable a comparison of the three selected heat exchanger types, a cost-benefit
analysis was carried out, including the computation of the heat exchanger areas and

volumes, the cost, the payback period and the potential CO, savings.

The second case study was undertaken for a cupola of an engine block casting plant to

demonstrate the applicability of the WHER framework and decision support software tool in
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a high temperature waste heat, multiple heat sinks condition. In this case study, the
objective is to recover waste heat energy from high temperature exhaust gas rejected from
the cupola to be used as an additional source to pre-heat the inlet combustion air and to
maintain temperature level in a holding furnace aside. Although temperature data is
provided by the manufacturer, inlet and outlet flow rate was calculated theoretically
according to the cupola’s stack dimension. The time window considered is one week and the
time resolution is one minute. The computation followed the same procedure undertook in
the first case study, except there were one source and two sinks , resulting in wider
possibility of source and sink combination and technology choices to be considered. In
addition, the comprehensive selection criteria and C value method and subsequent cost-
benefit analysis provided by the software tool underlines the capability for large quantity of
data to be handled and more complex case to be analysed within a manufacturing facility.
Overall, the case studies have sufficiently demonstrated that the framework and software

tool work with real industrial data

Furthermore, both case study shows the complexities associated with acquiring accurate
exergy information required for the implementation of the software tool. This emphasises

the importance of the following issues:

i.  The importance of implementation of advanced temperature and flow rate
monitoring systems to collect actual data for waste heat source and sink,

ii.  The demand for integrating the software tool with other existing technology
database for more up-to-date data analysis as the validation of the software tool
highlighted some of the inherent problems in the system particularly that the
data for heat exchanger costing was out-dated since the database published in
1992,

iii. Finally, the requirements for careful design and customisation of such decision
support tool tailored to the specific requirements of various potential users
within a manufacturing application. There were three scenarios where using this
software tool can be beneficial, ranging from the recovery of waste heat energy
within an existing manufacturing plant, implementation of waste heat recovery
within a reconfigurable manufacturing system and at the process design stage of
a manufacturing system with waste heat recovery consideration. However case
studies used to validate the applicability of the software tool were only able to

test and prove it beneficial with first scenario. In order to gain different
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perspectives of the software tool, a wider range of case studies should be used.
Additional case studies may come from manufacturers with the need to
reconfigure its production capacity and functionality in response to market and
system change or process designers where waste heat energy recovery is

considered as part of a holistic design process.

12.3.5 The vision for the future of waste heat energy recovery systems

Future work should focus on improving the system and addressing the drawbacks
highlighted by testing. The main improvement required is to the method for obtaining
capital cost estimates as the accuracy of cost factor methods employed maybe subjective,
particularly considering that various sources were used for each of the technologies. In order
to improve this, significant input will be required from current manufacturers of these
technologies. However, this is a difficult task given the wide range of technologies featured
in the system, but it would considerably improve the validity of the economic results of the

system, which in turn would considerably improve the system overall.

Beyond the scope of the current research, there are two additional scenarios where this

decision support tool could be utilised to improve overall plant energy efficiency:

o Implementing waste heat recovery within a reconfigurable factory;
e Improving process design within a manufacturing system with waste heat recovery
consideration.

A reconfigurable manufacturing system is designed at the outset for rapid change in its
structure and location, as well as its hardware components. The flexibility is required in
order to quickly reconfigure its production capacity and functionality within a manufacturing
plant in rapid response to market and system changes. Hence, for each configuration the
guantity, quality and availability of waste heat energy may be different. In this setup, the
waste heat energy recovery system needs to be applied periodically in order to track system
performance and make informed decisions accordingly. In addition, the selection of heat

recovery technology is also required to be more flexible and adaptable to reconfigurations.

Another scenario where the waste heat energy recovery system may be useful is at the
design stage, where processes are to be planned and implemented in order to meet
specifications. The system can be considered as part of holistic design process, through
matching of potential waste heat sources and sinks, and designation of floor space to host

heat recovery technology. However, potential unforeseen problems may arise at the process
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design stage where data on inlet and outlet temperature, pressure drop, flowrate,
contamination, and other associated parameters is not available and prediction or expert
knowledge is required. These problems may be overcome by the dynamic nature of the
software tool which allows for iterative use with defined parameters to obtain the most

suitable waste heat recovery recommendation to serve as a guideline for process designers.
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Chapter 13 Conclusions and Further Work

13.1 Introduction

This chapter identifies the major conclusions drawn from the author’s research, and

proposes possible avenues for further extension of this work.

13.2 Conclusions

The conclusions drawn from this research are as follows:

The research has clearly highlighted the importance of improvement of energy
efficiency within manufacturing environment due to commonly raised
environmental impact associated with energy production and the rising cost of fuel.
The research has also identified that for many applications, the most cost effective
solution (with short payback times) for improvement in plant energy efficiency is the
use of recovered energy.

The research has identified that thermal treatment processes require a large
percentage of energy demand in the manufacturing industry. In order to address the
inevitable thermal energy losses within these processes the research question “How
do we identify the quantity, quality and availability of waste heat from a
manufacturing process, and determine the maximum potential and selection of the
most appropriate technology for recovery of this energy?” was formed.

The survey of current research on industrial energy management has shown that it
can be defined at different manufacturing levels from the very detailed turret level,
looking at energy management of physical processes, up to the more broad
enterprise level, which focusses on, for example, supply chains, product networks,
R&D, product distribution. There are also some studies that have been carried out
from different perspective, such as the Embodied Product Energy Framework which
have focused on decreasing energy per product by minimising non-productive
energy. However, very little literature is found on regarding management of waste
energy, which indicates a distinct lack of energy recovery approaches for industry.
The review of state-of-the-art energy recovery technology has shown a variety of
methods and technologies for recovering waste energy and such range of
technology include thermoelectric, heat exchangers, thermodynamic cycles, and

heat pumps. The review has established that despite the variation in technology, the
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vi.

Vii.

aim is to collect and reuse or recycle waste energy arising from processes that would
otherwise be lost. Recovered waste energy is typically suitable to be used at the
same manufacturing level or cascade to a level above, with the exception of the
product level, in which it is generally not feasible to reuse the energy outside of the
context of a process.

The review of current waste energy recovery research has identified that recovering
and reutilisation waste heat energy could be one of the greatest efforts towards a
sustainable future. The review has examined currently existing waste heat recovery
research and established that numerous research activities have sought to improve
energy efficiency through methods and tools for energy minimisation management,
however limited research has been reported on assessing the appropriateness of a
specific technology for a particular industrial application, although a number of
researchers have identified suitability of technologies for waste energy recovery and
methods for assessing their environmental benefits and payback time.

The consideration of current applications of waste energy recovery in this research
has indicated that waste energy recovery is an area of broad aspects, including
waste mechanical, light, sound, and chemical energy which are generally of
insignificant value compared to waste heat. Waste heat energy is more likely to be
recoverable and benefit manufacturers whilst other type of energy recovery may be
difficult and less likely to be cost effective. Hence this research has introduced waste
heat energy recovery, narrowing down the initial research scope to specifically
target the capture and reuse of thermal energy. Further review of the topic
identified the lack of knowledge in understanding the quantity and quality of waste
heat energy, and thus existing waste heat energy is not necessarily recovered in a
systematic and optimised way. The research has presented a methodical approach
to investigate how quantity, quality and availability of waste heat energy are
identified and the most appropriate technology for recovery is determined from a
manufacturing plant and processes viewpoint.

The research has underlined the shortcomings associated with existing approaches
to waste heat energy recovery, thus the requirement for a structured method to
understand the amount of recoverable waste heat energy within respective
processes and to provide decision support to choose the most suitable heat
recovery technology. The waste heat energy recovery framework created as the

core part of this research provides capabilities such as a systematic method for
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viii.

collecting energy data through theoretical estimation and/or empirical
measurement or through existing and relevant databases; assessment of waste heat
quantity and quality and availability using a combination of exergy analysis and
temporal availability method; use of heat exchanger selection methodology to
generate a number of feasible heat exchanger options and finally; a dashboard style
report is generated to evaluate the impact of decisions provided including annual
CO, reduction, capital cost and payback period.

The research has found that, due to the complexity of the quantitative evaluation of
waste heat and the considerations of available technologies, in order for the
decision making process to be fully suitable for use by industrial members, there was
clearly a need for a software tool. The waste heat energy recovery decision support
tool produced fulfils this demand through a user-friendly interface (waste heat
source and sink template generation and dashboard style report etc.), large capacity
of technology database (technology parameters, surface area, estimated volume,
cost factor etc.), intelligent data analysis and computation (exergy and temporal
availability calculation, heat exchanger selection and costing procedure etc.) and
finally recommended technology for the particular process investigated.

The case studies described in this thesis have effectively demonstrated the
applicability of the research concepts. These case studies have also shown the
requirements for a significant amount of technology data to be able to develop
effective decision support for a wide range of potential users (process designers,
manufacturers for reconfigurable plant, existing plant environmental managers etc.).
This on one hand is indicative of the time and effort required to develop a
customised decision support tool tailored to the specific requirements of a
manufacturing facility, but on the other hand has clearly highlighted waste heat
energy recovery potential that can be exploited through exergy and temporal
availability analysis of waste heat availability and demand in a manufacturing facility,
identification of suitable waste heat source and sink combinations and
implementation of suitable technology accordingly.

The fundamental conclusion drawn from this research is that investments in process
energy efficiency alone are insufficient, in the short term, to deal with the rapid rise
in energy demand, thus waste heat energy recovery with a systematic approach
within manufacturing industry is of high importance for a sustainable energy

strategy.
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13.3 Future work

The author recognises the following areas of work as the most valuable extensions of the

current research.

13.3.1 Further Improvement of the Waste Heat Survey

This research has developed a systematic approach to address the issues of how much heat
energy goes to waste in terms of quantity and quality, whether waste heat energy can be
efficiently recovered with the provision of cold side heat sinks, association of waste heat
availability and demand and what technologies are suitable to use. This approach can help

to ensure decision support is provided to expert or non-expert users.

In addition, there are still a wider range of improvements to be considered such as the
requirement of a systematic approach for carrying out the initial waste heat survey. The
survey should be carried out as an integral part of the energy audit of the plant, consisting of
a systematic study of the sources of waste heat in the plant and of the opportunities for its
use. Empirical measurement remains as the most regarded method of obtaining accurate
data, and adequate instrumentation should be installed for accurate metering and
monitoring including either invasive (temperature sensors, flow meters etc.) and non-
invasive (infrared thermography). The acquired data should also be stored and used for

conducting cost-benefit analysis at later stage.

13.3.2 Further Development of the Framework and Decision Support Tool

The issue addressed in this research with regard to waste heat energy recovery are not
unique to manufacturing industry only. It is believed that the framework for waste heat
energy recovery provides a systematic approach for exploring and evaluating these issues,
and could be applied to other industrial disciplines. In particular, other alternative
applications, such as oil industry, energy production, food and drink processing, face similar
challenges to waste heat losses as they aim to improve energy efficiency of their processes.
As well as the general framework for waste heat energy recovery, it is believed that the
decision support software tool could further be developed to support wider range of
technology selection with broader industrial applications. In addition to the current
capability, further improvement of functionality of the decision support software tool could
be facilitated by interactive scenario planning (changes to parameter are fed back to the
users in real time) and better graphical presentation (use of graphical charts for better

visualisation).

168



13.3.3 Enhancement of the Technology Database

In this work, only the best available (according to constraints in the system scope) were
considered for selection due to time constraints of the project. However, future iterations of
the system should include other heat recovery technologies such as absorption heat pumps,
thermal vapour recompression and specialist heat exchangers (scraped surface, for example),
all of which can provide useful solutions in certain circumstances. The existing technology
databases are still limited in the range and the detail of the technology information on
operational criteria such as allowable pressure drop, resistance to corrosion, cost of
maintenance, and impact on energy use. In addition, different technology types have
specific criteria for selection, for example a shell-and-tube heat exchanger may require
different heat recovery mechanism and input/output media compared to an Organic
Rankine Cycle (ORC) engine. This makes the tabulation of the comprehensive technology
database challenging where such data cannot be obtained from existing databases or
literature. Therefore further research is needed to develop an understanding of the various
equipment parameters (technology types and condition) and selection procedure though
which a holistic and detailed database can be established. The provision of such a database
would augment the existing understanding of potential method for recovery of waste heat
energy and their suitable applications. The author appreciates that the establishment of
such database are beyond the means and capabilities of any single organisation, thus

highlighting the importance of collaborative efforts nationally and internationally.

13.3.4 The Development of an Accessible and Comprehensive Decision Support
Tool
The decision support tool developed in this research was designed primarily to demonstrate
applicability of the waste heat energy recovery framework. The development of an industrial
based decision support tool requires substantial computation and software competency.
The improvement on software implementation is required not only to simplify the use of this
tool for a range of potential users within manufacturing applications, but to also data
handling and integration via modules developed using programming language such as
MATLAB. In order to achieve better accessibility and ease of use, the author has planned to
develop a standalone software application without the need for MATLAB software to be
installed, so that the tool can be used as a normal executional application that can run on

any computer operating system, as well as smart electronic devices.
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13.3.5 Consideration of Additional Case Studies to Optimise the Decision Support
Tool
The research has not been able to conduct a wide range of case studies and some of the
data used to produce decisions is result of scientific simulation and assumption. It is believed
that in order for the software tool to be market ready, extensive testing should be using case
studies across wider range of industrial facilities and processes. Despite the common use of
heat exchanger technology in this research, other types of technology still remain an
important position, the author believed that substantial effort could be made to test the
software tool with other technology options, such as the Organic Rankine Cycle, heat pump
etc. industrial collaboration is key to the success of software tool testing, it is thus suggested
that early access of software tool could be made to organisations that interested in using the

software tool for their heat energy recovery projects whilst testing is carried out.
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ABSTRACT

In the UK, 25% of final energy consumption is attributed to
the industrial sector (DECC, 2013) which also accounts for one
third of the electricity consumption, However it is estimated
that between 20 to 50 percent of industrial energy consumption
15 ultimately wasted as heat (Johnson et al, 2008). Unlike
material waste that is clearly visible. waste heat can be difficult
to identify and evaluate both in terms of quantity and quality.
Hence by being able to understand the availability of waste
heat, and the ability to recover it, there is an opportunity to
reduce energy costs and associated environmental impacts. This
research describes the design of a novel framework that aids
manufacturers in making decisions regarding the most suitable
solution to recover Waste Heat Energy (WHE) from their
activities. The framework consists of four major sections: 1)
survey of waste heat sources in a facility; 2) assessment of
waste heat quantity and quality; 3) selection of appropriate
technology: 4) decision making and recommendations. In order
to support the implementation of the framework within the

manufacturing industry, an  associated software tool is
discussed.
1. INTRODUCTION

In the 21* Century, fossil fuels remain a dominant
component of the global energy grid. Therefore the depletion of
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these natural resources and increased environmental damage
still plagues governments, industry and the public. Coupled
with the growing energy demand with emerging economies,
such as China and India, it is projected that worldwide energy
consumption is to increase by more than 40 percent by 2035
(Chevron, 2014). Taking all new technology developments and
policies into account, the world is still failing to put the global
energy system onto a more sustainable path, currently with over
80% of the global primary energy demand is met by fossil based
fuels (figure 1) (IEA, 2014). The problem is confronted by
increased population, development of ‘comfortable countries’
and industrial development based on economic drivers which
relegates energy to a minor consideration. New  policy
development, the introduction of economic incentives, wide
spread publication of environmental concems has been
ineffective on large scale,

For the manufacturing industry, a reduction in activity is
not an ideal solution as manufacturing activities are typically
driven by production and sale business models (Spring, 2013)
and would thus impact profitability, the primary objective of
businesses. A large number of research programmes have
sought to improve energy efficiency, but have not been hugely

successful at achieving radical reductions on overall
consumption due to difficulties in  implementing new
technologies and operational procedures in  companies,
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especially where the renewal of equipment happens only over
long timescales. In general, it is difficult to justify the time,
expenditure and effort to implement energy efficiency
improvements in light of the financial and energy gains
achievable. The third option, recovery of waste energy, has not
been studied extensively in research due to the perceived low
return in energy saving in comparison to the required effort and
expenditure to implement such solutions. Energy recovery as an
energy efficiency approach is consequently under-developed
and forms the focus of this research.
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FIGURE 1 WORLD PRIMARY ENERGY DEMAND, SOURCE:
1EA, 2014

The aim of this paper is to provide an overview of a novel
framework which offers a systematic approach to evaluate the
potential waste heat energy (WHE) available in a manufacturing
plant and consequently determine the proportion of this WHE
that is suitable for recovery. The originality of this research is
that it is the first attempt to provide a systematic framework for
understanding the WHE available within a manufacturing
environment and that provides decision support in terms of
identifying suitable energy recovery technologies for individual
scenarios. The framework thus identifies suitable technologies
and applications for the reutilisation of this WHE with the
objective of improving overall energy efficiency. This paper
begins with a review of literature to provide a background
understanding of the current research in improving overall plant
level energy efficiency and establishes the lack of structure in
the understanding of WHE available within manufacturing
businesses and suitable applications of this energy. The review
is followed by a detailed description of the framework and uses
a synthesised case study to demonstrate detailed functionality of
it. The paper concludes with a discussion of the applicability of
the framework for use in an industrial environment and a
description of proposed future work.

2. LITERATURE REVIEW

Energy efficiency is a general term that does not define a
particular set of actions or equipment and so can be misleading
if used in isolation. To address this, and to provide some
structure to research carried out in this field, a number of levels
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within a manufacturing enterprise have been identified and
defined (Vijayaraghavan & Dornfeld, 2010). In manufacturing,
energy using activities generally fall under five levels ranging
from the detailed turret scale energy requirements to the broad
enterprise scale activities (figure 2), and are useful for
describing different energy requirements across the various
manufacturing activities.
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= Facility
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= "
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i Cell maintenance, supply
E: of materials...
g -~
= Machine Operation, cool

lighting...
dene;

frictional

losses...

=

Turret

m-Seconds Seconds Hours Days
Temporal Decision Scale
FIGURE 2 ENERGY CONSIDERATIONS AT THE VARIOUS
MANUFACTURING LEVELS (ADAPTED FROM

VIJAYARAGHAVAN & DORNFELD (2010)

Based on these five levels, there has been a significant
amount of research carried out to improve energy efficiency of
a wide range of manufacturing activities. At the enterprise level,
Kara & Ibbotson (2011} identified that supplier location was a
major factor that can increase overall energy requirements for
the raw materials, thus by selecting local rather than
international suppliers avoids use of energy intensive transport.
At the facility level, investment of capital in energy-saving
equipment such as insulation and waste-heat recovery could
reduce overall energy demand with little or no effect on product
quality (Despeisse, et al., 2012), At the machine cell level, most
of the work involves process planning for improved energy
performance. For example, Tan et al. (2006) combined
manufacturing process planning and environmental impact
assessments using check list analysis and suggested an optimal
decision making algorithm for new components that involves
energy consumption as part of the sustainable development
evaluation. At the machine level of manufacturing, Dahmus and
Gutowski (2004) reported that machine tools with increasing
levels of automation have higher basic energy consumptions
which result from the amount of additional integrated machine
components. For example CNC machines carry a number of key
components such as pumps, hydraulic systems, and numerical
control systems which dominate the energy consumption of the
process. Turret level of the manufacturing system represents the
actual material transformation process and is typically studied
based on theoretical analysis such as in the work of Sarwar et
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al. (2009) who carried out a detailed analysis on the specific
energy consumption of bandsawing different work piece
materials, Rajemi et al. (2010) have looked at the minimal
energy requited for turning and the optimal condtions for
machining a product and finally Euzman (1990) have carried
out an energy evaluation of the cold forming process.

Clearly thete is a substantial amount of work carried out
across these different marufacturing levels to itmprove energy
efficiency. However energy recovery should not be applied at
cne patticular manufacturing level only. WHE is potentially
recoverable from facility level activates, from indiwidual
processes and from actwal products as they leave their
respective processes. Here the manufactuning levels described
by Vijayaraghavan and Dornfeld (2010) and used by so tmany to
address etiergy consumption issues, become less useful. Instead
it iz ugeful to adopt another set of terminologies defined by
Eahimifard et a. (2010) called the 3F perspective which
describes energy modelling techniques which use either the
Tlant, Process or Product as the central perspective. As well as
energy modelling, these three perspectives can be used to define
potential sources of WHE and are useful for identifying
possible waste heat flows within a manufacturing facility (fgure
3). WHE available from plant level activities might include flue
gases from boiler systems, heat generated by air compressors,
or heat from lighting, all of which can be either concentrated or
disperse. WHE available from process level activities includes
sources such as heat from pumps, ceoling fluids and exhaust
gases, conduction and convection from hot castings (e.g
furnace). Finally WHE from products will typically be in the
form of heat emanating from hot bodies (e.g. cooling cast or
kilned parts).

With these categorizations it is then possible to identify
potential sinks for where the waste heat can be reutilized. As

shown in figure 3, WHE is typically suitable to be used at the
same matufacturing level or cascade to a level above, with the
exception of the product level, in which it is generally not
feasible to reuse the energy outside of the context of a process.

Various published articles of etiergy recovery research in
the categories of plant, process and product have been found
which include development and application of new
technologies. Khattak et al. (2014) undertook a case study into
the use of waste heat from an engine machining line within an
autemetive factory to supplement the factory heating systetn
whilst Bisio (1997) reported in their study of energy recovery
potential of molten slag from a blast furnace, that a significant
amount of energy can be recovered to produce either steamn or
heated air which can then be reutilised in the same blast
furnace. In this way the recovered energy is supplied to match
demand without having to be transported over long distances.
Bell (2008) has presented wotk in the field of wasts heat energy
recovery with thermoelectric systems whose combination of
thermal, electrical, and semiconducting properties allows them
to be used either to convert waste heat inte electricity or
electrical power into cooling and heating.

Clearly there are a number of pieces of research which
have developed technologies and applications for the recovery
of waste heat within manufacturing and other environments, but
these have been done as isolated pieces of work, without taking
inte account the manufacturing system within which the WHE iz
generated. In thiz respect, it is hypothesized that providing a
structured frameworlk within which one can measure, define and
understand available WHE, and that can identify suitable
applications for the use of recovered WHE in the context of
available supporting technologies, could reveal additional
financial and etvironmental benefit for manufacturers.

Recovered
heat energy

Waste heat
generated

L
WHE pgtentia\
. for storage

oy e

_______ Reuse within
same activity

FIGURE 3 PLANT, FROCESS AND PRODUCT PERSPECT IVE FOR WHE RECOVERY
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3. WASTE HEAT
FRAMEWORK
The literature survey of this research highlighted a lack of
structure around the understanding of available WHE which
limits the success of the application of heat recovery techniques.
The framework presented in this paper has been developed to
provide a systematic approach to evaluate and recover this heat
energy and to identify optimised uses based on a range of
suitable energy recovery technologies. The novelty of such
framework is that it is an initial endeavour to enable
manufacturers to methodically understand the amount of
recoverable WHE within their manufacturing environment and
to provide decision support to choose the most suitable energy

recovery technologies for respective scenarios.

The structure of the framework is such that information
gathered from a survey is processed and compared with a
technology database to provide suitable options for WHE
recovery. As shown in Figure 4, the framework consists of four
main stages: collection of data; processing using predefined
quantitative and qualitative defined terms, comparison of key
parameters from a database of available technologies; and
utilisation of a decision making algorithm to provide a number
of options for waste heat recovery based on cost and
environmental benefit analysis. The four waste heat recovery
framework stages are:

Stage 1: Survey of waste heat sources in facility

Stage 2: Assessment of waste heat quantity and quality

Stage 3: Selection of appropriate technology

Stage 4: Decision making and recommendations

Although these stages define a generalised flow of
mformation with which to follow to analyse the recovery
potential of WHE from any industry, this research is concerned
with overall energy efficiency within manufacturing facilities.
The following sections hence deseribe in detail the four stages
of the framework with respect to the information flow required
to inform investment decisions within manufacturing business.

ENERGY RECOVERY

3.1 Stage 1: Survey of waste heat sources in facility

Undertaking a waste heat survey is the first stage in the
WHE Recovery Framework. This stage provides a detailed
description of how identification of waste heat sources within a
manufacturing environment from the Plant, Process and Product
perspectives s undertaken. In  general, there are three
approaches to which data collection for the survey of waste heat
sources can be carried out by the energy or environmental
manager of a particular facility. These approaches consist of
empirical measurement, data acquisition from equipment
manufacturers’ specification or factory’s existing database and
theoretical  calculation, and among which  empirical
measurement approach should always be prioritised. A facility-
wide energy audit or useful data may already exist as part of an
increased level of automation and monitoring by manufacturers.
In the absence of a database or insufficient information,
experimental measurement is recommended eg. utilising a
combination of thermocouple or infrared camera. In addition,
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data acquisition can be achieved by referencing a database from
supplier data sheets or published research studies of the process
equipment. Theoretical calculation also provides a useful tool
when database or empirical measurement is not suitable,
provided that the assumptions made be as close to the real
scenario as possible. However, due to the demand in time and
effort, and errors the approach may potentially introduce, this is
the least preferable approach to generate data. These methods
can not only be used to identify the hotspots of WHE sources
but also to evaluate and visualise the amount of WHE in a
manufacturing facility. Data acquired from this step can be both
numerical and descriptive which is then fed into the next stage
of the framework for conversion and categorisation into
standardised descriptors that can be interpreted by a decision
making algorithm,

32 Stage 2: Assessment of waste heat quantity and

quality

The applicability of this stage is that the acquired data can
be used for assessment and analysis by the following stages of
the framework in a structured way to quantify and qualify the
WHE sources in a facility. Investigation of the waste heat
generated within a plant is able to reveal some potential
opportunities from generic and sector-specific manufacturing
processes. This research defines a number of gquantitative and
qualitative descriptors to be assigned to each of these
opportunities with the aim of assessing their recoverability in
the context of the plant, process and product perspectives and
using best suitable recovery techmiques. In order to
quantitatively evaluate the heat source in a manufacturing
environment, a number of key parameters must be defined to
provide essential data for carrying out calculations using
mathematical modelling  techniques. The quantitative
descriptors established in this framework include temperature
(or temperature difference between waste heat source and sink),
useful energy content (or exergy) content and temporal
availability of the WHE sources, Unlike quantitative evaluation
(use of numbers), qualitative evaluation is a more subjective
approach which uses very different methods of processing
information, the parameters defined in the framework are
carrying medium of WHE sources, accessibility and potential
risk of contamination. Using a combination of qualitative and
quantitative descriptors of the available WHE enables targeted
evaluation and ensures more effective matching of potential
heat recovery solutions with the available sources.

33 Stage 3: Selection of appropriate technology

The objective of this framework is to understand the
potential recoverability of WHE and this will unvaryingly
involve the use of heat transfer mechanism (technology). The
types of which will depend on the specific properties of waste
heat source, such as the temperature or temperature difference
between the source and sink, waste heat camier form,
contaminant of the exhaust stream. as well as the nature of the
desired end-use for recovered heat.
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Stage 1

=l =TT

EP-EH\‘:—H‘-— T} + EM.I'-.

Stage 2

Stage 3

Stage 4

FIGURE 4 OVERVIEW 0F THE WHE RECOVERY FRAMEWORE

It & esserthl to defirne the selection criteria for the
availabl heat recomeny technolsgies which coksist of for
fimdamentsl properties . These election criteria ate heat tranefer
e chanian, meddnn of waste beat carrier  sime of the o quipmert
ard operating termpershme range. Wiath the defined properties of
WHE and heat recowery tecknology, matching and corip arison
canbe carried ot The pampose is to use Tesalts from the wacte
heat quardity and quality assesavert to fiter dowr the range
ard romvher of teckmology options from the database Teated
based on the emsting hieat Tecowery research atd technology
from a lkerstmwe surwey. This process yields s madnomrn of
three feasible tecdhmology sobitions which score sindlar i the
commparicon of oiteris. The opot resube of this stagze can he
usefial o the et stage of the fraovework, which carmies oo
SR obtherital ) economic akd socialbenefit anabreis metho ds to
firther corrpare bebaeen the celected tecknology sobitions to
ampport decision makiiig. Despie the variation oo tecdnology
the objective iz iderdical, whid iz the collection and
rentilication of Tecoverable WHE fromm sy process that would
othwrarice be lost. The process might be nbwrent to 4 factory
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tildihg, such as space heatg, afr conditioning and wentlation,
or cold be camied oot 4z Apportive mavedfscowiig activiby,
siuch as the uce of corrpressed afr systern, ovens of fimnace etc.
WHE rec overy cab be bereficial to reduce eherzy ©opnmnption,
of the process feelf, or prowvide ansefinl energy source for other
parposes, thne mvproving the owerall energy effic isncy withia
the factory.

34 Stage 4: Dedsion maling amd rec omon endatio e

B iz to the ferest of 4ll marerfachmers to evrabiste the
impact of ther decisions and therefore a fmancial analeeic is
perforred and mesame s ave optitice d for e ther ermdromivertsal
of ecohomnic poterdial. B the fihenckl anabesis both the
arrmaliced ret financial benef it and overall payback period are
caloulated. For amall scale WHE reconvrery techin bz warith, loar
capital cost, 2 rongh estinate of the ecororhic rebmn shoald be
arfficient to sty doe et while for lager WHE recowery
oysteme with e grated comporerts where there & 1 high
capital cost, a full appraical shomld be carried o, By addition,
the Dhplamertation of ermdrovatertal and cocial irpact stabyeeic
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such as the overall reduction in CO2 emission based on the fuel
that is displaced to each of the feasible technology options and
comparisons are undertaken to provide an optimised final
solution for manufacturers.

4 CASE STUDY

A case study example of an installed air compressor is
analysed using the waste heat energy recovery framework
described in this paper. This case study is undertaken to
demonstrate the applicability of the framework to a simulated
installation of a plant level energy demand.

An air-cooled  300(635)l/s(cfm), 160kW  capacity
compressor is installed to provide compressed air 24 hours a
day and 365 days a year for a manufacturing plant in order to
support its activities. It has been suggested by the energy
manager of the plant that the heat produced by the compressor
could be harmessed and utilised for a useful purpose within the
plant.

Stage 1: Survey of waste heat sources in facility

By consulting the air compressor manufacturer and
carrying out an onsite WHE sources survey, the cooling air
mass flow at 10°C is 4.5kg/s based on cooling air flow of
3.6m%s and air density of 1.25kg/m> measured inlet and outlet
temperatures are 10°C and 38°C respectively. Therefore,
theoretical heat available from compressor is 125kW. Since the
compressor is constantly working throughout the year, the
temporal availability is 1. It is known from the survey that the
heat is generated in the surrounding air but is mainly
concentrated around the compressor pump.

Stage 2: Assessment of waste heat quantity and quality

The data from the survey in stage | is reformatted into the
quantitative and qualitative descriptors defined in the
framework. (Table 1)

TABLE 1 INFORMATION ACQUISITION AND

REFORMATION
Quantitative Qualitative
Descriptor Value Descriptor | A t

Temperature 28 Spatial From
difference. °C availability single outlet
Temporal 1 Contaminant None
Availability
Exergy 3600 | Heat Carrier Air
content, GJ

Stage 3: Selection of appropriate technology

There are a number of potential technologies that can be
utilised to harness the WHE in this case study constrained by
the conditions given. Since the temperature difference between
inlet and outlet of the waste heat carrier is only 28°C and the
availability of WHE is constant, a number of approaches are
suggested. Hot air can be recovered with a fully integrated

control system to directly supply into a factory area or used to
preheat air for combustion (figure 5a). Plate heat exchangers
can be utilised to recover WHE from air or water-cooled
machines, creating a closed circuit to avoid contamination and
fouling of the compressor cooling system (figure 5b). The
approach undertaken is likely to depend upon spatial
availability and the particular requirements for space heating in
individual building,

(a) Summer vent
Ductwork Space
| 3 Heating
— |-
[ ) Compressor
(b) Heat Hot water
Exchanger [ supplyor
- heating
Compressor

FIGURE 5: (A) SCHEMATIC OF ATYPICAL AIR-COOLED
COMPRESSOR WITH DIRECT HEAT RECOVERY; (B) USING
A HEAT EXCHANGER TO RECOVER WHE

The simple approach that redirects heat into the factory
space and let space heating controls respond to this input can
however cause overheating for more environmentally-sensitive
manufacturing activities. In which case, integrated hot air
recovery systems should be considered to avoid overheating
and maximise savings.

Stage 4: Decision making and recommendations

It is also established that a large nearby workshop area
requires space heating for half the year, currently heated by an
onsite gas-fired boiler. Boiler efficiency is estimated at 75% and
the current cost for gas is 0.6p/kW (DECC, 2014). The
workshop area is heated for 10 hours per day for five days of
the week. and 5 hours on Sunday before the Monday shift start.
A quote from the compressor supplier to install the necessary
ductwork for transport of hot air to nearby workshop is £2,500
The payback period for such an installation is calculated in
table 2. In addition to the financial benefit, installing a suitable
heat recovery system also provides wider environmental
benefits. Saving energy can produce substantial reduction in
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CO2 emissions a atmosphere and it iz estimated that buring
natral gas emits 0.21 kg COZ/KWh (Grant & Clarke, 20100

TABLE 2 WORKED EXAMPLE OF AN AIR COMPRESSOR

FOR HEAT RECOVERY
Entries Working Results
Average heat that can - 125 kW
he utilised
Hours per year where | (50h +5h) = 24 | 1,320 hivr
waste heat can heused | weeks/yr
Annual energy saved 125 KW = 1,320 | 165,000
hiyr KW hiwr
Gross cost of fuel saved | £0.006/Wh /755, | £0.008/
LWh
Annual fud cost saving | 165,000 kWhfyr = | £1,320/yr
£0.008/ Wh
Lapital cost 5 £2,500
Payhack period £2,500/ £1,320 1.9 yrs
CO reduction 165,000 EWhiyr = | 35 tonnes
0.21 kg COFKWh | 00 fyr

5 DISCUSSIONAND CONCLUSIONS

The framework presented in this paper is developed to be
useful and adaptable for all sectors, to enable the analyas of
available WHE and to identify and assess potentid energy
recovery technologies. The novelty of such framework lies in an
ahility to provide a systematic approach to some of the energy
recovery activities already being utilised within industry and it
is therefore proposed that by applying this framework, the
enhancement of overall energy efficiency improvement using
energy recovery technologies can be achieved.

The framework has been developed with the manufacturing
industry as the target implementer and hence the defined

descriptors used are more aligned to the needs of manufacturers
over other potential users (eg domestic users, service sectors)
However in order for the framework to be fully suitable for use
by industry members, there iz a need for the development of
accompanying software tools. Such a programme should
include a user-Friendly interface of data input module, a quality
and quantity assessment module in comjunction wath a
technology database, a cost-benefit analysis to support dedsion
making algorithm and finadly a dashboard type output module
which enahles data wvisnalization and better decision and
investment justification (figure ).

In this paper it has been identified that there is an
opportunity for creating a structure around which waste heat
energy sources are analysed and considered in terms of
implementing energy recovery technologies. & four stage
framework has been proposed to provide this structure which
can be implemented within any manufactunng site to highlight a
number of the most heneficial recovery opportumties. The
paper also provides a decision model for waste heat energy
recovery based on a range of parameters such as temporal
requirement, temperature, Jow rate, pressure and input medium
in addition to physical locdity and accesability. The described
dectston support software makes the link between available
waste heat energy, potentid use options and the most
appropriate technologies to support energy recovery. Benefitato
dustry include streamlined 1mplementation of optirised
etlergy recovery technologies, tinimising payback times and
improving plant energy efficiency with minimal disruption to
existing processes and operation procedures are illustrated
usng acase study of an industrial scale alr compressor, which
demonstrates the ease of use of the framework and the output
which can be expected from its implementation, and the scope
of the application of the framework has been discussed.

Quality and Quantity Assessment

Data Entry|

\Waste Heat Reoowery System

Results and output

B

FIGURE 6 OVERVIEW OF THE 50FTWARE TOOL
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One third of energy consmption is aftributable to the industrial sector, with as much as half ultitately wasted as heat. Censequently, research has
foruzed on techvologies for harvesting thiz waste heat energy, however, the adoption of such technologies can be costly with lobg payback time. &
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availability, alobg with economic and evvirohmental benefits of avalable heat exchanger technelogies to propoge a streamlined and optimized heat
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demeotstrated in the included case study.

Energy efficiency; Enviromment; Sustainable Development

Substantial improvement in plant evergy efficlency together with reduction in the payback time for heat recovery has been

1. lotreduction

Energy security is of significant concern for governments,
industry and the public because of the increasing level of
consutmption, depletion of resources and its known contribution
to clitnate change. Glohal energy demnand is expected to increase
by 50% in 2040 compared to today's levels [1]. Of this enerpy
consatmption, the manufacturing sector is particularly important
since it is directly and indirectly responsible for one-third of
global enerpyuse [2]. Industrial heating or heat related treatment
is one of the largest components of enerpy demand, and in the UK,
accounts for about 72% of industrial energy use as depicted in
Fig 1 [3]. Ofthis demand two-thirds can be attributed to low and
high temperature processes [4].

Rising costs of energy along with severe targets for the
reduction of preenhouse gas emnissions have led to an impetus
towards efficiency itnprovements in industry. ln the short to
medium term, the reduction in primary energy demand is
reported to he more cost-effective than implemmentation of
renewahle energy technologies [5]

Consequently numerous research activities have sought to
itmprove enerpy efficiency through methods and tools for enerpy
minitmisation management [6], [7]. Limited research has heen
reported on  assessing the appropriateness of a  specific
technology for a particular industrial application, although a
mumber of researchers have identified suitahility of technologies
for waste energy recovery [8] and methods for assessing their
environmental henefits and payback time [5], [9]. [10]. In
particular, waste heat may he used for heat pumps [11], or
absorption refrigerators, [12]. Moreover, waste heat mmay he
converted into electricity [10].

This paper presents a framework and an associated decision
support tool specifically focused on waste heat recovery as an
input to processes where heat is required within the same facility.

2. Decision suppertteol for waste heat energy recovery

The WHER frammework consists of four steps that aitn to definea
process for the identification and matching of waste heat sources

and potential sinks within a manufacturing facility as shown in
Fig. 2 and described below:

2.1 Step 1: Weste heat surveyw

Waste heat survey, aimed at the identification of sources and
sinks of waste heat within a manufacturing environment from
hoth the plant and process perspectives, is carried out using
either inwvasive technigues (e thermometers, Hesistor
Temperature Detectors (RTDs) and theristors, as well as non-
invasive devices [infrared thermography). Flow rates are
tneasured using a range of flowmeters and flow sensors can he
used according to the types of media involved (see Fig. 3). The
output from this survey often highliphts a limited oumber of
opportunities to recover large quantities of waste heat within a
facility using a tmmber of specific parameters such as:

+ Range and number of heat sources and sinks

+ Tempaoral information in terms of time window (hour, day or
week) and time resolution (seconds, minutes, hours).

¢ Thin Thow Toms (inlet and outlet hot medium and ambient
termperature respectively) and the flow rate (m3/s) for the
source(s).

#  Toin, Toow (inlet and outlet cold medium temperature
respectively] and flow rate [m®/s] for the sink{s].

Religeraton
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i
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%
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Fig. 1. Energy consummpt o in Uk mamdachwing industry [4]
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Fig, 2. Overall framework scheme

The data generated by this survey is used by the subsequent
steps in WHER for the quantitatively and qualitatively assessment
of waste heat and selection of appropriate technologies to recover
this energy.

2.2. Step 2: quantitative and qualitative assessment of waste heat

In order to quantitatively evaluate waste heat in a
manufacturing environment, the following parameters are
utilised:

i) Temperature

Clearly, the heat transfer and recovery can be enabled only if
the waste heat source temperature is higher than the heat sink
temperature. Hence, the magnitude of the temperature difference
between the heat source and sink is an important determinant of
the quality of waste heat, along with the heat transfer rate per
surface area unit, and the maximum theoretical efficiency of
converting thermal energy from the heat source to another form
of energy, i.e, mechanical or electrical.

i} Exergy
The exergy is that part of energy that is convertible into all
other forms of energy. The common energy analysis methods
ignore the degradation of energy quality, and therefore exergy
analysis is required to distinguish between recoverable and non-
recoverahle energy. The exergy can be calculated as outlined in
publication by Taheri etal. [13] and formulated in the Equation 1.

Exergy=m ¢y AT(1-Tamp/ T} {1}

Where m is the mass flow rate (kg/s), c, is the stream specific
heat capacity (k] /kgK), AT is the temperature difference between
the hot and the cold streams, Tomp is the ambient temperature and
finally T is the measured temperature.

The exergy analysis is utilised to identify and quantify the heat
energy loss and calculate the recoverable energies for each
process [14].

1if} Temporal availability for sources and sinks selection

One of the key factors in maximising the potential of energy
recovery is the consideration for temporal availability for sources
and sinks. A methodical approach is used to undertake source and
sink selection. This procedure for evaluating the best source and
sink matchup using exergy and temporal availability analysis
starts with listing of all the possible combinations of sources and
sinks. For each combination, the exergy availability from the
source(s} and exergy demand from the sink(s) are computed
using the Carnot Method [13] and plotted according to the time
window and resolution defined by users.

The next step is the computation of the overlap function O{t)
between sinks and sources, which is defined as:

Oft} = Exergyadt)
Oft)=ExergVoucs{t)

if Exerg)un:(t)< EXergyoweet) )
if Exergun:(t)z Exergyowedt)

This operation is repeated for all of the possible combinations
of sources and sinks.

Finally, the Recovery Index (RI}, defined as the ratio of areas
under the Overlap function and the Source exergy curves, is used
for ranking the temporal availability. In this research, the values
of RI>0.5 are only. considered for heat recovery. Given amount of
heat flow, ambient temperature, and temperature difference
between hot and cold streams, the material properties library in
MATLAB® is accessed to supply physical properties (i.e. density,
specific heat capacity) for selected stream media type. Similarly,
qualitative assessment of waste heat is carried out taking into
account, the following parameters:

Sealed machinery
waste heat not acces:

Fig 3.1dentification of waste heat hotspots in a chemical etching production line {a) using an infrared camera (b)
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i} Carrying medium of waste heat sources and sinks
Waste heat medium can be in the form of liquid, gas or solid.
The physical nature of the stream media can strongly influence

the point of view of the software tool, the key target is the overall
cost of the particular duty, specified in terms of /AT, The cost
factor € is defined as the cost in pounds sterling per unit Q/A7Ty,

the compatibility between the sources, sinks and the heat  and as the units £/[W/K).
recovery equipment, its installation cost and other The procedure for evaluation of the alternative feasible types of
requirements, heat exchanger using C value metheod [17] starts with the

i) Spatial availability
The need of a spatial availability assessment is important to
evaluate possible constraints in the area where the heat recovery
equipment needs to be installed. This assessment must take into
account the following factors:
*  Accessibility to the units for installation and maintenance
e Positioning, i.e. underground or over ground pipework, for
health and safety reasons
+ Locality of the waste heat sources and sinks to minimise
the heat transportation costs and maximise the recovery

iii] Risk of contamination.

Fouling and corrosion are the main causes of degraded
performance or failure in heat recovery units [15]. Contamination
can occur through fluid leal in the equif highligh
the need of a very careful selection of the construction materials,
in order to ensure their compatibility with the working fluids and
to avoid other mechanical and chemical failure.

These qualitative and quantitative descriptors of the available
waste heat energy are used to compare potential heat recovery
solutions with the available sources.

ing

2.3. Step 3: Selection of appropriate technology

A pre-selection phase is carried out using media, pressure, and
temperature range to exclude non compatible heat exchanger
types listed in the ESDU database [16]. This is followed by a
consideration of cost, volume and area based on the C method as
described by Hewitt [17]. This enables a direct comparison
between heat exchangers in terms of the heat duty carried out ()
and the available temperature driving force (A7), which are
related to the process specification. The quotient /AT is
characteristic of the heat exchanger duty being carried out. From

computation of the heat load, defined as Q=m ¢, AT.

The next step involves the estimation of the mean temperature
difference, ATm, for which, the Fr method [18] is used taking into
account the Freorrection factor designed for worst case scenario.
For each proposed configuration the quotient /47w is then
calculated and used to access the ESDU data tables [16] provided
for each heat exchanger type in order to obtain the value of cost
factor ¢, through a logarithmic interpolation between the levels of
(Q/ dTmgiven in the tables. Other technical constraints are taken
into account, such as operating temperatures and pressure in
order to exclude the non-compatible solutions.

The cost of each heat recovery configuration can be calculated
by multiplying @/ 4Tr, by €. In this way it is possible to make a
comparison of the selected configurations.

The results from this step are carried forward into the next
stage of the framework, which utilises environmental and other
economic analysis methods to compare between the selected
options to provide the final recommendation.

The output of this tool provides a starting point for a detailed
heat exchanger design at which point additional energy loss
consideration of the chosen technelogy are required.

2.4. Step 4: Decision support tool for waste heat recovery

The last step of the framework provides final recommendations
for manufacturers to identify an appropriate technology to
recover waste heat energy. A computational model is developed
to utilise the data generated in the previous steps together with a
cost and benefit analysis to assess the list of feasible technologies.
The most suitable technologies are ranked according to the cost
(E), the payback period (years) and COz savings (Tons/year] and
presented in a dashboard style user interface for ease of use, as
shown in Fig. 4 and explained in the next section.

Heat Recovery for PCB Manufacturing Report " A —
s T ™Y,
Survey data
Source 1 Sink 1 e | 1
Medium: water
Time Thin Flow This Thou Flow -
00:00 185 383 21 71 0.0024
01:00 184 3.83 25 70 0.0024 § .
23:00 184 55 20 3.83 23 72 0.0024 §°
— | = =
Heat exchanger parameters --: i =
ATm i iy
atw) | atme | %P Cvalue (£/(W/K)) L I
k H 1
Double- Shell and Printed- T
£09 5142 11843.6 tube et -
Fr correction factor = 0.8 1.4 1.5 3.46 e S
————————— — S— P13 3 4 8 4 7 1 8w ouGn oM ‘0
Cost-benefitanalysis for each of the compatible heat exchanger type tinm e
Double-pipe Shell and Printed- Temporal availability for Source 1 and Sink 1.
PP tube circuit Recovery Index Rl = 0.59
Area [m?) 46.4 46.4 13 Qualitative assessment
Volume (m*) 0.93 0.93 0.03 Spatial P Short distance between the source and sink
Cost (£) 24170 40070 97700 requirements . ;?v;u'l:{hhle space for heat recovery unit
installation
Payback period (months) 19 31 77 C: inatl e No corrosive e or particulate is found
Oz savings lmns:’xear] 400 400 400 risk p Low risk of contamination

Fig. 4. Dashboard of results generated by the decision support teol
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Cost (£)
97600
CO_2 reduction 40100, Heat transfer Area
(tons/yr) 200 34200 46.4 (m?)
13
0.03
19
21 093
Payback (months) Volume (m?)

——Double_Pipe ——Shell_and_Tube Printed_Circuit

Fig 5. Visual comparisen of the soluticns generated by the decision support
tool

PCE manufacturing process is used as an example to
demonstrate the implementation of the decision support
modelling for heat recovery. In this case study, the objective is to
recover waste heat energy from 5 compressors to be fed into
their plant boiler system in order to supply hot water and plant
heating. All the compressed air units are positioned in the same
location which is close to the boiler room; therefore it is possible
to cluster the individual compressors as one single source of
waste heat.

Step 1: The waste heat survey was conducted using two
Temperature Data Loggers, inlet flow rate was measured using
standard flow meter, and the outlet flow rate was calculated
theoretically according to the hot water demand. The time
window considered is one day and the time resolution is one
hour. These data appear in Fig.4 (vellow section}.

Step 2. The exergy amount is calculated based on the inlet and
outlet temperature of the waste heat source and sink provided by
the survey. As per exergy analysis results summarised in Fig. 4,
temporal availability calculation was carried out leading to a
RI=0.59. The temporal availability chart reported in Fig. 4
displays power of waste heat source over 24 hours as a green line
whereas waste heat sink is displayed in pink. The overlap
function is represented by the blue dashed line.

Step 3: Using the selection criteria and the C method, three
types of compatible heat exchangers for this case study were
identified:  double-pipe, shell-and-tube, printed circuit
respectively. Fig. 4 shows (blue section) the computed values for
relevant parameters for the selected heat exchanger.

Step 4. To enable a comparison of the three selected heat
exchanger types, a cost-benefit analysis was carried out, including
the computation of the heat exchangers areas and volumes, the
cost, the payback period and the potential CO2 savings, as shown
in Fig. 4 (purple section).

Finally, a summary of the qualitative descriptors involved in
this case study is summarised in Fig. 4 (in the green section),
indicating that there were no particular constraints in terms of
spatial availability and contamination risks.

A further way to display all the solutions generated by the
decision support tool is reported in Fig. 5 in which the five axes
represent the cost-benefit analysis parameters and a visual
simultaneous comparison is allowed.

3. Conclusions

Energy minimisation within a facility is not limited to
technological process improvements or changes in operation
performance, but can also be achieved by taking a more holistic
view of energy flows. In particular, by coupling sources of waste

heat energy with suitable sinks, can lead to substantial energy
savings, with short payback period for any new infrastructure
required. For successful implementation of this approach within
the manufacturing environment it is essential to consider the
exergy balance of the potential sources and sinks alongside the
temporal availability of energy. In this work a conceptual and
computational methodology for decision support on waste heat
recovery was developed and applied to an industrial case study.
The main conclusions that can be drawn from this case study are:
+ The decision support system is able to compare temporal
availability of exergy between sources and sinks of waste heat
energy
e Arange of recovery indexes can be obtained to determine the
quality of the match between multiple sources and sinks
* Such an analysis can be used in a computational technology
selection for optimised energy recovery and minimised
financial payback of implementation
e The user-facing system is straight-forward enough to be
utilised by competent facility or energy management teams.

Beyond the scope of the current research, there are three
scenarios where this decision support tool could be utilised to
improve overall plant energy efficiency:

» Recovery of waste heat energy within
manufacturing plant;

» Implementing waste heat recovery within a reconfigurable
manufacturing system,

» Process design stage of a manufacturing system with waste
heatrecovery consideration.

It is envisaged that this methodical approach to implementing
waste heat energy recovery within manufacturing will form part
of a standard practice for new and old facilities striving to reduce
overall energy demand.

an existing
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Infrared Monitoring of Aluminium Milling Processes for Reduction of

Environmental Impacts

In modern manufacturing contexts, process monitoring is an important tool aimed
at ensuring quality standard fulfilment whilst maximising throughput. In this
worli, a monitoring system comprised of an infrared (TR) camera was ecmployed
for tool state identification and surface roughness assessment with the objective
of reducing environmental impacts of a milling process. I'wo data processing
techniques, based on statistical parameters and polvnomial fitting, were applied
to the temperature signal acquired from the IR camera during milling operations
in order to extract significant features. These features were inputted 1o two
dilferent neural network based procedures: patiern recognition and fitting, for
decision making support on tool condition and surface ronghness evaluation
respectively. These capabilitics are discussed in terms of reducing waste products

and energy consumption whilst maximising productivity.

Keywords: word: infrared monitoring: milling; neural networks

Introduction

Recent decades have seen a growing understanding of the environmental impacts
associated with global manufacturing activities, resulting in a developing field of’
rescarch which seeks to reduce these impacts. Such research has, for example, targeted
improvements in manufacturing energy efficiency (Rajemi, Mativenga, and
Aramcharoen 2010) (Seow, Rahimilard, and Woolley 2013) (Luo et al. 2013) since this
industry has been identified as a signiticant contributor to atmospheric greenhouse gascs
and their associated ramifications on global climate. Equivalent research on material
efficiency, water consumption, and the generation of solid, liquid and other airborne
waste streams, amongst others, have also beeome prevalent.

The current body of research into reducing environmental impacts typically
secks to fully understand the various factors before developing a strategy to reduce them

via either: 1) physical changes to products or processes to improve efficiency or reduce
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waste; or ii) through operational or control improvements that seek to use the existing
infrastructure more etfectively. Clearly the first of these two options typically requires
longer term investment, changes of equipment or process and is theretore more costly,
whilst the second is easier, but may be more challenging when attempting to achieve
more than incremental improvements.

This research is concerned with the second ol these two approaches. which can
be casily implemented and vield carly results, whilst physical changes can be
implemented over longer time periods. However, any reduction in environmental
impact must also preserve and enhance speed, quality or practicability of manulacturing
products. In this context, there is the opportunity to extract information trom data
acquired from a diverse range of manutacturing processes. and use this to actively
control operational parameters to improve the environmental performances of these
Processes.

In this work infrared monitoring is used to investigate an aluminium milling
process with the objective of reducing the amount of material and energy required for
processing through the following improvements: prevention of rejects from defects
(particularly for high valuc manufacturing), ensuring quality to provent re-work;
avoidance of excessive tool wear; fulfilment of surface integrity requirements;
prediction and prevention of catastrophic failures; and reduction in processing time.

All of these improvements not only reduce the environmental impact of the
processes, but also are in line with the current manufacturing objectives of mereasing
speed. quality, reliability and cost effectiveness.

In this paper a literature review is reported covering sustainable machining,
sensor monitoring of machining processes, tool wear assessment and surface roughness

meodelling. The experimental work and the equipment utilised are described. Data
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processing procedures are illustrated, consisting of feature extraction and the
development of a decision making support system. The results are reported and
discussed from two perspectives: the tool state identification and surface roughness

assessment.

Literature review

An important objective for sustainable machining is improving cfficiency in resource
utilisation and raw materials extraction. It is necessary to improve the proportion
between incoming raw materials and outgoing products during the production phase
which implics reducing waste and climinating mechanical and chemical degradation of
machined surface (Rajemi, Mativenga, and Aramcharoen 2010).

At present, the environmental factors associated with manutacturing processes
have become an emerging problem for manufacturers due Lo stricter regulations on
wastes, eftluents, emissions, health and workers™ safety (Fratila 2009). Therefore. in
parallel with manufacturing process optimisation, efforts must be made to reduce the
impact of industrial activity on environment and health (Devillez et al. 2007).

Tool Condition Monitoring (TCM) is an cssential part of automating modern
machining processes to ensure efficiency and minimise waste (Rivero, Lopez de
Lacalle. and Penalva 2008). The work of Teti et al. (Teti et al. 2010) gives a
comprehensive overview of this arca. The approaches to TCM are calegorised as cither
“direct” or “indirect™ for direct monitoring the tool wear is measured optically or
phvsically, whereas for indirect monitoring another, more accessible quantity is
measured, then used o deduce the tool wear (Kalpakjian 2009). Common indirect
measurcment quantitics include: cutting forces, power, temperature rise, work picee
surface finish, vibration. and chatter (Kalpakjian 2009). Whilst direct methods often

show the best accuracy, their use is typically restricted to the laboratory, due to practical
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access and illumination problems in industrial environments (Teti et al. 2010). An
example of such an approach is that of Kerr et al. (Kerr, Pengilley, and Garwood 20006),
who uscd digital image processing techniques on a close-up video image of a tool to
maonitor “on-line”™ tool wear (whilst the machine is running). It is vital for practical use
in industry that any TCM svstem must be on-line. to prevent wasted mamufacturing
time (Rivero, Lopez de Lacalle, and Penalva 2008). For indirect measurements, this is
made easicr by the fact that the measurand can be selected such that it is not obscured
by the work piece, chips, or cutting tluid. Often several quantities are measured
simultaneously. such as in the work by Segreto et al. (Tiziana Segreto, Simeone, and
Teti 2012), who correlated measurcments of force, vibration and Acoustic Emission
(AE) to the wear level in a turning operation, or (Boud and Gindy 2008) who used
pressure, force, vibration and AF 1o assess the tool condition in broaching operations.
One key area of rescarch in indirect TCM relates to the measurement of
temperature. As first recognised by Tayvlor in 1907 (Davies et al. 2007: Young 1996)
this is a particularly important “tool wear indicator™ (Rivero, Lopez de Lacalle, and
Penalva 2008), as heat build-up is both a sympilom and a contributing factor to tool
wear (Davies et al. 2007; Young 1996). High temperaturcs in machining can cause
problems 1n the work pisce as well. including poor dimensional accuracy and surface
finish, and residual stresses (Davies et al. 2007). A thorough overview of the monitoring
of temperature in material removal processes can be found in the work of Davies et
al.(Davies et al. 2007). Comumon approaches to the measurement of temperature for
TCM include the use of resistance methods, thermocouples (such as that by Kitagawa et
al.(Kitagawa, Kubo, and Mackawa 1997) and thermo physical processcs; however, the
approach that currently has the best spatial and temporal resolution is the use of

“Spectral Radiation Thermometry”™ (infrared monitoring) (Davies et al. 2007; Valiorgue
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et al. 2011). This method, exploiting the correlation between the temperature of an
object and the wavelength of the electromagnetic radiation energy that it emits. has a
number of other significant advantages tor the monitoring of machining processcs.
Chief amongst these is the remote nature of the measurement method, meaning that no
holes or sensors need to be incorporated into the cutting tool, which might atfect the
aceuracy of reading (Davies et al. 2007; Young 1996). This techmique also looks at the
local surface temperatures on the faces and edges of'the cutting tool, which are more
important than the average temperatures in the tool when considering tool

wear (Valiorgue el al. 2011).

Surface properties strongly influence the performance of a finished part. They
have an enormous impact on features such as dimensional accuracy, friction coefticient
and wear, thermal and electric resistance, fatigue limit, corrosion, post-processing
requirements, appearance and cost (Quintana, Garcia-Romeu, and Ciurana 2009). The
measurement of the surface roughness is commonly carried out off-line when the part is
already machined (Quintana, Garcia-Romeu, and Ciurana 2009) and it is often used as
an acceplability crilerion for mechanical products (Benardos and Vosniakos 2002). A
review of literature highlights a wide research focused on surface generation to
understand the process and provide the necessary knowledge to guarantee surface
quality betore the start of the metal removal operation.

In terms of intelligent decision making support systems, neural network
approach is surely one of the most reported methodologies. In particular, for surface
roughness assessment applications. Anuj Kumar (Anuj Kumar Sehgal 2013)describes a
model for surface roughness prediction for turning of rolled aluminium. The model is
tested by using the Analysis of variance (ANOVA) and an Artificial Neural Network

analvsis is adopted with the experimental values as input-output pairs. Otken et
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al. (Oktem, Erzurumlu, and Erzincanli 2006) presents an approach for determination of
the best cutting parameters leading to minimum surface roughness in end milling mould
surfaces by coupling a genctic algorithm with neural network. Two techniques, namely
factorial design and neural network were used in the work of Ksme et al (Esme, Saghas,
and Kahraman 2009)for modelling and predicting the surface roughness of AISI 4340
steel.

Literature also details a range of rescarch comprising the use of neural networks
applied on sensor data aimed at surface roughness assessment. Benardos and
Vosniakos (Benardos and Vosniakos 2002) propose a neural network modelling
approach for SRP in tace milling. The factors considered in the experiment were the
depth of cut, the feed rate per tooth. the cutting speed. the engagement and wear of the
cutting tool, the use of cutting fluid and the three components of the cutting force.

An on-line surlace recognition system was developed by Lee and Chen (Lee and
Chen 2003) based on artificial neural networks using a sensing technique to monitor the
effect of vibration produced by the motions of the cutting tool and workpiece during
turning processes. Tsai et al (Tsai, Chen, and Lou 1999) developed an in-process based
surface recognition system. An accelerometer and a proximity sensor were employed
during cutting to collect the vibration and rotation data, respectively. An artificial neural
networks model was developed to predict the ronghness values. Rishood et al. {Risbood,
Dixit, and Sahasrabudhe 2003) using neural networks, predicted surface roughness
within a reasonable degree of accuracy by taking the acceleration of radial vibration of
tool holder as a feedback.

An intelligent sensor tusion technique to estimate on-line swrface roughness
during steel turning was proposed bv Azouzi and Guillot (Azouzi and Guillot 1997)

who utilised a dvnamometer. an accelerometer. an acoustic emission transducer and two
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capacitance sensors to build a neural network based decision making support system.
Another technique of surface roughness prediction has been developed by Aguiar et
al. (Aguiar ct al. 2008) using multi-sensor method with an AFE sensor and power meter
for grinding process. Acoustic emission and cutting power signals are shown to be very
good input parameters to the neural network for surface roughness prediction of ground
parts.

Neural networks have the capability to analyse a number of imcasurements from
a machining operation to provide data regarding a seemingly unrelated parameter. This
removes the need for direct measurements and opens up opportunities for low cost,
remote sensing technologies to provide eritical data about machining condition and
performance. ‘To meet the need of manufacturers to reduce their environmental impacts,
from the excessive use of energy and time. and to reduce the occurrence of sub-standard
parls production, the current research is concerned with the use of remote sensing 1o

determine tool bit and work piece condition, to better manage these impacts in real time.

Materials and experimental procedures

Among several CNC industrial machining proeesses, milling is a fundamental
machining operation. End milling is the most common metal removal operation
encountered and is widely used in a variety of manufacturing industries including the
acrospace and automotive sectors, where quality is an important factor in the production
of slots, pockets, precision moulds and dies (1.ou, Chen, and 1.1 1999). Hence in this
research, an end milling process was selected to be monitored by use of an infrared
camera for detection of tool wear stale and surface {inish.

The cutting experiments were carried out on a XYZ, SMX2000 CNC three-axis
vertical milling machine, with a 2.25 KW drive motor. and a maximum spindle speed of

4200 RPM. This allowed for accurate control of the machining feed rate and spindle
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speed, whilst maintaining simplicity and ease ot access for the infrared camera. Two
Sherwood four-toothed. 12mm diameter end mills were vsed, made of M2 Iligh Speed
Steel (HSS). One of these was in a “worn” state, having been used for standard
machining processes on hoth steel and aluminium, the other was unused. 'The work
piece material wag square stock. 6068 Aluminium, measuring 31 x 51 x 610 mm. All
the machining operations were done under “dry” cutting conditions. This condition was
chosen to ensure clean and clear results, as the addition of coolant or lubricant was
found to interfere with the thermographie image. and dramatically reduce the
temperature in ihe relatively low-temperature machining of alummivm. This “dry”
condition is common to many similar investipations, such as Iauro ct al. (T.auro,
Brandio. and Ribeiro Filho 2013). Kodécsy & Molnar (KODACSY and MOLNAR
2011) and Kitagawa et al.(Kitagawa, Kubo, and Mackawa 1997). The tool was,
however, allowed to cool 1o room temperature between Lests to ensure a constant

starting temperature.

Table 1. Cutting conditions for milling tests

Cutting condilions

Work piece Mauterial 6068 Aluminium
Cutting Tool End mill

Material: LIS5 M2
Tool Geometry Diameter: 12 mm

307 Helix, 4 flutes

Conditions Dry. Tool allowed to cool to room temperature betweean each test
Wear criterion VB= 03 mm
Depth of cut 0.5 mm
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Figure 1. Experimental setup

A range of feed rate and spindle speed process parameters were investigated during the
experimental procedure, in order to evaluate their effect on the ability of the system to
1dentify wear. The cut depth was fized at 0.5 mm. The chosen expenmental parameters
are summarised in Table 2. These were chosen based upon the recommended speeds
and feeds for the tool and work piece materials, adjusted due to the dry conditions. One
of the most critical canses of tool wear in the drv machining of aluminium is the build-
up of material on the tool, caused by excessive temperatures (Rivers, Lépez de Lacalle,
and Penalva 2008). The lower feed rates, cut depth and spindle speeds were therefore
chosen to avoid this situation, which would otherwise skew the results. These equate to
afeed per tooth of between 0.0017 inftooth and 0.0083 inftooth. Figure 1 shows the
experimental setup used The data acquisition was done using a Cedip Infrared Systems
Silver 4500 InSb type infrared camera, with a frame rate of 383 per second, and a
calibration range of 5 to 3007

Before commencing the expenimental procedure, it was impottant to confirm
quantitatively that the fresh and worn tools were in the expected state prior to

machining, and that the wear on the fresh tool remained negligible throughout. The
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criteria used for determining the point at which a tool became wom was the same as that
used by Az (Azmi 2012), who defined an end mill cutting tool as worn when it
cxhibited any of the following: “reach maximum uniform tlank wear, VBmax of 0.3
mm on any cutting flute, or reach an average flank wear, VB of (0.3 mm on all four
cutting flutes. or excessive edge, nose deformation/rounding or chipping on more than 2
cutling flutes.” This is confirmed by Kalpakjian & Schmid (Kalpakjian 2009), who
detine the average allowable wear land {VB) tor end milling to be 0.3 mim. For these
tests, this was measured using a SmartScope Flash 200 automatic measurement system.
accurate 1o approximately 2 um. It is 1o be noted that this criteria does not take into
account catastrophic wear, but accounts for common wear in normal usage.

The recorded values for the wear of the worn tool also represent a minimum
value for the wear as the original point that they would have been measured relative to
was chipped, or worn away. They are, however, suflicient to show the worn tool to have
surpassed the wear eriteria (0.3 mm), and that the wear on the fresh tool remained well
below 0.1 mm throughout.

Tn order 1o take practical, but accurate measurements ol the temperature of an
object using infrared monitoring its emissivity must be known. This is a complicated
parameter, depending on a range of factors, mcluding the temperature. material and
surface finish of the measured object (Valiorgue et al. 2011); this, in itselfis a
simplification (the “grey bodv” assumption (Davies et al. 2007)), ag the emissivity can
also vary with both wavelength and direction (Valiorgue et al. 2011). However, a
practical value for emissivity was derived by synchronous imeasurement of the
temperature of the cutting tool using both the infrared camera and a K-type

thermocouple over a range of temperatures, as delivered using a hot air gun.
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Table 2. Design of experiments

Feed Rate Cutting Speed Test 1D Test 1D

(mm / min) (RPM) Fresh Tool Worn Tool
T_1_Tresh_1 T_1_Worn ]

254 900
T 1 Iresh 2 T 1 Wormn_ 2
T 2 Fresh 1 T 2 Worn 1

254 1200
T 2 Fresh 2 T 2 Worn 2
T_3 Fresh_1 T 3 Worn 1

254 1500
T 3 Fresh 2 T 3 Worn 2
T 4 Fresh 1 T 4 Womn 1

508 Qo0
T 4 Fresh 2 T 4 Worn 2
T 5 Fresh 1 T 5 Worn 1

508 1200
T 5 Fresh 2 T 5 Worn 2
T_6_Fresh_1 T_6 Worn_1

508 1300
T_6_Fresh_2 T_6 Worn_2
T_7 _Fresh_1 T_7_Worn_!

762 Q00
T 7 Tresh 2 T 7 Worn 2
T 8 l'resh 1 T 8 Womn ]

762 1200
T 8 lresh 2 T 8 Worn 2
T_9 lresh_1 T 9 Worn ]

762 1500
T 9 Fresh 2 T 9 Worn 2

This 15 similar to the approaches used by a number of other authors (Teti et al. 2010:
Kitagawa, Kubo, and Maekawa 1997, Valiorgue et al. 2011; Quintana, Garcia-Romeu,
and Ciurana 2009). A similar, although more thorough approach to emissivity
calibration was taken by Valiorgue ot al. (Valiorgue et al. 2011), who mtegrated the
emissivity curve with the IR radiation measurements over a full range of temperatures

in order to account for the dependence of emissivity on temperature.
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Table 3. IR thermography input conditions

TR thermography input conditions

Tool emissivity 0.393
Distance to tool 091 m
Atmospheric temperature e
Reflected temperature 22°C

In this work, once these values were acquired, the optimisation function in Microsott
Fxcel was used to sclect a value for emissivity that most closely matched the IR camera
readings to those recorded using the thermocouple: the emissivity coefficient and the
other influencing factors on the IR camera temperature reading are summarised in Table

3.

Data processing and feature extraction

Data pre-processing

The temperature signals wsed for analysis were extracted {from the recorded IR film
using FILIR s “ResearchIR” software. Within the infrared video acquired during the
cutting tests, Regions of Interest (ROIs) are defined in order to retrieve signals related to
the zones of interest.

Three different rectangular ROls were chosen to investigate the tool-chip
interface area: 11 x 4 pixels. 11 x 22 pixels and 11 x 36 pixels respectively as shown in
Figure 2 (Simeone, Woolley, and Rahimifard 2015). A number ol advantages are
gained by this approach: firstly, by averaging over an arca, the temperature spike effect
of flving chips intersecting with the field of measurement (Rivero. Lopez de Lacalle.
and Penalva 2008) is reduced; secondly, by looking at an area slightly removed from the
tool-work picee interlace, any *dazzle” from the high infrared radiation output at the

interface is minimised, which might otherwise skew the results (Valiorgue ot al. 2071,
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Lauro, Branddo, and Ribeiro Filho 2013). However, the positioning was chosen to still

be sufficiently close to the interface that the response time to changing temperatures

would be kept low.

(a) (b) (©)
Figure 2. The three ROIs selected for data acquisition and processing: (a) 11 x 4 pixels

=55 mm?, (b) 11 x 22 pixels = 300 mm?, (¢) 11 x 36 pixels = 480 mm*

This positioning also meant that the temperature drop was not excessively low, which
was important to maintain a high “Noise Equivalent Temperature Ratio” — the “noise”
in this case being the heating and cooling cycle due to the intermittent nature of milling
cutting (Kitagawa, Kubo, and Maekawa 1997),

For each ROI, a signal segmentation procedure was implemented on the raw
infrared signals, by trimming the signal, to include only the segment where the tool 1s in

contact with the workpiece, as shown in Figure 3. This operation was performed on

each milling test signal.

RAW SIGNAL SEGMENTED SIGNAL
50 50
45 45
%:u ‘-3:"“
i i
o b
» . 0
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Figure 3. Raw (a) and segmented (b) IR temperature data fortest T 1 Fresh 1

Dataset preparation

A data set is a matrix whose rows are represented by a certain number of samplings
with the columns corresponding to the 36 milling tests. Four different data sets were
prepared, consisting of 1000, 2000, 4000 and 7500 rows (samplings) respectively. In

Table 5 an example of 7500-samplings dataset is reported.

Feature extraction

The extraction of signal characteristic features from sensing systems is of primary
importance in many information processing fields such as pattern recognition,
predictive modelling, industrial process fault diagnosis and control, etc. (Teti et al.

2010; Wang et al. 2014)

Table 4. 7500 samplings dataset

Samplings T 1 Fresh 1 T 1 Fresh 2 T 9 Wom_ 1 T 9 Worn 2
1 29,5007 30.0168 31.6677 32.8816
2 29.8423 30.0033 31.3615 33.5475
7500 36.5076 34.4315 50,1302 52,1439

In this paper two methodologies were adopted to extract features:

Statistical features

Four statistical features were extracted from the segmented signal of each test:

s Mean value
¢ Variance

¢ Skewness
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e  Kurtosis

The four statistical features mentioned above were grouped into feature vectors to be

used as input to a neural network based decision making system (Simeone. Segreto. and

Teti 2013).

Polynomial features

An alternative approach to the statistical features extraction is proposed in this paper.
For each milling test, the coefficients of the polynomial p(x) of degree 4 that fits the IR
temperature signal in a least squares sense. have been calculated. An example of 4th
degree polynomial fitting is reported in Figure 4 for Test T 1 Fresh 1.

a2
IR Temperatue Signal

—4" Grade Polynomial Fit

Temperature ("C)
HO® &8 8B 8

-

ra
=

1.500 6.000 7500

3.000 4.500
Samplings

Figure 4. 4™ polynomial fit for Test T 1 Tresh 1
The result is 5 elements feature vector containing the polynomial coeflicients in
descending powers:

plx) =ax*+ fx* +yx* +0x+¢

Therefore a set of 5 features. the polynomial coefficients. was extracted from the
segmented signal of each milling test: [u By 8 £].
The infrared data processing and features extraction procedure can be

summarised in the Table below.
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Table 5. Summary of signal processing and features extraction procedure

1. ROls defimition

11 x4 px 11x22 px 11 x 36 px
Pre 2. Segmentation
. 3. Dataset construction
Procossing 1000 2000 4000 7500
samp. Samp. samp. samp.

4. Features Extraction
AT degree

Statistical
Signal Processing Polynonnal
Features
Coefficients
Mean Var  Skew  Kurt | a B v & =«

Neural network based decision making support system

The features vectors obtained with the two methodologies were used to construct
feature vectors to input to a neural network (NN) based pattern recognition procedure
(Teti et al. 2010. T. Segreto. Simeone, and Teti 2014) for decision making on tool wear
state identification as well as to a ncural network based [itling procedure for surface

roughuess assessment.

Neural Network Pottern Recognition for Teol State Identification
The feed-forward (FF) back-propagation (BP) NN is the most commonly usced tamily of’
NN for pattern classitication purposes (Havkin 1998). Its structure is made of three

layers {input, hidden and output layer respectively) as shown in Fig 3.

®  The number of input nodes was equal 1o the number of input features vector
elements:
= 4 nodes for statistical features as the feature vector 1s made of 4

clements: Mcean, Variance, Skewness and Kurtosis.
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o 5 nodes for polynomial features as the features vector elements are the
polynomial coefficients o, B, v, 6 and &
e The number of hidden layer nodes is equal to the number of input layer nodes.
e The output layer had only 1 node, yielding a binary value associated with the

tool wear state: 0= fresh tool; 1 =wom tool.

./. . ) hY
| Variance

(_ Skewness K

o ~
| Kurtosis

Statistical Input Features Vector  Polynomial Input Features Vector

Figure 5. Neural Network schemes for tool state identification: (a) statistical features,

(b) polynomial features

Training, validation and testing

The FF BP NN learning algorithm adopted in this work was the Levenberg-Marquardt
algorithm (Levenberg and Levenberg 1944; Marquardt 1963)which is considered one of
the fastest methods for leaming moderate-sized FF BP NN (Haykin 1998).

The algorithm’s principal mode of action is to find the minimum of a multiple
variable function, which is expressed in the form of the sum of squares of nonlinear
real-valued functions making it an iterative procedure and it is mostly used for non-
linear optimisation tasks (Levenberg and Levenberg 1944; Haykin 1998). Data division

for Levenberg-Marquardt training algorithin was carried out randomly with the
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following percentages: 70%5 of test cases were used for training; 13% for validation:
15% for testing.

The input matrix is composed of' a number of rows equal to the number of test
cases i.e. 36, and a number of columns equal to the number of elements of the input
feature vectors (4 for statistical features and 5 for polynomial features).

During testing, the NN output is correct if the error E = (O - Odl, where Oa is
cqual to the actual output and Od is equal to the desired output, is -0.5 < E = +0.5;
otherwise, a misclassification case oceurs. The ratio of correct classifications over total

training cases vields the NN success rale (SR).

Neural network fitting for surface roughness assessment

Roughness Measurements were carried out using a Tavlor Ilobson roughness device at
the end of cach milling test on the workpiece surlace.

The roughness parameter considered in this work was the average roughness
(Ra) reported for each test in Table 6. Re is the arithmetic mean of the absolute
departures of the roughness profile from the mean line. 1 is universally recognised and
is the most often used international parameter of roughness (“Http://www taylor-

Hobson.com!” 2015) , it is defined by the formula below:

1!
Rq =7f lz(x)|dx
0

‘Table 6. Surface Roughness Measurements

ID Test Ra (um) ID Test Ra (um)
T 1 Fresh 1 4.03 T 1 Wom 1 0.48
T 2_Fresh_l 201 T 2_Wworn 1 071
T 3 Fresh 1 3.860 T 3 Wom 1 0.23
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T_4_Fresh_] 8.20 T_4_Womn_1 1.10
T 5 Fresh_ 1 4.75 T 5 Wom_1 1.48
T_6_lresh_L 4.09 T _6_Worn_1 059
T 7 Fresh 1 9.93 T 7 Worn_1 289
T 8 Fresh_ 1 7.99 T_8 Wom_1 1.09
T 9 Fresh ] 503 T 9 Wom 1 1.z2

¢ The input matrices used for tool state identification were used also for surface

roughness assessment,

s Two configuration of hidden layer nodes number were utilised for each set of

input layer nodes, respectively:

< 8 and 16 hidden laver nodes for the 4 statistical input teatures
5 6 and 18 hidden layer nodes tor the 5 polynomial features.

s The output laver had only one node containing the Ra value (in pm).

For the evaluation of the generalisation ability of the trained neural network a linear fil
between the output of the model and the experimental data tor all the measured values

presented in Table 6 was performed. The fitness indicator 1s hence the regression

coefficient R-value.

Results and discussion

Tool state identification

The success rate was calculated for both the features extraction methodologies and for

the three ROIs applied to the four datasets and illustrated in Figure 6.
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Results show that SR range trom 85.01% to 98.61%, the average success rate of
all the NN configurations is 93.73%, demonstrating the capability of both features
extraction methodologics in generating valuable features for tool condition monitoring,

The results reported in Figure 6 show that statistical features always vield a
higher success rate compared to the polynomial features.

The best success rates were obtained using the 11x36 px ROL with an average
SR cqual to 94.30%. Using 11x4 px ROI, the average SR slightly decrcases to 93.72%
while SR—90.17% is obtained using 11x22 px ROL

The success rale mereases as the number of processed samplings increases.
However, by considering 1000 samplings (2.6 scconds milling time) the tool state
identification is performed with a very high success rate (85.01% — 91.63%), showing a

quick response of infrared temperature signals for identitying the tool wear state.

The ability to be able to detect reliablv when a tool bit has reached a the state of wear,
where by the likelihood of predicting substandard work, expenditures of excess machine
energy or the potential of catastrophic failure could thus lead itself to the production of
a number of undesirable consequences. Environmental impacts that may be prevented
by using this monitoring approach include parts rejection (waste). excess cutting friction
(energy consumption, CQ» production. machine wear) and unplanned maintenance {loss

of production time / output).
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Figure 6. Tool State Identification Success Rates

Susfuce roughness assessment

In Tables 9 to 9, the R-values obtained from all the neural network configurations are
reported. Each table reports results for one ROL. The best linear fitting in terms of R-
value is reported in bold for each dataset, for the three ROIs respectively.

The surface roughness assessment was carried out with R-values ranging from a
minimum of 0.6367 to a maximum of 0.981. The average fitting R-value is 0.8793. This
confirms that the features extracted with both methodologies are suitable for surface

roughness assessment.
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Generally the statistical features lead to a better fitting, in fact the results show
an average R-value equal to 0.9085 for statistical features against 0.8500 obtained using
polynomial teaturcs.

The number of hidden laver nodes does not have a great impact on the results.
The “low number” configurations (4-8 and 5-6) in fact, give better results than the “high
number” configurations (4-16 and 3-18) with only a very small diflerence in R-value
cqual to 0.01.

Best results are obtained extracting signals and features from the smallest ROL
(11 x 4) showing an average litting equal to 0.90.

The fitting increases as the number of processed samplings increases. However,
considering the 1000 samplings datasets, the surface roughness assessment can be
carried out with R-values rangmg from (.6367 to (.9448 (with an average R-value equal
to 0.83). These results confirm the capability ol the temperature to be a suitable quick
indicator of the surface roughness. In Figures. 7-9 the best fitting is reported for each

ROL

Table 7. 11x4 pixcls ROI table of results

11x4 px

1000 samplings

Statistical Features Polynomial Features
Conliguration | R Configuration | R
4.8 0922756 07214
4 16 0909215 18 07413

2000 samplings

Statistical Features Polynomial Features
Conliguration | R Configuration | R
4.8 09272 | 5.6 1.3864
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2 (maroa)

I 0.9716

| 518 | 0.8488

4000 samplings

Statistical Features

Polynomial Features

Configuration | R Configuration | R

48 0.8921 |5 6 0.9583

4 16 09355 | 5 18 (.8502
7500 samplings

Statistical Features

Polynomial Features

Configuration | R Configuration | R
48 0.9811 | 5 6 0.9445
4 16 0.9675 | 5 18 (L9803
" Tl "SCOSa'mnllY.‘S Siatistical Features - 4-8-1
[
!
y
A e RS-

Figure 7. Best Fitting for 11x4 pixels ROI

Table 8. 11x22 pixels ROI tale of results

11x22 px

1000 samplings

Statistical Features

Polynomial Features

Configuration | R Configuration | R

4.8 0.8652 | 5 6 0.7847

4 16 0.8259 | 5 18 0.6367
2000 samplings

Statistical Features

Polynomial Features

Configuration | R

Configuration | R
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o preeren)

4 8 0.8684 | 5 6 0.811
4 16 0.8164 | 5 18 0.8666
4000 samplings

Statistical Features

Polynomial Features

Configuration | R Configuration | R

48 0.9363 | 5 6 0.8275

4 16 0925215 18 0.8289
7500 samplings

Statistical Features

Polynomial Features

Figure 8. Best Fitting for 11x22 pixels ROI

Table 9. 11x36 pixels ROI table of results

11x36 px
1000 samplings
Statistical Features Polynomial Features
Configuration | R Configuration | R
48 0.9448 | 5. 6 0.8589
4 16 0.8808 | 5_18 0.8240
2000 samplings

Statistical Features

Polynomial Features
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48 0.9097 | 5 6 (0.80647
i 16 0.9064 | 5 18 0.8463
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Configuration | R Configuration | R
48 0.9678 | 5 & 0.9443
4 16 0.9134 | 5 18 0.9362
4000 samplings
Statistical Features Polynomial Features
Configuration | R Configuration | R
48 08458 | 5 6 (L8293
4 16 08431 | 5 18 0.8903
7500 samplings
Statistical Features Polynomial Features
Configuration | R Configuration | R
18 0.9128 | 5 & 0.8236
4 16 0.9356 | 5 18 0.8962

11x36px - 2000 Samplings - Statistical Features - 4-8-1
. B . —
" Pratetrs

[ p—

B 1 2 3 4 & & 7 B 4 W 11 9z 13 u 15 17 ®
Sampin

Figure 9. Best Fitting for 11x36 pixels ROI
The closeness of the relationship between temperature profile and the surface properties
of the workpiece regardless of tool state provides potential opportunity to adjust the
cutting parameters of the milling process in real time to maximise the rate of
production (minimising energy) whilst ensuring desired surface finish is obtained

(minimise reject and rework).
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Conclusions

Intrared monitoring of an aluminivm milling process was performed to identify the tool
wear slate and 1o model the surface roughness. An experimental campaign of milling
tests was carried out on an aluminium workpicee using a diverse range of cutting
parameters. During machining, infrared temperature signals were aequired by using an
infrared camera and surface roughness measurements were carried out after every
culting test on the milled surface.

Signal processing procedures were implemented on infrared signals and two
methodologies of signal features extraction were adopted, obtaining statistical teatures
and polynomial coelficients features. An intelligent decision making supporl system
was built for tool state identification through the implementation of Neural Networks
Pattern Recognition. The results showed that both feature typologies are suitable for
tool state identification with very high NN performance for decision making on cutting
tool conditions during aluminium milling, but revealing a more reliable analysis from
statistical features.

Moreover the Neural Network paradigm was applied to the signal features in
order to assess the surlace roughness and results showed that surlace roughness
assessment can be successfully carried out by monitoring temperature during milling.

An efficient and etfective monitoring system aimed at tool state identitication
and surface integrity requirements can improve environmental performances of
machining operations by minimising the risk of dangerous faults which may damage the
product. Also, avoiding additional operations due to non-acceptable tool conditions and
surface finishing requirements helps in energy, time and resource saving,

It is important to underline that prediction of tool wear and surface roughness

plays a fundamental role in maintaining quality standards in machining processes while
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contributing to the reduction of environmental impact by optimising the utilisation of
energy and resources.

Future experimental rescarch activities will involve similar methodology applicd
on different materials and machining processes to evaluate the applicability of the
described technology and signal processing techniques tor evaluating tool bit condition
and production parameters in a range of manufacturing applications. Importanily, low
cost IR sensors are required for sensing in the presence of cutting fluid in order to

present an industry-ready monitoring technology.
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