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ABSTRACT

The main vision of wearable computing is to make electronic systems an important part
of everyday clothing in the future which will serve as intelligent personal assistants.
Wearable devices havéhe potential to be wearable computers and not mere
input/output devices for the human body. The present thesis focuses on introducing a
new wearable computing paradigmhere the processing elements euaselycoupled

with the sensorthat are distribted usinglnstruction Systolic ArraylSA) architecture.

The thesisdescribes a novel, multipleensor multiple processor system architecture
prototype based on the Instruction Systolic Array paradigm for distributed computing
on fabrics.The thesis intrduces new programmingodelto implement the distributed
computer on fabricsThe implementation of the concept has been validated using

parallel algorithrs.

A reaktime shape sensing and reconstruction applicdtamnbeen implementexh this
architectureandhasdemonstrate a physical design for a wearable system based on the
ISA concept constructed from efhie-shelf microcontrollers and sensors. Results
demonstrate that the real time application executes on the prototype ISA
implementation thus confirimg the viability of the proposed architecture for fabric

resident computing devices.
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CHAPTER 1:
INTRODUCTION

I Nt odayds technol edroncsahbs beconse,a crucelpartajtd e e |
day activities. There has been a lot of development in the field of wearable
electronics due tocontinuous quest of innovation by industrial and a@emic
researchers. In earlier daysommunication, electrics, and computing devices used

were mainly norportable because of their large sem@d complexity. Nexintroducel

were smaller and lighter portable deviadsng with integrationof some additional
functions. Due to continuous improvements, neg have mul-purpose micro devices

which can be embedded into wearables arelbetter in terms of many criteria such as

communication, weight, energyamagement, durabilitgomfortandsize [1.1].

In applicationoriented research, the concept of wearable compigirgfastgrowing

area. Wearable technology can be used in various sectors like healthcare, military
applications, gamingsports musicandemergency serviced [2]. Wearable electronics

can take the form of a discrete device such as a watch or armobahdnay be
integrated into clothingppening an entirely new field of application&s wearable
devices increase in the level of complexity and become more integrated the
opportunities to integrate more sophisticated functionality also incfdade NASA

3D printed spacgl.4] fabric could potentially beused for large antennas and other
deployabledevices,because the material is foldable and its shape can change quickly.
The fabrics could also eventually be used to shield a spacecraft from metdorites,
astronaut spacesuits, or for capturing objects on the surface of another@ierexitly,

this development is in the early stages but it is easy to see how electronics may need to

be incorporated.

The remarkable progress in miniaturization of miogonics and progress ite
invention of new materials have made it possible to integrate the functionality into

clothing[1.5]. The main vision of wearable computing is to make electronic systems an



1. Introduction 2

important part of everyday clothing in the future which will serve as intelligent personal
assistantsWearable devices have the potelntiabe wearable computers and not mere
input/output devices for the human body. The present thesis focuses on introducing a
new wearable computing paradigm which can improve the performance of a highly

humanintegrated computer.

As a result of remarkabl@novations in embedded systems over a period of last thirty
years, the value of microprocessors and communication technology have reduced
significantly in terms of cost in real terms. Due to this, distributed computer systems
have become a feasible sutge for uniprocessor andentralisedsystems in various

application areas of embedded systems.

The research challenge is to address the problems of low bandwidth sensors in wearable

electronics. One of the solutions to high bandwidth sensor is thaf paeallelism.

1.1 Area of Research
This thesis will focus oa distributeccomputng platform for wearable electronica
brief introduction to the mainly used technologieshe current thesis discussed in

the following subsections.

1.1.1 Distributed Computing

A distributed computing system is a collection of processemory pairs connected by

a communications subnet and logicafiyegrated ito varying degrees by adributed
operating systeror distributed database sysfdné]. The communications subnet may

be a widely geographically dispersed collection of communicgirocessors or a local

area network. The widespread use of distributed computer systems is due to the price
performance revolution in microelectronics the development of cost effective and
efficient communication subnets (which is itself due to the mgrgof data
communications and computer communications), the development of resource sharing
software, and the increased user demands for communication, economical sharing of
resources, and productiviiy5]. A distributed computing system potentially provides
significant advantages, including performance, reliabilitgsource sharing, and
extensibilityf1.6].
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The study of distributed computing has grown to include a large range of
application§l.7],[1.8]. However, at the core of all the efforts éxploit the potential

power of distributed computation are issues related to the management and allocation of
system resources relative to the computational load of the system. One medbkare of
usefulnes®f a generapurpose distributed computingsystn i s t he syst emo:
provide a level of performanceorrespondingwith the degree of multiplicity of

resources present in the system. This is particularly true of attempts to construct large

generalpurpose multiprocessqds7].

An interesting area for research which is increasingly gettingeubtis decentralized
processing[1.9]. As compared with centralised processing approach, the main
advantag it provides is increased robusss. The entire system would nevai
resulting from the malfunctioning of pressors or sensors or otttmmponents. Nodes
can be more flexile in distributed networks becausedes need not be reinitialized
when nodesare introduced, moved arrémoved from the network farew topology
[1.10].

There are also potentiaté avoiding the fusion of a multitud# sensor data at once and
adding more units would have potentialcokt saving because mostly sadesign only

neeals to be duplicated. These are other benefits of processing the data in a distributed
mannerf1.11].

1.1.2 Distributed Sensor Networks

In detection applicationglistribution of a large amount of simple sensing devices is
increasingly getting more interest, miginnspired from its perception in biological
systemd1.11]. Focus on fusion of sensor signals instead of strong analysis algorithms,
and a scheme to distribute sensors, results in new para#igpecially in wearable
computing, where sensor data contiasiy changes, and clothing provides an ideal

supporting structure for simple sensfird.1].

The justification for using sensors in a wearable computing architecture ranges from use
in intelligence augmentation to automating tasks depending on partieatards of the
environment. Regardless of whether these applications would be sought after by a large
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community, one trend that can be observed is that sensors are gradually becoming part
of mobile and wearable devicgs11].

Wearable computers are noception to this concept either, since large surfaces of
clothing are an ideal supporting platform for a multitude of sensors, provided they are
miniaturized so that they do not obstruct the wearer. This size constraint often means
that the quality of theensor itself is compromised as well, which leads to the concept
of many simple sensof$.11].

1.1.3 Wearable Electronics

Wearable Electronics is a new technological concept that integrates electronics with
clothing and opens up a whole array of well designedlfimafficient and wearable
electro textiles which can sense and monitor various functions of the body, can transfer
data, can offer individual environment control and are able to provide communication
facilities along with varias other major applicatiofis3]. The potential of wearable
eledronics iswidespread when looking at so mamnovatory advancements that are
happening at an extraordinary rate in many fields of science and techn®logge
developments have the capability to change the world and they will very rapidly
pervade into commercial produftdl?], [1.13]. Expert high-quality clothing will be
available to ma# it possible to observe the important life signs of new born babies,
clothing that can record the routine of
clothing that can call even a rescue team for victims of accidents that occur due to bad

weather contions and there are limited options for Hdli3].

As described byl.Loacher [1.3], systemon-textile is the equipped clothing that
combines actrical functions with apparand at the same time maintains the wearing
comfort Another name for this iSmart Fabrics. The main aim is not to nhge
electronic devices into clothing but rather small and committed electrical devices, for
e.g. sensors along with their signal conditioning components tdakimgomfort of
clothing into consideration. The sensors can be placed into positions whegreathe
accomplish their sensing task in best possible way by integrating them directly into
clothing such as accelerometers at joints. In contrast to this, chips that are having
hundreds of pads and relatively high power dissipation, for &igh-speed
microcontrollers ardavourablyplaced into stiff enclosures such as belt buckles and
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accessories. By keeping them there, circuits take advaotage properties oPrinted

Circuit Board PCB) technology like high-density wiring, multilayer and precisely

controlled impedancesrig 1.1 shows thepartitioning of a wearable system from a

technological point of view

Wearable System

Integrated
Into
Clothing

Integrated
In
Accessories

Bus structure/

(Wiring)

Processing
Element
(Microprocessor)

Antennas

\
\
Sensors ‘
\

|
|
‘ Transmission line
|

System-on-Fabrics

Figurel.1: Partitioning of a wearable system from a technological point of view

The fabrics cotaining electronics as well as interconnections integrally woven into
them are called as Electronic Textiles etertiles [1.14]. Electronic textiles provide
physical flexibility and typical size which is hard to obtain from other existing
electronic manfacturing techniques. As the electronic components and
interconnections are woven into fabric, they are less visible and there are less chances of
getting tangled in objects nearby. One important feature -t#xtles is their easy
adaptation to any partitar application requiring fast changes in computational and
sensing requirementmaking them attractive for power management and context
awarenessThe vision of wearable computing is to make the electronic systems an
important part of everyday clothing ithe future. Althoughthese electronic devices
should meet certain criteria to be wearable. The main feature of wearable systems will
be their capability to identify the activity and the behavioural status of the person using
them and the situations anehvironment around and then to further utilize this

information to adapt the functionality asgstemsconfiguration[1.14].
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There are different ways to produce electrically conductive fabrics. A technique is to
incorporate conductive yarns directly ingo textile structure, for instance, through
weaving[1.14]. However, the incorporation of conductive yarns in a textile structure is
complex and rarely a uniform process as the electrically conductive fabric has to be soft
in touch or comfortable to wearther tharrigid and hard. Fig 1.2 shows an approach to
incorporate circuits in a textile with wire grjil. 15].

| | P
+ .
Wire grid Pads

C"‘-.

N T

1] ] 1] 1] | ,l'
Interconnect B
| | I | | |

Figurel.2: Circuit incorporated in a textile with wire gridi.15]

1.1.4 Smart Fabrics

Electronicsand Clothing were considered to be two different sectors of industries till
now but now they are working together to produce some integrated and new innovative
product$1.16], [1.17].

From Lymberis and Paradigd.1§], since last 1415 years, considerab&lvancements

in the terms of data processing, miniaturization, functionality, seamless integration,
comfortand communication have made Wearable Technology and integrated systems
as well established fieldS'he textile industry is also increasingly intdegsby the
potential for new valuadded clothing products such as smart clothing and

functionalisedapparel and this is also driving the development of wearable systems.

In [1.17] Smart Fabrics are considered as the integrated systems into textiles and
includes sensors, a power soumetuatorsand computing, forming a complete package

for an interative communication network. This type of smart systems can only be
imagined by combining the innovative advances in fields fikee and polymer
research, microelectronics, embedded systems, advanced material processing,
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telecommunication, signal procesgi and nanotechnologies. The most common
platform to integrate smart materials in the formfibfes is textile. In textiles, by
combining the chemical surfaces processes, the properties of the materials can be
improved efficiently and also the structuré fabrics permits to exercise redundant

sensor configurations.

One of theadvantges of wearable applicationtisat thesmart fabricprovidea natural
interface with the body considering comfort clothing with the help of precise and
reproductive positiong of the sensorfl.18]. Bearing in mind comfort, the sensors are
coveredwithin the layers of dbric such as fibre optic or sometimes the fabric itself is

used as a sensor adistributednetwork of sensors.

Fabric computing includes designing a computing fabric which contains interconnected
nodes but when observed from some distance, it seemes fighwic[1.19]. The two key
components of fabrics are nodes and links. Nodes are processor(s), peripherals and
memory whereas links can be described as the functional intexciion between
nodes. Mainly it indicates towards a merdedh-performancecomputing system that
contains parallel processing functions, storage and networking linked with each other
via high bandwidth interconnects.

Smart textiles or smart fabrics reféo clothing having integral electronics and
interconnections woven into the fabrics its¢lf.15]. This arrangement provides
physical flexibility which is not attainable with other electronic manufacturing
techniques. The electronic components and interections have low visibility and are

less proneof getting tangled as they are embedded and woven with fdbiis]. The

vision is to make smart textiles a part of day to day clothing. The main features of smart
textiles include their ability to identifyhe activities around them as well as of their
owner automatically and then to use the collected information to adjust functionality
[1.15].

Medicine is a major area which has benefitted immensely in the applications developed
from the combination of smiartextiles and wearable computers in the form of
Telemedicine. Fig 1.3 shows the overview of the use of smart fabrics and wearable
computers in healthcaf#.15].
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Connected Healthcare Body Area Network

EEG

Vision Heanng

Figurel.3: Smart fabric in healthcafé.15]

In sports generally, important monitoring functions such as body temperature, heart
rate, breathing, and other physiological parameters such as number of steps taken and
total distance travelled can be achieved using smart devices embedded on sport
clothing. Smart textiles in sports also help in protection against injury of athletes. Fig

1.4 shows an athlete wearing muscle activation smarisi].

Figurel.4: Muscle Activating Smart suit [1.15]

The jacket shown in Fig 1.5 helps in the tracking of the location of the wearer using a
GPS and project the map onto a flexible display screen on the sleeve of the jacket. It
also displays the moods of the wearer via colour changes andkibfis
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Figurel.5: Networked Jacket [1.15]

The Ohio State University researchers under the guidance of John Volakis have taken
the next step toward e¢hdesign of functional textileslothes that gather, store, or
transmit dgital information[1.21]. This technology can result in lots of applications
with further developments like sportgjugpment that monitors athletgerformance,

even a flexible fabric cap that senses activity in the brain, workout clothes that monitor
your fitness level, a bandage that tells your doctor how well the tissue beneath it is
healing, shirts that act as antennas for your smart phone or[faBlit

1.2 Research Aim

The overall aim of this work is to advance the field of sensor networks by embeddi

parallel processing concept3he application that the thesis will address is in human
monitoring.

1.3 Objectives

The specific objectives of this thesis are:

1 To propose a new sensor networking paradigmekjloits processor level
parallelism and introds the concept of efabric computation.

1 To validate the method and produce parallel program that can be used on the
sensor network array.

1 To produce a physical demonstrator for a specific measurement scenario that has

relevance to human monitoring.
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1.4 Novel contribution of the thesis

1 To propose a new concept for distributedfaloric processing.

1 To implement a parallel computing architecture optimised for fabric mounting.

1 To apply the architecture to a physical demonstrator containing an array of
computing ndes.

1 A present a set of measurements obtained from a physical demonstrator.

1.5 Thesis Outline

Chapter 2: A Novel Parallel Distributed Architecture

The purpose of the chapter is to consider the concepts for attaching sensors to
processing elements. This chapwill review the state of the art in parallel computer
architectures and will identify a suitable architecture for a wearable computer system.
The chapter also considers alternative architectures and how they interconnect with the

physical local sensors.

Chapter 3: Implementation of Instruction Systolic Array for Smart
Fabrics

An implementation o& prototypedesign of the novel architecture proposed in chapter 2

IS given. The chapter also explains the challenges of implementing the design using
commercia off-the-shelf componentsThe prototype hadeen designedising the
concept of the Instruction Systolic Arrayhis chapter alsdiscusseshe bus systems

and an off-the-shelf microcontroller that has been used to implement the prototyped

concept.

Chapter 4. Programming and validation of Instruction Systolic Array

This chapterof the thesis describes tipeogramming of the instructing systolic array
and implementing theinstruction systolic aay on an array ofoff-theshelf
microcontrollers.To illustrate some of the basic definitions of the previous chapter,

parallel algorithmexamplesare presented

Chapter 5: Shape Reconstruction Application using Instruction
Systolic Array
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This chapter introduces a 2D mesh architecture prototype based on thetibrstru
systolic array paradigm for distributed computing on fabrics. Atreed shape sensing
and reconstruction application executing A architecture and demonstrates a
physical design for a wearable system based on the ISA concept constructedffrom of

the-shelf microcontrollers and sensors.

Chapter 6: Conclusion

This chaptesummarizes the contributions of the thesid discusses the future work

that can be condudaie
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CHAPTER 2:
A NOVEL PARALLEL DISTRIBUTED
ARCHITECTURE

THE purpose of the chapter is to consider a series of possilbdemsrfor attaching
sensors to processing elements. This chapter will review the state of the art in
parallel computer architectures and will identify a suitable architecture for a wearable
computer system. The chapter also considers alternative arclégeend how they

interconnect with the physical local sensors.

2.1 Introduction to Multiple sensors, Multiple Processor Systems

The dassification of parallel computer systens usuallybased on their constituent
hardware component&nce sensors are introdtinto the parallel system there are a
number of possible options for attaching them to the individual Processing elements.

Suppose that we have a rectangular sensor matik of M sensors, each capturing
analogue data with anpperfrequencyf and we vish to continuously process data,
producing a result. The application area is assumed to require processing of data from

multiple sensors. An example of this is contained in a later chapter.

In Concept 1shown in Fig 2.1it can be seen that the single Gohtunit, C, which
processes all the sensor dateeds to process samples at a rate2.0fM.f That
processing may be assisted by specialist hardware on particular processors but
ultimately the control unit must handle this and perform its calculationanat

appropriate speed.
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Figure2.1: Concept 1 showing Control unit C and Sensars S

Concept 2shown in Fig 2.ds similar in terms of performanchpwever although the
wiring may well be more conveniernit uses a shared bus system which may bring
addiional implementation cost and complexityhe interconnectiodN shown in Fig

2.2 could be a bus communicatiosed for the purpose to transfer data

Figure2.2: Concept 2 where IN shows an interconnection such as bus
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Concept 3shown in Fig 2.3has a control uniand mag processing elementéll the
processing elements are connected to the control unit. The sensors are attached to the
processing elements ugitheir own individual buses. Here the processing elements are
required to process samples 2t samples/second and aftpreprocessingnay be
subsequently passed to the control unit. However, this difemsited advantage if the
purpose is to processtdavhich involves fusing information from adjacent sensors.

P

o] Bl
P

Sii Sin Sis | [su

Figure2.3: Concept 3 showing the inclusion of individual processing elements P

Concept 4shown in Fig 2.4has many processing elements. Eacltgssing elemens
physically connected to theneighbouring processing elementSvery processing
element is attached to its own sensors using an individual bus. The processing can be
carried out locally at each processing element. Alternatively, the wieilgork of
processing elements and sensors can be thought of as a form a distributed computer
unit. This concephas inherent advantages as it means th&caied sensor data can be
processed locally and independently by the distributed processorxteS8ejare
processed data can also be camioated reducing bandwidtl.is worth emphasising

that this is different to a conventional parallel concept because the processing elements

are physically spaced out to coincide with their local sensuieed,t may be possible
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for the processing elements and sensors to be manufactured as one single integrated
circuit. Each one of these integrated units would still be connected by physical bus
wires which may be constructed using conductive thread or printetiliciive wires on

the fabric.

ALAAALAA?
>
>

A 4

Figure2.4: Concept 4 showing communication between neighbouring P's

2.1.1 Comparison between the concepts

The advantages and disadvantagesldbur conceptsre listed irthetade below:

Table 2.1: Comparison between concepts

Concept Advantages Disadvantages

1 Single control unit
handling dlthe data.

1 1 Simple architecture.

1 Independent bus

connection and no 1 Physical wiring for all

. sensors which returns
requirement for

complex bus protocol, to the single control
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unit.

Fewerphysical

connections.

The luscan only be
occupied by a single
sensor at any one timg
Bus protocol required
and sensor addressing

must be implemented.

Sone preprocessing
may be done at the

processing elements.

More processing
elements required.
Depending orthe
application it may na
be better than concepi
1 or 2, where the
application requires

less sampling.

May be able to exploif
parallel processin
paradigm to achieve
improved
performance.
Scalability may be
achievable without
reducing computing
speed.

Buses are between
adjacent processing
elements and are not
all routed back to the

control unit.

Programmer
is very complex.
Requires selemn of
suitable parallel
processing concept ar|
strategy forthe control

unit.

The Concept 4 looks promising as the architecture is distributed arttiehpotential to

have the betteperformancecompared to other conceptd also has the benefit of
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processing the data locallyecause it will resolve the high bandwidth problend is

not reported in the current literatuifeor example we can implement an FFT and then
just export very small amount of dafhis thesis takes the challenge of developing t
conceptand designing and implementing a wearable system based on this concept. The

next section considers parallel architectures which may be suitable for such a system.

2.2 Classifications of Parallel Computer Architectures

Based on major methodologidsat were created ithe 1960sand 1970s, a wide range

of computer architecturefiave been invented with huge development in VLSI
technology over last 30 yeaM/ith expandingnumberof conputer architectures, the
classification of the architectures sholle doneefficiently. The classification should

be done in such a way that it distinguishes the structures with considerable differences

and meantime also discloses the similarities between noticeably divergent f&4digns

Various definitions have beerrgposed for a range of parallel architectures. Many
authors have worked on the classification of computer architectures. The most widely
acceptedclassifications among all arElynn's taxonomy [22] which is based on
instruction and data stream. One of tieadvantages of Flynn's classification is it does
not clearlydifferentiate between various multiprocessor architectures. Some of these
disadvantages from Flynn's classification have besnlved in Duncan's taxonomy
[2.3]. These two taxonomies [2,42.3 showing different points of view of parallel

architectures have been briefly explained in the next sections

221Fl ynnds Taxonomy

Flynn's taxonomy, which is one of the earliest classification systems for parallel
computerswas developed bWichael J. Flyin in 1966. This classification has been
used as a tool in designing modern processors and their functionalities. Flynn mainly
used two criteria for the classification of programs and computers, first being whether
they were working using a single set oultiple set of instructions and second was

whether or not those instructions were using a single set or multiple sketi®|¢f.1].
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2.2.1.1Flynn's classification

Based on the presence of either single or multiple streams of instructions and data, four
groups acerding to Flynn's taxonomy ar8ISD, SIMD, MISD and MIMD. Flynn's
classification is briefly described below

1 SISD (Single Instruction Single Datayhich mainlydescribs serial computers.

1 SIMD (Single Instruction Multiple Data)yhich works with multipleprocessors
executing the same instruction simultaneously on different data

1 MISD (Multiple Instruction Single Datayvhich works withmultiple processors
executingdifferentinstructions to a single data stream. This is more uncommon
architecture

T MIMD (Multiple Instruction Multiple Data);which works with multiple

processors simultaneousyecutingmultiple instructions ormultiple data.

These four categories along with their architectural differences are shown in Fig. 2.5.
The major representatives ofS®) category are single processor computers. The next
one is SIMD category, which includesctor computers as well asray computerdt is

also known as synchronous parallelism. MIS@Bnsincommonrcategory which is even
referred as noexistentby variaus authors. Braunl [2]£lassified pipeline computers
under this category. The last one is MIMD category which includeli processor
distributed computer systemk is also known asisynchronous parallelismvhich is
opposite to SIMD.

Flynn's taxonomyrovides useful information for characterising computer architectures.
Many structures have been found that do not clearly show any of these characteristics
and hence do not fit in any of these four groups. So, Flynn's classification became
inadequate wheit comes to the classification of many modern computers like pipelined

procesors, systolic arrays, etc. [2.3
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Instruction Stream Data Stream
Cc » P | M
)
> P e < M
b) © » P [« IN [« M
> P e < M
c » P |«
) © » P |€ M
C » P |
c > P | < M
d) C » P | IN |« M
c » P |« < M

Figure2.5: FIlynnds taxonomy of computer archi

and d) MMD (C: Control unit, P: Processor, M: Memory, | N: Interconnection
Network (Bus))

222Duncanods classification

The latest architecture innovations were positioned in a broader framework of parallel
architectures by Duncan's taxonomy. According to Duncan, tmsifitation should

satisfy the following important poin{&.3]:

1 It should maintain the elements of Flynn's classification based on instruction and
data streams;
9 It should exclude the architectures whidtorporatejust alow-level parallel

mechanisnwhich has become a general feature of modern computers;

t
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1 It should include pipelined vector processors and other architectures which

intuitively looks as parallel architectures but hard to properly classify under

Flynn's taxonomy

If the above conditions areassfied, a parallel architecture can be described as a high

level, the explicit framework used to develop parallel programming solutions thigh

help of multiple processors that work together through simultaneous execution to solve

the problems. The pressors camritherbe simple or complex.

The classification of processor structures according to Duncan's classification is shown

in Fig. 2.6.

Synchronous

SIMD

MIMD

MIMD paradigm

Associative
memory

Processor Array

Shared memory

Distributed
memory

Reduction

A 4

> Dataflow

MIMD/SIMD

A 4

Figure2.6: Duncanos

taxonomy

of

paral | el
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2.2.3 VLSI processor arrays

Most of the architectures atermed as/ery-Large Scale htegration(VLSI) processor
arrays. The datasipipelined through thprocessors simultaneously with processing in
systolic arrays and wavefront arrays. Wavefront arrays w@da driven potential,
whereas systolic arrays utilise local instructions synchronised globally. Both SIMD and
MIMD utilise global data and control instead of using pipelined data. It permits
broadcasting from a memory and a control unit. The main featdrésur computer

structures are explaaad briefly in the segment below.

2.2.3.1 SIMD architectures

Normally, the SIMD architectures utilise a central control unit, multiple processors and

an interconnection network, which establisipescessoto-processor or praessofto-

memory communicationg.he central control unit broadcastssingle instruction to all
processorsThe processors, iturn, execute the instruction on local data. The main
function of the interconnectionnetwork is to communicate the instructioasults
calculated at one processor to another processor to be used as operands in a subsequent

instruction.

2.2.3.2 MIMD architectures

MIMD architectures use multiple processors which execute independent instruction
stream utilising local data. These kinds othatectures are capable of supporting
parallel solutions, in which processors are required to funatienlargely autonomous
manner MIMD architectures are asynchronous computersdhatmainly characterised

by decentralised hardware controlfhe softwae processes executed on MIMD
architectures are typically synchronised by either passing messages via an
interconnection network or by accessing data stored in shared meHighylevel
parallelism is supported by MIMD computerssabprogramand task leel.

2.2.3.3Systolic architectures

Kung andLeisserson2.8] were the firstto introduce systolic architectures in 1978.
Systolic arrays are typically defined dsgh-performance, speckdurpose VLSI

computer systemsThey are appropriate fapecific applicationrequirementswvhich
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require a balance ofntensive computationsalong with demanding input/output
bandwidths Systolic architectures also called as systolicrays are organised as
networks thatcontain a large number ofidentical, locally connectedElemertary
processing element®ata in systolic arrays ulsedfrom memory through processing
elementdefore returning to memory erhythmic fashion The system is synchronised
using a global clock and explicit timing delays. For a diverse range of specmise
systems, rmadular processors united by regular and local interconnecticinasbasic
building blocks The performance requirements of spegqakpose systemare handled
using systolic arrayby achieving considerable parallel computations andvoyding
input/outputand memory bandwidth restrictians

2.2.3.4Wavefront array architectures

Systolic data pipeliningand asynchronousdata flow execution paradigmboth are
combined in wavefront array processovgavefrontarray and systolic architectures

both aredesignatedy modular processors and regular, local interconnection networks
However,in wavefront array architecturethe global clock and explicit time delays

used for synchronising systolic data pipeliniage replaced with asynchronous
handshakng to be usedas the mechanism focoordinating inter-processor data
movementsSo, when a processor is finished doing its computations and wants to pass
the data to its successor processor, it sends the data when successor signals that it is
ready. An aknowledgement is sent by successor after receiving the data. The
computational wavefronts pass smoothly through the array without intersesitimy

the handshaking mechanism because the processors of the array behave as a wave
propagating mechanism. Inishway, the correct timing of systolic architectures

replaced byorrect sequencing @bmputations.

2.2.4 Conclusion

After evaluating all the available parallel architectures, the systolic architecture has been
chosen as being suitable implementing Concegbto$en from the previous section. The
systolic modeof parallel processing has gained a tremendous interest doediegant
exploitation of datgarallelism inherent in computationally demanding algorithms from

different fieldsof research. In order texplain a little more about how this can be
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applied to a smart fabric system, the fundamental theory behind the systolic arrays will
be presented. Research into systolic arrays has been dormant for some years however
there is no prior work using theseays inthe physicallydistributed wearable system.

The application that has been chosen to be implemented was human body monitoring
thus we need a distributed architecture to implement such an appliddtere. appears

to be some potential merit in usisgstolic array design to implement Concept 4 where

a sensor is closely coupled with the processing element.

2.3 Systolic Array

The term systolic arrayn the computer science was introduced #78by Kung et al.

[2.8]. Conventionally, a systolic array is madup of a large numberof similar
processing elemeniaterconnected in an arrayhe interconnections are locavhich
meanseach processing element can communicate only with a limited number of
neighbouring processing elementkere arégwo types of sywlic arrays, data systolic

array andnstructionsystolic aray.

In datasystolic array, the data moves at a constant velocity passing from one processing
element to the next processing elemelvery processing element performs
computations, in this wagontributing to the overall processing that is required to be

done by the arraypata systolic array is generally calledsystolicarray.

In contrast to the data systolic array, an instruction systolic array (ISA) is a grid
connected network of verymple computation units (processing elements), which is

characterized by the instructions being pumped from a corner in a systolic manner.

Systolic arrays are synchronous systeribe exchange of data between directly
communicating processing elemergsynchronised using a global clock. The data can
only be exchanged at the tick of the global clockbetween two consecutive clock
ticks, each processing elemgmerformscomputation on the data which it has received
upon the last tick anthen generates ¢hdata which isto be sent to neighbouring
processing elements at the next clock titke processing elemerg also capable of

holding datastored in the local memory of the processing element
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2.3.1 Features of systolic arrays
Different authors have given &&fent definitions for systolic arrays. #well-known

definition according t&Kung and Leiserson [2] &s:

AA systolic system is a net wanpkeandpasspr oc e s

data through the system. o

A more reliable definition of systolic mys is presented in terms of bullet points below.
A systolic array can be defined as a computing system having the following

characteristic§2.4]:

1 Network: It is a computing networkhaving a numier of processing
elementr cells with interconnections.

1 Rhythm: The datais computed and passed throoghthe network in a
rhythmic and repetitive manner.

1 Regularity: The interconnections between the processing elements are
consistent and regular. The numbers of interconnections for processing
elements does nhaepend on the size of the probleectause the numbers of
interconnections between the processing elements are almost the same for
any size of array

1 Synchrony: The execution of instructions and the communication data
synchronised using a global clock

1 Locality: The interconnections are local, which means tloaly
neighbouring processing elements can communicate direittiyeach other.

1 Modularity: The networkmay contain one or morgypes of processing
elementsThe systolic array catypically be deomposed into different parts
with one processor typeé casdhere is more than one type of processors

1 Extensibility: The computing networkas the feature of beingxtended
indefinitely.

1 Pipelineability: All data is transferredsing pipelining, whichmeanghat at
least one delay element (register) is present between each two directly

connected combinatorigkocessing elements
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1 Boundary: Only processing elements in the netwoskich are atthe

boundarycancommunicate with the outside world.

To summaise the characteristics discussed above, it can be seen that a large number of
processing elements operate in parallel on different parts of the computational problem.
Data enters into the systolic array througk boundary Once the data entersto the

systolic array,it can beused many times before it is outpuat the outside world.
Typically, various data streanftow through the array at constant velocities while
interacting with each other in the course of this movement. Meanwhile, processing
elemens execute one and the same function in a repeated mareesystolic array

does not transfer the intermediate restdtshe control unit. The control unénd the

systolic array carry out the exchange of only the initial data and the final resujts [2.1

A systolic array is a form of parallel computing method in which the processors are
interconnected to each other in the form of a matrix and typically called ag2g]ls

Each processing elemelmas a special feature that it is capable of storingcantputing
dataindependently of othgprocessing elements and eventually processing the Itata.
canshare the informatioawiftly with its neighbouring processing elemeritee major
advantage of systolic arrays is that the data can flow in multipletidins. Fig 2.7
shows the general systolic array organisatiansystolic arraysthe input/outputrate
between the processing elemeigsgenerallyvery high making them suitable for

intensive parallel operatiofi2.10].

P P p P
P P p P
P P p P
P P p P

Figure2.7: General systolic organization
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2.3.2 Typesof systolic array structures

This section of the chapter discusses the four different types of systolic arrays structures
and their applicationsvhich are Linear systolic array, Orthogonaist®lic array,

Hexagonal systolic array and Triangular systolic array.

2.3.2.1Linear systolic array

The processing elements are organised in one dimension in case of a linear systolic
array as shown in Fig 2.8The processing elements have interconnections oitly w
their nearest neighbour&inear systolic arrays distinguish themselves in terma of
numberof data flows along with their relative velocitigdnedimensional convolution

(FIR filtering) is one ofthe representatives of linear systolic arrays [2.1].

R R E
b

Figure2.8: Linear systolic array

2.3.2.20rthogonal systolic array

The processing elements are organised itw@dimensional gridin an orthogonal
systolic arrayas shown in Fig 2.9Each processingelement in this case,is
interconnected to its nearest neighbourall four directions @ the north, east, south
and west The orthogonal systolic arrays diffelative to the number and direction of
dataflow as well asthe number of delay elementsganiged inthem One of the
possible mappings of the matrix multiplication algorithris the most general
representatin of this array [2.1].
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Figure2.9: Orthogonal systolic array

2.3.2.3Hexagonal systolic array

The processg elements are organised a twodimensional gridin a hexagonal
systolic arrayas shown in Fig 2.10The processing elements are connected thigr
nearest neighboursn six sideswhere interconnections hava hexagonal symmetry
[2.1].

Figure2.10: Hexagonal systolic array
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2.3.2.4Triangular systolic array

The processing elements are organised in a triangular form in a triangular systolic array
as shown in Fig 2.11t is atwo-dimensional systolic arrayvostly, this form is used in
different algorithms from linear algebrRarticularly, it is more important i@aussian
elimination and other decomposition algorithfR24].

R

P » P > P > P
P >P =P—>
P > P

Figure2.11: Triangular systolic aay

Among various types of systolic arrastructures the orthogonal systolic array is
assumed as its structure fits bedgrn fabrics the besThe orthogonal systolic array

has been chosen as the best for wearable applications because of evenlyedistribu
processing elements in the rows and columns which benefits in the diagonal flow of
instructions along the array and the array could have a simpler instructiédtssethe
underlyirg parallel computer model isstruction systolic arrgyan architeatral
concept suited for implementing a system with high bandwidth and with architectural

benefits for wearable.
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2.4 The Instruction Systolic Array
Instruction Systolic Array (ISA) is broadly used WL.SI| for execution purposes as an
architectural concegd®.1]1], [2.12). ISA can be viewed amore flexible and advanced
from the properties below arade considered chiefly as specialpase architectures.
The important propertiesf ISA are

1 local communication for data and control flow,

1 modularity and scalability

1 local data handling

1 mapping is logical
In ISA, rather than data, instructions are pumped in a systolic way through a process
array which makes it different from standard systolic arrf41], [2.13]. This
particular arrangement helps in executing different algorithms on the @aoessor
array. Also, the instruction stream and the stream of selector bit both get combined. Due
to this, subsets of processing elements can have a very flexible addressing. The
fundamental model of a parallel computer can be seen as a mesh connectaday
identical processors. The processors are capable of executing instructions from a small
instruction set. The processor array is synchronized by a global clock, and each

instruction is supposed to take the same time for its execution.

2.4.1 Principles of ISA

The instructions for the ISA are inputted from the upper left corner of processor array as
shown in Fig. 2.12, instruction flow in horizontal and vertical directions through the
array step by stef2.12]. This process makes it sure that during ezobk cycle, the

same instruction is available for execution within every diagonal of the array.
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Figure2.12: Execution of an ISA instruction

Each processor has some data registers that also includes a designated communication
register C. Communication process beten two processors, A and tBke place in

following way:

In [2.12] the concept of data transfer between the processors is explainéat as
example,a data iten is to be sent from processor A to B, firswhites the data item

into its own communication registefn the next instruction, Beads the contenfsom

the communiation register oAA. Each praessor is allowed only to writiatato its own
communication register, but it is allowed to read data from the communication registers
of its four direct neighbouring processoisvo or more processors can read the data

from same communication register at the same time. To avoid confusion between
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read/writeprocesses, it iarranged sahat reading from a register earried onduring
the first halfof the execution of instruction and writing on a registexaisied on during

the second halis shown in Fig 2.13

Execute
Fetch Instruction Instruction

" Read Data Compute Write Data #

Figure2.13: Instruction cycle

The main feature of ISA is thahroughout the array, it provides a rhythmic flow of
instructions [2.1l The basic architecture of anASs a meskconnected aay of
processing elementand every processing element is capable of executing instructions
from a fixed instruction set. The execution of a large variety of algorithms can take
place on same ISA. In an ISA, along with the indiarcstream, an orthogonal stream

of control bits is also used. The executiep for any instruction in processing element
takes placenly when the selector bit at that processing elenseht Due to the use of
selectorbits in execution, the array pressor architecture tends to be very flexible.

Instructons and selector bitre used for controlling processing elements.

The processors are provided with instructiansl selector bitffom outsidethe array.
Instructions are input one by one from thper left processor, and then they move in
diagonal wave fronts throughout the array £2.1

2.4.2 ISA Architecture

The flow of instructions is generally from top to bottom (north to south) of the array. On
the other hand, the selector bit flows from left tchtigwest to east) of the array. To
carry out the instructions at that particular processing element, the selector bits must be

1. Fig 2.14 shows the execution of ISA diagonal.
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Figure2.14: Execution of an ISA diagoné - Instruction, S Selector bit, +
Execution).

The ISA can be thodg as more of a pipelined SIMD artaly is still possible to
perform broadcast and ring shift operations witimi@imum number of instructions
even though therareno global wires or wrajaround connectiong.14.
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2.4.3 Programming and Execution of ISA

Laisais a Pascalike programming language used f&A programsit supports control
structures like conditional statements and loops as well as procedures [2.9]. Basic

machine code for the ISA is implemented in LAISA using brackets:
Elementarystatement# Laisa are of the form
<instruction selectop
Instructionscan be register assignments of the form
<setsourceregister, destinationregister>
or arithmetical or logical operations of the form
<instructioncodesourceregisterl, sourceregister2, destinationregister>

Registers can be any of the data registers or the communication register C, the
communication registers of the western, northern, eastern or southern neighbour CW,
CN, CE, CS, respectively [2.16].

Data is input or output to the processor armafinished via the opeended processor
links present at the boundary of the arfay]. The ISA is supposed to be embedded

into an environment which is proficient enough to:

A ISA wigh pnktryctions and selectors
A upply ISA input déa andto store its output data.

The key concept is that there should be a communication in between the processors in
the form of an array with short interconnections and without the use of any global wires.
By using the concept of pipelined executionirtgtructons in the processpmcreases

efficiency of the array [2.5].
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Figure2.15: Execution of ISA program

The controller receives its instruction queue aetéctorbits which are loaded before

the executionof an application The ISA block consists of individual processing
elements. The ISA program is loaded into each processing elements on the Instruction
systolic array direct from the host computBne ISA gets its instructions from the ISA
program memorylt is also loaded before the execution of the desired application
programs. The execution dfie programs is started by théow of instruction and

selector bit streapas indicated ifrig. 2.15.

2.4.4 Applications of ISA

The main applications dhstruction §stolic Array are as followR2.16]:

A Solving problems regarding linear equationsDigital Image Processing
(DIP)

A Computer Graphics
A Cryptography

To summarize, following properties sums up the advantages of ISA architectéie [2.1

A Broad applicability

A Only 1|1 ocal communications for cont

A Fas tcomputaiongp ar al | el
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A Scalability and modularity

2.5 Adaptation to ISA

Schmidt et al. [2.1]3and Sim et al. [2.]]7have adapteda different method from the
conwentional instruction systolic array. To improtree performanceof their application

they proposed modifying the way in which selector bits are sent fromtiqoand left

(north and west). The north will have both instruction and selector bit enteringdye

In the presenthesis a similar approach has been taken into consideration. This has the
advantages on the performance, simplification of instruction and data loading into the
array. The details of this will be explained in chapter 4.

2.6 Systolal024

The first commercial parallel computeaded on the ISA ardkcture [2.8B]-[2.2Q is
Systola 1024 which is shown ifig. 2.16. The ISA hadeen integratedor standard
personal computersn a lowcost addon board. A strict cgprocessor concept haslie
followed to operate using this board. By executing corresponding parallel programs on
the Systola 1024, the sequential programs can be accelerated by replacing

computationally intensive procedures.

Figure2.16: Systolal024 from [221]

One of the real time applications where ISA is used igpiical surface inspection of
coated surfacesSpecial measuring methods were needed for this application, which
enables quick scanning of large surfaces awbiding the direct contact to the surfaate

the same time. For such an application, optical methods combined with digital image
processing provide a satisfactory solutidfor applications mainlyn the sector of
machine vision and fastision, systemsprovide the requiredcomputing powerby

utilising special image processing hardware or ¥polwer workstationsThe major
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disadvantage of these systems is the involvement of large budget. The instant outcome
is cutting the quality control out @conomiaeasonswhichis the end quality control is

generally carried out by human visual inspection.

A low-cost alternative to large budget solutianslieveloped bySATEC and is termed
as he Surface Quality Scanner (SQS 1022p2]. The combination of a standard
personal computer, the Systola 1024 board lamdcost video data acquisition boards,
offersto providea solutionfor quality controlat a competitive price angerformance
ratio. The Systola 1024 board is usedregdware base for the technology

2.7 Conclusion

The chapter has reviewed a range of parallel architectures which are known. The
application in question has specific requirements which are somewhat unusual because
there is a desire to colocate the sensors and processing elements garpibee of
reduéng wiring complexity. A significant theoretical advantage of the ISA is that data

is local to the processor and as such a common limitation of the ISA, namely transfer of
data onto the array is circumvented. There are clearly other mechanisms for improvin
performance, however other architectures do not have this inherent advdritage.
following chapters will make the assumption that this architecture will be used and

consider the implementation, programming and performance of such a computer.
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CHAPTER 3:
IMPLEMENTATION OF INSTRUCTION
SYSTOLIC ARRAY FOR SMART FABRICS

THIS chapter presentsa more detailed explanatioof the novel architecture
proposed in the previous chapter. This chapter also expéndsaddressethe
challenges of implementing the design using commerciathef§helf components
Taking the theory ofhe instruction systolic arrayg prototype desigiis proposedThis
chapter ao discusses someandidatebus systemghat can form thanterconnects
between processing elements and loffathe-shelf microcontrolles can be selected to

produce a viable functional prototype

3.1 A novel architecture for on-fabric parallel processing

In the subject of this thesjsa distributed wearable system is of interest. This can be
mappedonto the ISA concept as shown in Fig. 3The processing elements are
connected to theineighbarring processing elements. Each processing element is
closely copled to different sensors. The northern boundary of the array is connected to
the instruction stream flow controller which stores the array of instructions that needs to
be passed to the processing elements. The western boundary of the array is camnected t
selector bit flow controller which stores the array of selector bits that needs to be passed
to the processing element$he processing elements and the sensors are closely
coupled, which means both are-locatedso that they can have local data flondan
processing can be done locally. The processing elements and senscedadie where

the array for the processing elements and the sensors connected to the processing

elements can be increased or decreased.
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Figure3.2: General concept of a sensor system with integrated processing elements for
human body applications
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As discussed earlier @hapter 1, the ISA concept can be implemented for body sensing
applications as shown in Fig 312.the figure, the processing elements are distributed
along the front and back side of the fabric worntfhumanbody. Each side is

distributed with 8 proessing elements amglclosely coupled with their respective

Sensors.

3.2 Implementation of novel architecture

An important objective of this thesis is to test the concept proposed by implementing in
a real application. The performance of such a system woeldbest optimised by
custom Application Specific Integrated Circuit (ASIC) desigtowever within the

scope of the work, this is not realistic and aasequencgeertain compromises need

to be made. It is assumed that-tféshelf microcontrollers wil be used as the
processing elements which implement standard buses and protocols. It is expected that

the system would prove the concept and reveal the properties of such a device.

The purpose of the implementation is to explore the meritpidadls of such a system,
however there is no expectation that performance will be fully optimised at this stage.
In order to make use of ethe-shelf components such as sensors, conventional bus
architectures for communication between elements has been assusered.thid

candidates for the bus are considered.

3.2.1 Candidates for bus systems
A reliable distributed embedded system can be achieved througkt and efficient
communication.The exact interconnections betwetlie processing elements, sensors,

instruction fow and selector bit flowsing thebusareexplained using Fig. 3[3.1].

The most usual method of transmitting data in between two computers or between a
computer and a peripheral devidge serial communication. Serial communication
transmits dat&o a receivesequentially, one bit at a timeyer a single communication

line.



3. Implementation of Instruction Systolic Array for smart fabrics 45
This transfer of information can be in different ways:
Communication
, !
Mode of No. of bits Usage of clock Direction of
transmission transferred transmission
. : Uni-
Wired Serial Synchronous .
directional
Wireless Parallel Asynchronous| || Bj-directional

Figure3.3: Different methods for transfer of information

The main advange of serial communication

is its

communication can bearried out by using just one input/outgn, while for parallel

communication eight or more pins are required. There are so coamyon embedded

system peripherals that suppserial interfacesljke Liquid Crystal Dsplays (LCDs),

temperature sensq@nalogto-digital and digital-to-analogconverterg3.2].

Table 3.1: Difference between serial and parallel communication

SERIAL COMMUNICATION

PARALLEL COMMUNICATION

A serial port sends and receives data, one [

a time over one wire.

A parallel port sends and receives data e

bits at a time over eight separate wires or lir

Only a few wires are required for transmiss|

and reception.

The setup lookbulkier because of the numb

of individual wires

Serial communication is slower than para|

communication given the same sigi

frequency.

A parallel communication device sends ¢
the of d

simultaneously, thus making it fastedn

receives same amount
parallel you are transferring many bits at
sametime, whereas in serial sendsing one

bit at a time.

It is simpler and can be used over loni

distances

Can be used for shorter distance

low pin counts. Serial
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In comparison with parll communication, serial communication has various

advantages such as:

It needs fewemnterconnecting cables and therefore requires less space
Many peripheral deviceandintegrated circuithiave serial interfaces.

Clock skew between different channedsipta problem

= =2 =4 =4

There ardewerconductorsascompared to that of parallel communication
cables therefore cross talk is not a big problem

1 Itis comparatively keaper to implement.

3.2.2 Serial bus protocols

There are various different protocols, with each oh¢hem having its own interface
requirementsBus interface encodes the commands or the state ofpat/outputto
digital information which isthen transferredhrough the cable The most commonly

used standards in communication can be listd8.8%

1) UART (Universal Asynchronous Receiver/Transmitter)
2) 12C( Inter Integrated circuit)

3) SPI( Serial Peripheral Interface)

4) CAN (Controller Area Network)

5) USB (Universal Serial Bus)

The relative advantages of these Ipustocols when applied to the proposed syste

are listed irtable3.3 as shown beloy3.4]:

Table 3.2: Comparison of different bus system

Protocols Advantages Disadvantages
UART 1 Asynchronous serig T It is usedfor communication
communication. between equipments as an
1 Full duplex communication. external bus

T Only two devices can b

connected to the bus.

1°C f On PCB type bus betwed 9§ Can work only in half duple

chips. mode.
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Master and slave shara
commonclock.

Flexible data transmissio
rates.

Size of the address used f
the slaves 7it, 8-bit and 10
bit support 127, 255, ang

1023 devices respectively

Requires pubup resistors whicli

can limit clock speed.

Imposes protocol overhead th

reduces throughput.

SPI On chip or oFPCB type bus. Requires more pins on an |
Synchronous serial package than 12C.
communication. Can be used only for sho
Can work in full duplex distance communication.
mode.

CAN CAN bus is a vehicle bu Half Duplex as data cannot |
standard designed fq sent and receive
communication  within 8 simultaneously.
vehicle without a hos It is used for communicatio
computer. between  equipments in
Highly secured and priority automotive.
based protocol.

usB Supports up to 127 devices. Significant hardware overhead

Plug and play.
Higher speed up to 12Mbps.

It is used for communicatio
betweerequipments

Not designed for simple buses

There are clearly a number of bus protocols that couldidssl,and these can be
commonly found on microcontrollers. Some of these come witlthgm hardware
support and readily accessible from the software suite for the microcontroller. Of the
ones availablgboth SPI and?C are common, though of come there may be limits to the
number of available buses on a single microcontrosving to the largenumberof
physical interconnections that are likely to be necessary to wire a ststabtesensor
array a compromise has to be taken by selecfiddus and sharing these bus for both
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the ISA inter element connections and sensors. Suitable sensosssactelerometers
are readily available wittfC.

3.3 Details of thelnter -Integrated Circuit (I °C) Bus

Typically, an embedded system contains one or more microcontrollers along with oth
peripheral devices suchs, input/output expanders sensors, memoriggonverters

matrix switches, LCD drivers [3.4]The effort is to minimize the system complexity

and the cost of connecting all those devices together. The main design requirement of
the system is to make the slower devices capable of communicatingheigystem
without slowing down the faster devices. A serial bus is required to satisfy these
essentials. A bus meaning the detailed description for the formats, connections,
addresses, procedures and protocols which mainly explains the rules on theibls. Se
data connections are preferred because they require just one or two signal wires as
compared to a parallel bus, which needs at least eight data lines plus control signals. For
any given communication channel, the best connection can be chosen babed on

speednumber of hardware connections requiaad the distance between nodes.

Fromthe Microchipmanual [3.5fhe Interintegrated @cuit (1°C) busis explained as
mainly designedor shortrange communication between chipghin the same syste

by utilizing a software addressing system. It functions like a simplified local area
network and needs just two wires.shmple bi-directional2-wire busis developed by
Philips Semiconductors (noknown asNXP Semiconductorsjor an efficient inter
integrated circuit control. All the devices that are compatible withdusintegratean
on-chip interface which entitles them to communicate with each other througfCthe |
bus. Many interfacing problems faced while designing digital control circuits aredsol

by using this design concefitypical I°C busis shown in Fig 3.4.

The basic bus terminology is explained B8],

1 Transmitter Thedevice that transmits data to the bus.
ReceiverThe device that receives data from the bus.

Master The devicefrom which the clock originates, start®nomunication,

sending 1C commands and halting communication.
SlaveThe device thadistento the bus and is addressed by the master.

1 Multi -master 1°C can have more than one master and each can send commands.
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1 Arbitration The process that determines whioaster has control of the bus.
1 Synchronization Process whereby the clocks of two or more devices are

synchronised.

e | ! SDA
Master 1 | SCL
rc c I’c
Slave 1 Slave 1 Master 2

Figure3.4: Typical PC bus

The working process ofC is explained in the NXBemicondutors specification [3.7]

12C works on synchronous communication. It isi-@irectionalprotocol which permits

a master device taitialise communication with a slave device. Both these devices
exchange data with each other which is then implementednbff Ac k nowl e d g e
system The Acknowledge ACK) systemis considered as one of the important
characteristics of arfC system. It permits the data to be sent in one direction from one
device to another device througe I°C bus. That device wilACK to sigral that the

data was received. As a peripheral can acknowledge data, there is an uncertainty
regarding whether the data reached the peripheral. The data must be timed very
precisely,however RS232 and other asynchronous protocols do not utilise a clock
pulse. As fC is having a clock signal, the clock can vary without interrupting the data.

The changes in clock rate will simply change the data rate.

The I?C is based on the principle of Mas®@lave protocol, the master device controls
the Serial Clock e (SCL) andnitialisesthe data transfers as well. This line orders
the timing of all the transfers taking place throu§ bus. Slave devices are capable of
manipulating this line but they can only make the line low, which means that item on
the bus isot able to deal with more incoming data. When the line is forced to be low,

more data is impossible to clock into any devi€his situationi s t er med as 0
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Str et cAsialregdy .mentioned, no data will be shiftedless the clock is
manipulated Same clock line SCL controls all the slaves. @ bus, the data can flow

in either direction, but master device controls the data when it flows. Thereaare
number of conditions of 3C bus. These conditions specify the events of starting,

stopping, acknoledging a transfer among oth¢gs7].

Every device that is connected to the bus is software addressable by using a unique
address. All the timesimple master/slave relationshigie present, where masters can
function like mastetransmitters omastesreceivers It is true multtmaster bushaving
features such aarbitration to prevent data corrupti@amd collision detectionin case
two or more mastersnitialize data transfer simultaneousli-directional 8-bit
oriented serial data transfers can be made at:

1 up to 100 kbps in the Starrdamode

1 up to 400 kbps in the Fastode

1 upto 1l Mbp in Fastmode Plus

1 upto3.4 Mbps in the Higlspeed mode

3.3.1 Bus Signals

I°C is a serial interface which utilises two signals to exchange data seriallptivith
device The signals used aje.7]:

1 SDA: This signal iscalledas Serial Data. Any dateansferredrom one device
to anothergoeson this line.

1 SCL: Thissignalis called asSerial ClockLine signal.This signal is initiated by
the master device, which controls when the data is sent and when it is read. This
signal can be forced to low making the data impossible tkclo

There are just two possibilities for electric states?6f lines, which aralrive low

andfloat high The concept of pull up resistor is really important in the functioning

of 1°C. I’C operates by having jaull-up resistor on the line and devices amly
capable of pulling the line low to transmit thata. The line will be in statdoat
high if none of the devicearepulling it. The line would be floating to an unknown

state in case no pull up resistors are used.
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Figure3.5: Basic Mechanism irfC from NXP Semiconductors adapted from [3.7]

1. Data transferd initiated with a start bisignalledby SDA being pulled low
while SCL stays high.
2. SCL is pulled low, and SDA sets the first data bit level &/kéepng SCL low
3. The data areeceived whersCL rises for the first hitFor a bit to be valid, SDA
must not change between a rising edge of SCL and the subsequentefidjing
4. This process repeats, SDA transitioning while SCL is low, and the data being
read while SCL is high
5. A stop bitis signalledwhen SCL rises, followed by SDA rising.
In order to avoid false marker detection, there is a minimum delay between the SCL
falling edge and changing SDA, and between changing SDA and the SCL risingsedge
shown in Fig 3.5

There might be a disagreement if one device is trying to drive the line high while the
other device is trying to drive it low. This disagreement might result in damaging either
or both devicesoperating on the lineTo avoid this situatio, the pullup-drive low
system is used that regulates which device has control of the bus. If other devices want
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to use the bus at the same time, this system indicates thaighe lbusy. This device
will figure out that bus is already driven low andiged byother devicecurrently.

Thus, he working of the ¥C bus and their signals and communication has been
explained in this sectiorThe next section will explain théG bus connection ithe

proposed architecture.

3.4 Prototype Design

The concept is ks d on thernistruction systolic array which cadsts of an array of
Processing lements connected with the different peripheral components preferably
sensors. The data has to be shared by other processing elements and sensors through
serial data communidan. A suitable communication chanpekhich is FC bus

communicationhas been selected for the hardware connections

The processing elements are connected in a 4filesistructurein Fig. 3.6 which is
globally interfaced to all the other devices incluflisensors througithe 1°C bus.
Separate processors are allocated for global iopuristructions and selector bigpart
from the array of processing elem&nthe whole model is designed in such a way that
each processing element will have fof€ protaols i.e. two of themwest and north)
acts asslave and other two(east and south) acts asaster Each master will be
connected to the adjacent slavassd makes sure that all the slave addresses are
addressed by iThe sensds dataare communicated driransferred only by the masters
as the clock and data initiatigprocesses are controlled by the magtach processing
element is connected to its own sensors as shown in Fige&ch processing element

combined with its own sensors is termedasit cell.
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INSTRUCTION
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Figure3.6: Processor array showing grid arrangement

According to the ISA concept, instructions and selector bits needs to be propagated
through the chain of processors according to the clodk.diso understood that all the
processors connected the extreme left and top (west and north) are only meant for
getting the inputgrom the instruction and selector bit controllebsfferent operations

can be performed on the desired data where therations are decided by the
instructions which are propagating through processors in a systematic manner and
specific data on which the instructiohase to be performed are decided by the selector
bits. The instruction flow will be from top to bottom (tloto south) of the array. The
selector bits flow from left to right (west to east) of the array row and the selector bits
must be 1, so that particular instruction is carried out at that particular processing

element.
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Figure3.7: Detail of PC bus connections

Each cycle is divided into three stages, thag fetch execute and write. This

mechanism is explained below,

9 All processors start in a default state listening on slave ports (or filled with
NOPs, ickally).

9 1-byte instruction is written to nortlboundaryslaves at the same tiniebit
selecor bit (as part of control Bitwritten to wesboundaryslaves.
Instructionwritten to north slaves and sensor values are readtirepastport.
Then the commupation takes placén the following orderbetween North
South, SoutiNorth, EastWest and WesEast.

Then the execution of the instruction takes place in the processing element.
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3.5 Selection of Microcontroller for the Processing Element

The ISA is implementd by using commercially available microcontrolleumber of

I°C interface buses were taken into consideration while choosing the microcontrollers
for implementing ISA.The initial choice to implement the ISA concept was a
Microchip PIC16F829 microcortroller shown in Fig 3.8 PIC16FR829 is a 20-pin
microcontroller with two4C bus interfaces. The ideasto implement the ISA concept
using two available 2C bus interfaces and bit banging two mof€ linterfaces.
Challenges had been faced during thelementation of the ISA concept where there

were timing issues with the software modified pins.

Figure3.8: Microchip PIC16F1829

Due to the implementation challenges on PIC16F1829, research went to etpkre
microcontrollers with more?C interfaces. Thus, th@rocessing elements that have been
chosen for implementing ISA concept are-l82 ARM CortexM0+ LPC824
microcontrollers.Fig 3.9 showsARM CortexM0+ LPC824 microcontroller mounted
on NXP LPC824MAX board. The reason for choosing LPC824 microcontroller is it
includes four 4C bus interfaces. Onéa supports Fagnode Plus with 1 Mbit/s data
rates on two true opedrain pins and listen mode. Thr&€$ support data rates up to
400 kbps on standardigital pins[3.8].

Figure3.9: 32-bit ARM CortexM0+ LPC824 microcontroller mounted on NXP
LPC824MAX board
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The LPC824microcontrollersare mounted on LPC82MAX board which is developed
by NXP to enablesvaluation and prototyping with the LPC824 microcontrollers. The
array of microcontrollers connected using ISA concept witkripheraldevice (sensor)

and their ¥C connections are shown in Fig18.

STREAM
CONTROLLER [#

NXP
LPC824-MAX
board

SELECTORBIT
CONTROLLER

Figure3.10: Processor Array with peripherals

Fig. 3.11 shows the connections between two microcontrollers with fé@rbluses
conneted between them. Theensos are attached to the east port of both the
microcontrollers The working of all four3C buses aailable on the microcontroller has
been verified by sending an instruction and receiving the data from the sensor through
the serialport. PCO, PC1, PC2, PC3 represents all the foldQ bus connected between

the two microcontrollers.
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Figure3.11: 1°C connection between two microcontrollers with sensor

3.6 Power and programming interface for the array

The prototype board has been designed witmicocontrollersdistributed in a4 x 4

array and 2nicrocontrdlers asinstruction and selector bit flow controlleas shown in
Fig.3.12. The wires between the microcontrollers are thRC buses. The
microcontrollers are powered by the USB cable running from the hubs.

Figure3.12: Prototype board











































































































































































