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Abstract

by Evie Ingold

Cadmium telluride (CdTe) is an important material for photovoltaic applications be-

cause of its low cost and high efficiency. This efficiency may be increased further by

alloying cadmium telluride with cadmium selenide (CdSe), to form cadmium selenium

telluride (CdSeTe). Understanding the electronic and atomic structure of CdSeTe is

important for understanding how to create the most efficient photovoltaic devices possi-

ble. In this study, density functional theory is used to model the behaviour of CdSeTe.

An appropriate choice of functionals is developed, and these are used to analyse the

properties of CdSeTe, including crystal structure, band structure, density of states, and

molecular binding energies. Analysis of the results shows a good match between the

predicted band gap and experimental results. The model is then used to explore the

distribution of selenium within the CdSeTe, the free energy of mixing between CdTe

and CdSe, and the formation energies of point defects with CdSeTe.
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Chapter 1

Introduction

1.1 CdSeTe solar cells

Over the last several decades, CO2 emissions have caused global temperatures to rise,

affecting the climate across the world. Renewable forms of energy such as solar cells

provide a solution to this problem, but more work needs to be done to increase efficiency

and lower costs and technical issues.

Photovoltaic cells work by using a semiconductor whose band gap is at the appropriate

level to absorb sunlight. An incident photon is absorbed, exciting an electron across the

band gap and creating an electron-hole pair. The presence of a p-n junction within the

semiconductor then serves to drive the electron and hole apart, creating a voltage that

can be used to generate power.

Cadmium telluride (CdTe) is an important material for use in thin film solar cells due

to its 1.5 eV direct band gap [1], which is well suited to absorbing solar radiation [2]. It

is also the lowest cost solar technology due to the low materials usage and its relative

ease of manufacture over competing technologies such as crystalline silicon and copper

indium gallium selenide (CIGS). The current record for the conversion efficiency of a

CdTe solar cell is 22.1% [3], with a theoretical maximum efficiency of 33% [4]. Figure

1.1 shows the increase in efficiency of solar cells over the past several decades.

Substituting selenium in place of tellurium at the front of the cell allows the band gap of

the material to be tuned to increase current collection [6]. Although cadmium selenide

1
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Figure 1.1: Record solar cell efficiencies for mainstream PV materials [5].

(CdSe) has a higher band gap than cadmium telluride, at 1.7 eV [1], alloyed CdSeTe

can exhibit a reduced band gap depending on the selenium concentration, thanks to

band gap bowing, allowing the cell to absorb solar radiation across a wider spectrum [6]

and reducing losses at interfaces through improved band alignment. The introduction of

selenium also improves efficiency by increasing carrier lifetimes [7]. Density functional

theory (DFT) can be used to predict the effects of varying the Te:Se ratio on the prop-

erties of the system. The theoretical maximum efficiency of a single p-n junction solar

cell is given by the Shockley-Queisser limit, which takes into account the blackbody

radiation of the cell, energy lost due to the solar spectrum, recombination effects, and

the atmosphere [4]. The value of this limit depends on the band gap of the solar cell,

and peaks at 33.7% for an ideal cell (see figure 1.2) under AM1.5G conditions. AM1.5G

refers to the optical path length relative to the depth of the atmosphere, as incoming

sunlight travels at an angle through the atmosphere. AM1.5G conditions means that

the sunlight is presumed to pass through 1.5 atmospheric thicknesses before reaching the

ground, which approximately models the effect of the atmosphere at temperate latitudes.
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Figure 1.2: Shockley-Quiesser limit under AM1.5G conditions as a function of band
gap, with several materials’ current record efficiency shown relative to their theoretical

maximum efficiency. Adapted from Rühle [8].

1.2 Project goals

The aim of this project is to use density functional theory to model the effects of alloying

selenium with cadmium telluride solar cells. This alloying is expected to improve the

efficiency of these solar cells through a number of effects. Firstly, adding small amounts

of selenium to the cell will lower the band gap slightly and increase the infrared response

[6]. Secondly, it has been found that introducing selenium into the cell greatly increases

the carrier lifetime, which improves efficiency [7]. Finally, grading the selenium con-

centration allows the band gap to be graded across the material. Band gap grading is

known to increase efficiency in CIGS solar cells [9] and it is hoped that a similar effect

will be observed in CdSeTe. To understand these effects, it will be useful to be able

to model these devices so that their properties may be investigated without needing to

manufacture prototypes.

In order to model these devices, we will use the Vienna Ab initio Simulation Package

(VASP). VASP uses projector augmented-wave (PAW) [10] or Vanderbilt ultrasoft pseu-

dopotentials with a plane-wave basis set well suited to tackling periodic systems. One

issue with performing DFT calculations is that the electron wavefunction can oscillate
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sharply close to each atomic nucleus. This makes accurately capturing its behaviour

difficult. To alleviate this, the PAW pseudopotentials replace the wavefunction close to

each nucleus with an augmented version that is much easier to compute, while the wave-

function at a distance from the nucleus is maintained. Combined with the frozen-core

approximation, that the inner electrons are unaffected by the atom’s environment, this

greatly increases the speed of any DFT calculation.

When performing DFT calculations with a plane-wave basis set, it is necessary to place

an upper limit of the energy of plane waves included in the expansion of the wavefunction.

Several properties of a material will also depend on integrals across the Brillouin zone.

Since these integrals must be performed numerically, it is required to split the Brillouin

zone into a number of discrete k-points [11]. The choice of energy cutoff and number of

k-points is highly important. If they are set too low, the calculation will be inaccurate.

As they are increased, the calculated properties of the material will tend towards a

particular value. This is known as convergence. Setting them too high is wasteful, as

once the results are well-converged, additional increases to the energy cutoff and number

of k-points will have little effect on the accuracy of the simulation. As the size of the

irreducible Brillouin zone is inversely proportional to the size of the unit cell, larger cells

require smaller k-point grids to reach convergence. This can be used to save time when

performing calculations on large cells.

To begin with, it will be necessary to establish which functional to use, and where to

set the energy cutoff and number of k-points to obtain well converged results. LDA and

GGA functionals are known to underestimate the band gaps of semiconductors, so a

hybrid method must be used. HSE06 gives very accurate results for CdTe, but slightly

underestimates the band gap of CdSe. B3LYP gives good results for CdSe [12], but

overestimates the band gap of CdTe.

Once the appropriate method is decided, it should be a relatively straightforward matter

to find the band gap of mixed systems. Once that has been achieved, the energy of

point defects in these mixed systems will be analysed, which will hopefully lead to an

explanation of the increased carrier lifetimes in CdSeTe.
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1.3 CdTe and CdSe crystal structures

Both CdTe and CdSe exist in zinc blende and wurtzite crystal structures (see figure

1.3). Zinc blende is based on a face-centred cubic lattice while wurtzite is based on an

hexagonal lattice. Cadmium telluride is most stable in the zinc blende structure [13],

while cadmium selenide is marginally more stable as wurtzite [14]. For the mixed system

of CdSexTe1−x (CST), experimental studies have found that a phase transition from zinc

blende to wurtzite occurs at approximately x = 0.6 to 0.7 [6].

Figure 1.3: Zinc blende (left) and wurtzite (right) unit cells. Cadmium atoms are
represented by blue while orange and red indicate selenium or tellurium atoms [15].

A cadmium telluride solar cell consists of a metal contact with a layer of CdTe deposited

on top. The CdTe acts as the p-type material. A buffer layer, usually consisting of

cadmium sulphide or magnesium zinc oxide, is then added, which acts as the n-type

material, thereby forming a heterojunction. Next, a layer of transparent conductive

oxide is added as a front contact, and finally a layer of glass to seal the cell. This is

illustrated in figure 1.4.

After deposition, the cell has very poor efficiency, and must undergo an annealing treat-

ment with cadmium chloride to raise the efficiency to viable levels. The precise mech-

anism that causes this increase in efficiency is unknown, but is believed to be due to

passivation of grain boundaries by chlorine atoms. This is an area of active research.
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Figure 1.4: Structure of a CdTe thin film solar cell [16].



Chapter 2

Density Functional Theory

2.1 Kohn-Sham DFT

Density functional theory is a computational method for modelling the electronic struc-

ture of many-body quantum mechanical systems. It is based on the Hohenberg-Kohn

theorems, which show that the energy of a many body system can be expressed in terms

of a functional of the electron density. Minimising this functional then provides the

correct ground state of the system [17]. This work was later expanded on by Kohn

and Sham, who developed Kohn-Sham DFT, which reduces the problem of electrons

interacting in a static potential to one of non-interacting particles in an effective po-

tential [18]. In Kohn-Sham DFT, the wavefunction of an N-electron system satisfies a

Schrödinger-like equation:

(
− ~2

2m
∇2 + Veff(r)

)
φi(r) = εiφi(r) (2.1)

where Veff(r) is the effective potential, φi(r) is the i-th Kohn-Sham orbital, and εi is the

corresponding energy. The electron density is given by:

ρ(r) =
N∑
i=1

|φ(r)|2 (2.2)

The energy functional of the system is then given by:

E[ρ] = T [ρ] +

∫
Vext(r)ρ(r) dr + ECoulomb[ρ] + Exc[ρ] (2.3)

7
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where T [ρ] is the kinetic energy of the electrons, given by:

T [ρ] =

N∑
i=1

∫
φ?(r)

(
− ~2

2m
∇2

)
φ(r) dr (2.4)

Vext(r) is the external potential acting on the electrons (this includes the electron-nuclei

interaction), ECoulomb[ρ] is a Hartree term that takes into account electron-electron

interaction:

ECoulomb[ρ] =
e2

2

∫∫
ρ(r)ρ(r′)

|r− r′|
drdr′ (2.5)

and Exc is an exchange-correlation term. The precise form of the exchange-correlation

functional is not known, and many methods and approximations have been developed to

attempt to model it accurately [19]. Choosing the appropriate functional is an important

aspect of performing DFT calculations.

2.2 Specific exchange-correlation functionals

A number of exchange-correlation functionals exist that may be used to calculate elec-

tronic states. These vary considerably in complexity, accuracy and computational cost.

2.2.1 Local density approximation

The simplest approximation is the local density approximation, or LDA, which makes

the assumption that the functional depends only on the value of the electron density,

and not, for instance, on its gradient. This is based on a homogeneous electron gas

model, and gives an exchange-correlation functional of:

ELDA
xc [ρ] =

∫
ρ(r)εxc(ρ) dr (2.6)

where εxc(ρ) is the exchange-correlation energy per particle of a homogeneous electron

gas of density ρ. This can itself be broken down into a sum of exchange and correlation

parts, such that:

ELDA
xc = ELDA

x + ELDA
c (2.7)
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ELDA
x , the exchange term, is exactly known, and is given by [20]:

ELDA
x = −3

4

(
3

π

) 1
3
∫
ρ(r)

4
3 dr (2.8)

The correlation term ELDA
c is known in the high and low density limits, and these

results must be interpolated to derive intermediate values. Several interpolations exist,

including the Vosko-Wilk-Nusair (VWN) method [21] and the Perdew-Zunger (PZ81)

method [22].

2.2.2 Generalised gradient approximation

The generalised gradient approximation, or GGA, aims to improve on the local density

approximation by including terms that depend on the gradient of the electron density.

This gives more accurate results than the LDA or Hartree-Fock method [23, 24] As a

result, GGA functionals are the most widely used functional in solid state physics. The

typical form for a GGA functional is given by:

EGGA
xc =

∫
ρ(r)εxc(ρ)Fxc[ρ(r),∇ρ(r)] dr (2.9)

where Fxc is the enhancement factor. This is often written in terms of a dimensionless

parameter s, where:

s =
|∇ρ|
2kFρ

(2.10)

where kF is the Fermi wavevector, given by:

kF =
(
3π2ρ

) 1
3 (2.11)

Unlike in the LDA, there is no general form for this enhancement factor, and several dif-

ferent variants exist. These include the Perdew-Wang (PW91) method [25, 26], Perdew-

Burke-Ernzerhof (PBE) method [27] and the Becke-Lee-Yang-Parr (BLYP) method

[28, 29].
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2.2.3 Meta-GGAs

Meta-GGA methods attempt to extend the definition of the generalised gradient approx-

imation to include terms depending on higher-order derivatives of the electron density

in the exchange-correlation functional, as well as terms depending on the kinetic energy

of the electron gas [30, 31]. Meta-GGAs provide greater accuracy than conventional

GGAs in some cases [32], however, they are less widely used due to their increased

computational cost.

2.2.4 Hybrid functionals

One weakness of GGA and LDA models is that they can fail to accurately capture

the exchange interaction between electrons. An exact treatment of exchange can be

found by the Hartree-Fock method [33], although this does not take into account the

electronic correlation. Hybrid functionals combine the GGA exchange with the Hartree-

Fock exchange term, like so:

Ehybrid
xc = αEHF

x + (1− α)EGGA
x + EGGA

c (2.12)

The EHF
x Hartree-Fock exchange term for a system of N electrons is given by:

EHF
x = −1

2

N∑
i=1

N∑
j=1

∫∫
φ?i (r)φi(r

′)φ?j (r
′)φj(r)

|r− r′|
drdr′ (2.13)

where φi is the i-th Kohn-Sham orbital. This is not, strictly speaking, a true Hartree-

Fock method, as Hartree-Fock does not use the Kohn-Sham orbitals, but in practice it

is close enough [34].

A number of different hybrid models have been developed over the years. The follow-

ing subsections will describe some of the more prominent ones used in computational

quantum chemistry.
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2.2.4.1 B3LYP

B3LYP is a mixing of the Becke 88 exchange functional EB88
x , the Lee-Yang-Parr corre-

lation functional ELYP
c , the Vosko-Wilk-Nusair LDA functional EVWN

xc = ELDA
x +EVWN

c ,

and the Hartree-Fock exchange functional EHF
x [35]. It is defined by:

EB3LYP
xc = 0.8ELDA

x + 0.2EHF
x + 0.72EB88

x + 0.81ELYP
c + 0.19EVWN

c (2.14)

2.2.4.2 PBE0

PBE0 mixes the Hartree-Fock exchange energy EHF
x with the PBE exchange energy

EPBE
x in a 1 to 3 ratio, and uses the full PBE correlation energy EPBE

c [36]:

EPBE0
xc =

1

4
EHF
x +

3

4
EPBE
x + EPBE

c (2.15)

2.2.4.3 HSE

The Heyd-Scuseria-Ernzerhof (HSE) hybrid functional is a modification of the PBE0

functional that breaks up the exchange terms into short-range and long-range terms,

and then mixes these terms in certain proportions [37]. To break up the terms in this

way, the 1
r term in the Coulomb potential is broken up into short range and long range

terms:

1

r
=

erfc(ωr)

r︸ ︷︷ ︸
short-range

+
erf(ωr)

r︸ ︷︷ ︸
long-range

(2.16)

where ω is a parameter adjusting the ”short-rangedness” of the interaction. The use of

the error function is arbitrary but convenient as it can be integrated analytically. Once

this has been performed, the HSE functional takes the form:

EHSE
xc (ω) = aEHF, short range

x (ω) + (1− a)EPBE, short range
x (ω) +EPBE, long range

x (ω) +EPBE
c

(2.17)
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Typical choices for the values of a and ω are a = 1
4 and ω = 0.2. This choice of

parameters is knows as the HSE06 functional. For the case ω = 0, HSE06 is equivalent

to the PBE0 functional.

2.3 Other methods for DFT

2.3.1 DFT+U

One type of material that DFT fails to predict the properties of accurately is a Mott

insulator [38]. This is because of the presence of strongly localised d or f electrons. Since

the approximations used in DFT are based on a homogeneous electron gas model, DFT

fails to accurately capture the behaviour of these localised electrons. To correct this,

the Hubbard model [39] is used to explicitly describe the behaviour of these localised

electrons, while DFT is used for s and p electrons. To achieve this, a Hubbard-like term

is added onto the Hamiltonian [40]:

ĤHubbard =
U

2

∑
m,m′,σ

n̂m,σn̂m′,−σ︸ ︷︷ ︸
electrons with opposite spin

+
U − J

2

∑
m6=m′,σ

n̂m,σn̂m′,σ︸ ︷︷ ︸
electrons with same spin

(2.18)

where n̂m,σ is the number of electrons with spin σ and angular orbital projection m

(m = −2,−1, 0, 1, 2 for d electrons), U is the on-site Coulomb repulsion energy, and J

is the exchange energy.

Rearranging slightly and adding this to the DFT functional, we obtain:

EDFT+U = EDFT +
U − J

2

∑
m,σ

(
nm,σ − n2

m,σ

)
(2.19)

It can be seen that in order to minimise the energy, the additional term will drive

electron occupancy numbers to be either 0 or 1, which counteracts the tendency of DFT

to delocalise these electrons [41].
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2.3.2 Time dependent DFT

While density functional theory is capable of providing good approximations to ground

states for many materials, it is incapable of handling excited states, as it is fundamen-

tally based on the time-independent Schrödinger equation. Time-dependent DFT aims

to rectify this by using the time-dependent Schrödinger equation instead. This is mathe-

matically more complicated, but results in an analogue of the Hohenberg-Kohn theorems,

called the Runge-Gross theorem, which shows that there exists a one-to-one mapping be-

tween the density of a many-body system and the potential in which it evolves [42]. The

Kohn-Sham formalism can then be applied to this to give time-dependent Kohn-Sham

DFT. One significant difference is that, since the energy in a time-dependent system is

not necessarily conserved, energy functionals cannot be used. Instead, the state of the

system is found using the stationary points of the system’s quantum mechanical action

[43].



Chapter 3

Choice of functional

For the initial stage of the project, it is necessary to find a suitable method within DFT

for the study of CST alloy. Many studies of CdTe [44, 45] and CdSe [12] have been

conducted using Density Functional Theory (DFT) but little theoretical work has been

performed on mixed systems to date. To achieve this, it is important for the simulation

parameters to provide accurate models of both CdSe and CdTe. However, electronic

properties of semiconductors are difficult to model accurately with DFT, requiring the

addition of the somewhat empirical Hubbard U parameters [38] or computationally ex-

pensive hybrid exchange-correlation functionals [33]. It is therefore necessary to obtain

the optimal simulation parameters for an accurate description of CST using DFT meth-

ods.

3.1 Convergence parameters

All calculations were performed using the Vienna Ab initio Software Package (VASP)

code [46].

We begin by determining the appropriate values for the plane-wave energy cutoff and

k-point grid size. A unit cell of zinc blende cadmium telluride was constructed, and DFT

single point calculations were performed with the PBE functional at different values of

energy cutoff and k-point density. The free energies resulting from these calculations

are shown in figure 3.1.

14
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Figure 3.1: Plot of free energies against k for various values of energy cutoff. The
value of k refers to the cube root of the total number of k-points, as zinc blende is based

on a cubic system (e.g. k = 4 indicates a 4 x 4 x 4 k-point grid)

A common threshold for convergence in this type of work is 1 meV. If the value of the

free energy changes by less than 1 meV when increasing some parameter, we can say

that the system is converged with respect to that parameter. By looking at these results,

we can therefore see that the system is converged with respect to number of k-points

at a value of k = 6, and with respect to the energy cutoff at a value of 500 eV. These

parameters were then used for the next stage of calculations.

3.2 DFT+U

The first method tried was DFT+U. A paper by Aras and Kılıç [47] used DFT+U and

the HSE06 hybrid functional to produce accurate values for the band gaps in CdTe

and CdSe. They found that a U* parameter of 0.8 provided the best results for CdTe,

giving a band gap of 1.48 eV, and a parameter of 3.4 provided the best results for CdSe,

giving a band gap of 1.75 eV. VASP allows for separate U* parameters to be assigned

to each species within a system, so it was hoped that by choosing different values for

U* for both selenium and tellurium, and keeping the U* for cadmium the same in both

systems, a single method could be reached that would correctly interpolate between

CdTe and CdSe. This was attempted by modelling CdSe and CdTe via the HSE06
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hhhhhhhhhhhhhhhhhhhCd U* parameter

Te U* parameter
0 3.5 7

0 1.54 1.54 1.54

3.5 1.68 1.68 1.68

7 1.83 1.83 1.83

Table 3.1: Table showing band gaps for different values of U* parameter in CdTe
hhhhhhhhhhhhhhhhhhhCd U* parameter

Se U* parameter
0 3.5 7

0 1.52 1.52 1.52

3.5 1.69 1.69 1.69

7 1.87 1.87 1.87

Table 3.2: Table showing band gaps for different values of U* parameter in CdSe

hybrid functional with separate U* parameters on Cd, Te and Se atoms, ranging from

0 to 7, and then examining the calculated band gaps to see if a consistent choice for

cadmium’s U* parameter could be made while still getting accurate band gaps. Results

for this are shown in tables 3.1 and 3.2. For comparison, the experimental band gap for

CdTe is 1.5 eV [1], and the experimental band gap for CdSe is 1.7 eV [1].

Disappointingly, while a value of U∗ = 0 and U∗ = 3.5 for the cadmium atoms gives

good results for CdTe and CdSe respectively, it can be seen that adjusting the U*

parameter on the tellurium or selenium atoms has no observable effect on the band gap.

Upon examination, it was found that the pseudopotential for cadmium includes terms

for d electrons, whereas the pseudopotentials for selenium and tellurium do not. As the

DFT+U correction is applied to d electrons, this means that a U* parameter will only

have an effect when applied to the cadmium atoms. It is therefore not possible to find

a set of parameters that works for CdTe and CdSe simultaneously.

3.3 Dispersion corrections

With the DFT+U approach having failed, the next method tried was to include dis-

persion forces. DFT fails to accurately predict the London dispersion forces [48], but

these can be explicitly modelled by the inclusion of a dispersion correction term. A

paper by Szemjonov et al. [12] found that dispersion corrections were highly important

in predicting correctly the band gap of CdSe. A wider range of hybrid functionals was

also explored.
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Firstly, single point calculations with several different hybrid functionals were performed

on unrelaxed experimental crystal structures to determine which hybrid technique was

most appropriate. This was done first as different hybrid functionals can vary consid-

erably in their estimation of band gaps, and given the expense of hybrid calculations,

it was determined that it would be more efficient to choose the hybrid functional using

only two experimental structures, as opposed to the dozen structures generated by ionic

relaxation with dispersion techniques.

After the hybrid functional was chosen, CdTe zinc blende and CdSe wurtzite structures

were optimised using standard DFT functionals with dispersion corrections until inter-

atomic forces converged to <0.01 eV/Å. Since it is known that LDA and GGA-type

functionals underestimate band gaps in semiconductors, single point calculations of the

optimised structures were performed using the selected hybrid functional to calculate

electronic properties. Hybrid functionals were not used for structural relaxation, as they

have a considerably higher cost than standard GGA functionals, and GGA functionals

are already very accurate for structural purposes. The lattice parameters and band gaps

were compared to experimental data [1] to find the most accurate choices (see tables 3.3

and 3.4).

3.3.1 Hybrid functional choice

Five hybrid functionals were chosen for electronic calculations: PBE0, HSE03, HSE06,

HSEsol, and B3LYP. Additionally, the modified Becke-Johnson (mBJ) meta-GGA was

also chosen, as it has been shown to provide good results for calculations of II-VI semi-

conductors such as CdTe and CdSe [49]. Figure 3.2 and table 3.3 show the calculated

band gaps for zinc blende CdTe and wurtzite CdSe for each hybrid functional com-

pared to the experimental band gaps of 1.5 eV [1] and 1.7 eV [1] respectively. HSEsol

and HSE03 underestimate the band gaps of both materials, while PBE0 and B3LYP

overestimate both band gaps. mBJ provides good results, but a problem exists in the

implementation of mBJ within VASP, causing mBJ to behave unpredictably when differ-

ent parallelisation settings are applied, and thus is discarded. HSE06 overestimates the

band gap of CdTe, but underestimates the band gap of CdSe. HSE06 most accurately

represents the band gap of CdTe while maintaining similar a band gap difference to all
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other tested hybrid functionals, and so HSE06 was selected as the hybrid functional to

be used going forward.

Figure 3.2: Plot of band gaps for zinc blende CdTe and wurtzite CdSe for each hybrid
method tested. Also shown are experimental band gaps.

Method
Band gap (eV)
CdTe zinc blende CdSe wurtzite

Experimental 1.5 1.7

HSE06 1.55 1.63

HSE03 1.38 1.45

PBE0 2.11 2.23

HSEsol 1.42 1.49

B3LYP 1.75 1.86

mBJ* 1.52 1.61

Table 3.3: Band gaps for zinc blende CdTe and wurtzite CdSe for each hybrid method.
Also shown are experimentally measured band gaps for CdTe [1] and CdSe [1].
*mBJ data varies depending on parallelisation settings - see appendix.

3.3.2 Structural relaxation functional choice

With the hybrid functional selected, it was next necessary to determine the functional

for structural minimisation. Various DFT functionals were chosen for the relaxations:

LDA [50], PBE [51], PBEsol [52] and PW91 [53]. Dispersion corrections were also

applied to PBE: DFT-D2 [54], DFT-D3 [55], DFT-D3 with Becke-Johnson damping

[56], Tkatchenko-Scheffler [57], many-body dispersion energy method [58], and the dDsC



19

dispersion correction [59]. PBEsol with the damped DFT-D3 dispersion method was also

used. In order to provide a baseline for comparison, the hybrid results for non-relaxed

experimental structures were included. These results are shown in table 3.4 and figure

3.3.

For each functional, an ionic relaxation was performed on both the zinc blende CdTe

unit cell and the wurtzite CdSe unit cell followed by a HSE06 self consistent single

point calculation to obtain more accurate bandgaps. The calculated band gaps and the

percentage deviation of cell volume from experimental values for zinc blende CdTe and

wurtzite CdSe are shown in table 3.4 and figure 3.3. The experimental lattices for CdTe

and CdSe were calculated with the HSE06 single point method for comparison, labelled

“Unrelaxed” in figure 3.3 and table 3.4.

Method

% deviation
from experimental
cell volume

Hybrid band
gap (eV)

CdTe CdSe CdTe CdSe

Unrelaxed 0 0 1.55 1.63

LDA -2.83 -2.58 1.65 1.70

PBE 6.63 6.53 1.35 1.46

PBE+D2 1.52 1.55 1.51 1.60

PBE+D3 damped 1.87 2.37 1.49 1.57

PBE+D3 undamped 2.30 2.29 1.48 1.57

PBE+dDsC 3.43 3.46 1.44 1.54

PBE+TS 1.43 1.99 1.51 1.58

PBE+MBD@rSC 3.69 3.75 1.44 1.53

PBEsol 0.68 0.92 1.53 1.61

PBEsol+D3 damped -2.99 -2.24 1.65 1.69

PW91 6.32 6.24 1.35 1.47

Table 3.4: Deviation from experimental cell volume and hybrid band gaps for zinc
blende CdTe and wurtzite CdSe for various relaxation methods within VASP.

The agreement of both band gaps and cell volumes with experimental data is critical to

perform accurate simulations. All methods trialled underestimate the difference in band

gaps; PW91 and PBE have the largest difference in band gaps but are also the furthest

from the experimental cell volume. Introducing dispersion effects into PBE and PBEsol

lowers the cell volumes calculated by both functionals. Since PBEsol already accurately

models lattice parameters, this addition causes it to considerably underestimate lattice

parameters, while PBE, which normally considerably overestimates lattice parameters,

now more accurately predicts them. PBEsol and PBE+D2 yield cell volumes within
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Figure 3.3: (color online) Deviation from experimental cell volume and hybrid band
gaps for zinc blende CdTe and wurtzite CdSe is shown for various relaxation methods

within VASP, followed by single point HSE06.

2% of experimental values and both show good estimates for the band gap difference

compared to the other methods. Both PBEsol and PBE+D2 were therefore selected for

further investigation.

PBE+DFT-D2 and PBEsol were then used to study the CdSexTe1−x system. Supercells

of 16 atoms in both zinc blende and wurtzite structures at selenium concentrations of

x = 0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875 and 1 were simulated to compare the

calculated band gap bowing. In order to select the appropriate structures, structural

relaxations were performed on all possible arrangements (up to the symmetries of the

crystal lattice) of selenium in 16 atom cells. The most stable structure at each concen-

tration was then used to perform a single point hybrid calculation. The increased size

of this supercell allows for a reduced k-point grid of 4x4x4 while maintaining conver-

gence. For details on the precise structures used, and the binding energies and band

gaps calculated, see the appendix.

It can be seen from the energies calculated that in almost all cases, the most stable

zinc blende structure is more stable than the most stable wurtzite structure, although

the ranges of energies for the intermediate selenium concentrations overlap with each

other. For the CdSe with the PBE+D2 functional, the zinc blende and wurtzite phases
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have the same energy. The closeness of the energies in these calculations suggests that

identifying the whereabouts of the phase transition from zinc blende to wurtzite is

beyond the resolution of these functionals in DFT. No structural change was observed

between the PBEsol and PBE+DFT-D2 functionals (i.e. the most stable configurations

were the same in most cases).

3.4 CdSexTe1−x

3.4.1 Band gap and lattice parameters of CdSexTe1−x

PBEsol and PBE+DFT-D2 method were both used to investigate the full spectrum of

CdSexTe1−x (CST). CST structures were relaxed with these methods to determine the

lattice parameters and then an HSE06 single point hybrid calculation was carried out

using the most stable relaxed selenium configuration to determine the band gap. The

lattice parameter for the cubic zinc blende system, and the a and c parameters for the

hexagonal wurtzite system, were calculated using PBEsol, and are plotted against x in

figure 3.4, figure 3.5, and figure 3.6. PBEsol was used as it was shown to provide a more

accurate value for the lattice parameters. The lattice parameters can be seen to closely

follow a linear relationship. This indicates that CST lattice parameters follow Vegard’s

law, which states that the lattice parameter of a mixture of two solids is a weighted

mean of the lattice parameters of the two solids, weighted by their relative abundance

in the material [60].



22

Figure 3.4: Plot of zinc blende lattice parameter against x in CdSexTe1−x for PBEsol,
with line of best fit. Experimental lattice parameters are shown in black.

Figure 3.5: Plot of wurtzite lattice parameter a against x in CdSexTe1−x for PBEsol,
with line of best fit. Experimental lattice parameters are shown in black.
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Figure 3.6: Plot of wurtzite lattice parameter c against x in CdSexTe1−x for PBEsol,
with line of best fit. Experimental lattice parameters are shown in black.

For the band gaps, both the zinc blende and wurtzite phases were trialled independently,

as shown in figure 3.7. As experiment shows a phase transition occurs in CdSexTe1−x

from zinc blende to wurtzite phases at approximately x = 0.6 to 0.7 [6], the results for

zinc blende and wurtzite phases are combined by using the zinc blende structures for

the x = 0, 0.125, 0.25, 0.375, 0.5 and 0.625 concentrations, and the wurtzite structures

for x = 0.75, 0.875 and 1 in figure 3.8. Experimental data [1] was also included for

comparison. Calculated band gaps are also shown in table 3.5.

This procedure involves testing all possible configurations of 16 atom CST cells for each

concentration. The most stable structures are those where the selenium atoms prefer to

be spread out in the material, as opposed to clustering together. In all the models tested

the zinc blende structure was always marginally energetically more favourable than the

wurtzite structure although the difference effectively vanished when x = 1, highlighting

the phase transition in the CST as x increases, in line with experiment [6].
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Figure 3.7: Plot of band gaps against x in CdSexTe1−x for PBEsol and PBE+DFT-
D2, in both zinc blende and wurtzite phases. Also included are X-ray photoelectron
spectroscopy (XPS) and energy dispersive X-ray (EDX) data taken from Swanson et

al. (2017) [1], with quadratic fits.

Figure 3.8: Plot of band gaps against x in CdSexTe1−x for PBEsol and PBE+DFT-
D2, with zinc blende and wurtzite phases combined. The same experimental data as

used in Fig. 3.7 is also shown.

Both functionals underestimate the total bowing and, while both perform well for the

CdTe band gap, the CdSe band gap is considerably underestimated. At the x = 0
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x
PBE+D2
band gap (eV)

PBEsol
band gap (eV)

Zinc blende Wurtzite Zinc blende Wurtzite

0 1.51 1.56 1.53 1.58

0.125 1.46 1.45 1.49 1.47

0.25 1.44 1.49 1.47 1.51

0.375 1.42 1.40 1.46 1.42

0.5 1.43 1.42 1.46 1.44

0.625 1.43 1.37 1.46 1.39

0.75 1.45 1.51 1.48 1.53

0.875 1.46 1.48 1.48 1.50

1 1.53 1.60 1.55 1.61

Table 3.5: Calculated band gaps of both zinc blende and wurtzite CST for the
PBE+D2 + HSE06 and PBEsol + HSE06 methods.

end of the spectrum, the PBE+DFT-D2 functional performs better, as the predicted

band gaps lie within the spread of the experimental results, while the PBEsol functional

slightly overestimates the band gap at low Se concentrations. For these reasons, the

PBE functional with Grimme’s DFT-D2 dispersion correction method is deemed to be

the most suitable method for the study of CST. By comparing figures 3.7 and 3.8, it can

also be seen that combining the wurtzite and zinc blende phases in the aforementioned

fashion produces improved fitting of the results than using either phase separately.

3.4.2 Spin-orbit coupling

An important effect to consider when calculating electronic properties with DFT is the

effect of spin-orbit coupling. Particularly in materials containing heavy elements such

as tellurium, spin-orbit coupling can affect band structures and band edges [61–63].

However, HSE06 already produces an accurate band gap of approximately 1.5 eV for

CdTe, and the inclusion of spin-orbit coupling lowers this band gap by approximately 0.3

eV [64]. However, two modifications can be made to HSE06 in order to adjust the band

gap to be closer to the experimental values. The first method involves increasing the

amount of exact Hartree-Fock exchange included in the hybrid functional from 0.25 to

0.33 [65]. The second method involves reducing the range parameter found in HSE06 to a

smaller value, effectively interpolating between the HSE06 and PBE0 hybrid functionals

[64].
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Although both of these modified methods have been shown to produce accurate band

gaps for CdTe while including spin-orbit coupling, their effects on CdSe or the intermedi-

ate CdSexTe1−x system have not been studied. To this end, spin-orbit calculations with

adjusted range and exact exchange mixing parameters were performed upon PBE+DFT-

D2 relaxed structures. Initially, calculations on the parent structures of CdTe and CdSe

were performed in order to optimise the adjusted parameters for the parent structures

before studying the mixed system. The optimal parameters were found to be a range

parameter of µ = 0.09 Å−1 and a Hartree-Fock mixing fraction of α = 0.33. These

values were then used to calculate band gaps for the mixed CST systems. Results are

shown in figure 3.9.

Figure 3.9: Band gaps against x in CdSexTe1−x for PBE+D2 relaxed structures, with
both HSE06 and modified HSE + spin-orbit coupling hybrids. As in figure 3.8, zinc
blende structures are used for x < 0.7, and wurtzite structures are used for x > 0.7.

The results show that while modified HSE + spin-orbit coupling produces reasonably

accurate band gaps for the parent structures, it fails to recreate the experimentally

observed band gap bowing in the mixed systems. Both modified methods produce an

accurate band gap of 1.5 eV for CdTe, while both overestimate the band gap of CdSe by

approximately 0.15 eV, in contrast with HSE06, which underestimates CdSe by a similar

amount. For the mixed systems, however, it is evident that the spin-orbit coupling results

fail to produce a good fit to the experimental results. The bowing observed is too small,

and the band gap minimum occurs at x = 0.25 compared to the experimental value of
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approximately x = 0.4. For these reasons, spin-orbit calculations are considered to not

be a good method for studying CdSexTe1−x. Full results for the bind energy and band

gap of each studied structure with spin-orbit coupling may be seen in the tables in the

appendix.

3.4.3 Density of states of CdSexTe1−x

3.4.3.1 Density of states

Having established the DFT method to coherently investigate CST systems, we can

analyse the density of states (DOS) and hence electronic structure of CdSexTe1−x, where

0≤x≤1. Cathodoluminescence studies of CdSexTe1−x have shown the presence of a sub-

band gap emission peak at very low concentrations of selenium [66]. For this reason,

a 64 atom supercell containing a single atom of selenium (giving a concentration of

x = 0.03125) was studied alongside other concentrations, to determine whether the

sub-band gap peak could be identified by the chosen DFT model.

The DOS shown in Figure 3.10 highlights a strong selenium contribution close to the

valence band maximum. A clear peak (marked with *) in the density of states can be

observed in the conduction band in the 3% composition, and this peak is dominated by

selenium contributions. Interestingly, as the selenium concentration increases the sele-

nium peak hybridises much more strongly with the tellurium suggesting a fully saturated

valence band. If we partially resolve the selenium density of states, as in figure 3.11 we

show that selenium s electrons are responsible for the contribution at the valence band

maximum with the p orbital character dominant in the unoccupied states. Interestingly,

if we analyse the equivalent orbital resolved tellurium DOS for the 3% compositions

we see both s and p contributions at the valence band maximum while the unoccupied

states are dominated by tellurium and selenium-p states at 3% as shown in figure 3.11.

3.5 Conclusion

The best method for the study of CdSexTe1−x available in VASP is found to be the use of

the PBE functional with DFT-D2 dispersion to perform structural relaxations, followed

by single point HSE06 hybrid calculations on the relaxed structures to calculate the
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Figure 3.10: (color online) Density of states (DOS) for zinc blende CdSexTe1−x,
x = 0, 0.03125, 0.125, 0.5 and 1 showing significant selenium contributions at the
valence band maximum and in the conduction band at low selenium concentrations

(3-12.5%)

band gaps. This method can now be used to perform detailed analysis of the properties

of CST, such as the nature of point defects or grain boundaries, and their effects on

band gaps and carrier lifetimes.
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Figure 3.11: Computed orbital resolved selenium (top) and tellurium (bottom) DOS
for the 3% composition of CST showing the dominant s orbital character contributing

to the valence band maximum.



Chapter 4

Distribution of selenium in CST

With a suitable functional chosen for the study of CdSexTe1−x, it is possible to study

the nature of the selenium alloying itself. Two different methods are chosen for this.

4.1 Cluster expansion and ATAT

One technique for the study of alloy systems is the use of cluster expansions [67]. In

these, the energy is parameterised in terms of the possible configurations of atoms on

the parent lattice. An occupation variable σi is assigned to each site in the lattice,

with each possible value corresponding to a particular atomic species, and each possible

configuration can be thought of as a vector σ where the entries are the occupation

variables of each site. The energy per atom can then be expressed as a polynomial in

these variables:

(σ) =
∑
α

mαJα

〈∏
i∈α′

σi

〉
(4.1)

where α represents a cluster, or set of sites i. The summation is taken over all clusters

that are not equivalent by symmetry, while the average is taken over all clusters α′ that

are equivalent to α by symmetry. mα is the multiplicity of cluster α, that is, the number

of other clusters equivalent to α by symmetry. The Jα then represents the coefficients

in this cluster expansions, known as the effective cluster interaction or ECI.

30
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The advantage of this approach is that when the ECI terms are known, the energy of

any configuration can be quickly calculated by use of this expression, without requiring

any intensive simulations. Finding the ECI, then, is of utmost importance. This can

be accomplished by fitting the expression for the energy to the energy of structures

calculated with DFT. By calculating the energies of a few dozen structures, the ECI

terms can be found to high accuracy, and the cluster expansion can be used to find the

energies of many more structures without needing to compute them using DFT.

To this end, the Alloy Theoretical Automated Toolkit [68–72] is employed. This is a

collection of codes that interface with a DFT code such as VASP to allow for computa-

tion of cluster expansions, generation of special quasi-random structures, Monte Carlo

simulations, and more. Special quasi-random structures, or SQS, are structures carefully

designed to mimic the most physically relevant radial correlation functions of true ran-

dom structures. This allows for the generation of structures that capture the essential

statistical properties of a much larger number of random structures [73].

ATAT is used to generate special quasi-random structures for calculating the ECI in the

cluster expansion. Primitive unit cells are constructed for zinc blende CST, and VASP is

used to calculate the energies of progressively larger structures, spanning the spectrum

from CdTe to CdSe. 69 structures are generated, and the cluster expansion allows the

estimation of the energies of approximately 50000 additional structures. From this, the

free energy of each structure is calculated, relative to the energy of the parent structures,

which is shown in figure 4.1.

4.1.1 Effect of temperature on free energy

All calculations in VASP are performed at 0 kelvin. However, it is possible to calculate

the free energy of mixing at non-zero temperature. The Gibbs free energy G is defined

as:

G = U + PV − TS (4.2)

where U is the internal energy of the system, P and V are the pressure and volume, and

T and S are the temperature and entropy. Neglecting the pressure and volume terms,
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Figure 4.1: Graph showing the free energies of approximately 50000 zinc blende CST
structures, as calculated by ATAT and VASP. A line of best fit is also shown. Energies

shown are relative to the energies of the parent structures.

the entropy term can be calculated explicitly to give the temperature dependence of the

free energy.

Entropy is defined as S = kB ln Ω where kB is the Boltzmann constant and Ω is the

number of microstates consistent with the overall macrostate. For a particular concen-

tration x of CdSexTe1−x, with N cadmium atoms, there will be Nx selenium atoms

and N(1 − x) tellurium atoms. The number of microstates is thus the number of con-

figurations of these atoms, which is
(
N
Nx

)
= N !

Nx!(N−Nx)! , and the entropy is kB ln
(
N
Nx

)
.

Applying some algebra gives the following:

S = kB ln
N !

Nx!(N −Nx)!
(4.3)

S = kB (lnN !− lnNx!− lnN(1− x)!) (4.4)

Stirling’s approximation says that lnN ! ≈ N lnN −N . Applying this gives:

S = kB (N lnN −N −Nx lnNx+Nx−N(1− x) lnN(1− x) +N(1− x)) (4.5)
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Figure 4.2: Graph showing entropy per formula unit of CdSexTe1−x.

S = −NkB (x lnx+ (1− x) ln (1− x)) (4.6)

Dividing by N gives the entropy per formula unit as −kB (x lnx+ (1− x) ln (1− x)).

This is plotted in figure 4.2.

This allows the calculation of the free energy at temperatures other than 0 kelvin by

subtracting this term, multiplied by the temperature, from the line of best fit at 0 kelvin.

This is shown in figure 4.3.

It can be seen that this energy is always positive for low temperatures, and as the

temperature rises, there are certain concentrations that have a negative free energy.

At higher temperatures, all concentrations have negative free energy. This suggests

that at low temperatures, it is not energetically favourable for CST to form, as the

energy cost of doing so is positive, while at high temperatures, it is favourable. At

intermediate temperatures, only certain concentrations of CST may be permitted, and

this must be taken into account when considering a concentration to aim for to obtain

ideal photovoltaic qualities.
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Figure 4.3: Graph showing the free energy of mixing per formula unit of CdSexTe1−x

at non-zero temperatures.

4.2 LAMMPS

LAMMPS, the Large-scale Atomic/Molecular Massively Parallel Simulator [74], is a

potential based molecular dynamics code. Though not as accurate as DFT, it is capable

of efficiently handling a much larger number of atoms. LAMMPS can be used to study

physical or structural properties of a system, such as binding energy or lattice size, but

not electronic properties such as band gap. In the case of CST, LAMMPS can be used

to investigate the clustering of selenium atoms within the alloy.

The site-occupation disorder code (SOD) [75] can be used to generate all nonequivalent

configurations of site substitutions within an arbitrary crystal structure. SOD is used

here to generate all 128 atom CST structures with 5 selenium atoms. This results in 5398

different structures. This is far too high to reasonably tackle with VASP, so LAMMPS

is used instead. Each structure is minimised using a bond order potential [76], and the

binding energy and the selenium-selenium radial distribution functions are calculated.

When calculating a radial distribution function for two particular types of atoms, LAMMPS

also calculates a coordination function coord(r), which gives the average number of atoms

of the specified type within a distance r of an atom of the other type. As what was

calculated in this case was the selenium-selenium radial distribution function, this gives
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the average number of selenium atoms within a given distance of an arbitrary selenium

atom.

For a crystal material, the radial distribution function g(r) will have peaks at specific val-

ues of r. These correspond to the nearest-neighbour co-ordination shells, next-nearest-

neighbour co-ordination shells, and so on. By plotting the binding energy of each system

against the value of coord(r) at the value of r corresponding to the nearest-neighbour

co-ordination shell, a relationship between the binding energy of the system and the clus-

tering of selenium atoms in nearest-neighbour configurations can be established. This

is shown in figure 4.5. Each horizontal line on the graph represents all selenium con-

figurations with a particular value for the average number of selenium atoms in nearest

neighbour configurations. For example, if the structure contains only one nearest neigh-

bour selenium-selenium pair, then there will be 2 selenium atoms in a nearest neighbour

configuration. Since there are 5 selenium atoms in total, the average co-ordination

number at the nearest neighbour coordination shell is 2 ÷ 5, or 0.4. The highest value

generated was 3.2, which corresponds to a tetrahedron of selenium atoms in nearest

neighbour configurations, with a 5th selenium atom in nearest neighbour configuration

with 2 of the selenium atoms in the tetrahedron (see figure 4.4).

It can be seen that there is a positive correlation between the binding energy and the

coordination number at the nearest-neighbour co-ordination shell. This suggests that

there is an energy cost associated with selenium atoms being in nearest-neighbour con-

figurations, and thus that the selenium atoms will prefer to spread out throughout the

material, rather than cluster together to form regions of CdSe within a CdTe cell.
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Figure 4.4: 5 selenium atoms in the highest clustering configuration. Tellurium atoms
and surrounding cadmium atoms have been removed for clarity.
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Figure 4.5: Graph showing the relation between the binding energy of CST and
the value of the selenium-selenium co-ordination function at the nearest-neighbour co-

ordination shell.



Chapter 5

Defects in CdTe

There are several kinds of crystallographic defect that have an important role in deter-

mining the electronic properties of a crystalline semiconductor. One kind of important

defect is the point defect. There are six kinds of point defects that can be found in

CdTe: cadmium and tellurium interstitials Cdi and Tei, cadmium and tellurium vacan-

cies VCd and VTe, and cadmium and tellurium anti-sites CdTe and TeCd. Of these, CdTe

is known to be electrically neutral, Cdi, VCd and TeCd are donor states, and Tei and

VTe are acceptors [77, 78].

Point defects can act as traps, which capture charge carriers and cause non-radiative

recombination to occur [79]. This limits the efficiency of solar cells containing these

defects. This process best occurs when the energy of the defect lies in the middle of

the band gap, as this maximises the combined capture rate for electrons and holes.

However, no point defects in CdTe have such energy. Rather, recombination in CdTe

predominantly takes place by way of a two-step process [80]. Firstly, a tellurium anti-

site captures an electron near the conduction band. Next, the anti-site relaxes and its

structure changes. After this, it lies closer to the valence band, where it can absorb a

hole, causing recombination.

With the introduction of selenium into the cell, more types of defects will become avail-

able, such as selenium interstitials, selenium vacancies, and selenium anti-sites. Studying

the energy of these defects, and their interactions with the existing defects in CdTe will

be an important part of this project.

38



39

Figure 5.1: Diagram of intrinsic and extrinsic stacking faults. Adapted from [81].

Another important type of defect is the planar defect, which includes stacking faults and

grain boundaries. Stacking faults are irregularities in the atomic layering. For instance,

a zinc blende structure consists of a repeating structure of 3 layers of atoms, like so:

ABCABCABCABC. Stacking faults can be either intrinsic or extrinsic. In an intrinsic

stacking fault, a layer is missing, resulting in a structure like ABC AB︸︷︷︸
missing C layer

ABCABC. In an

extrinsic stacking fault, an additional layer inserted, like so: ABCABAC︸ ︷︷ ︸
extra A layer

ABCABC. See

figure 5.1.

There are also twin stacking faults, which consist of reversals of the layer structure:

ABCABCBACBA︸ ︷︷ ︸
Reversed order

.

When deposited, CdTe is observed to have a huge number of stacking faults, and has very

poor efficiency. After the cadmium chloride treatment, the stacking faults are largely

removed, with the exception of some twin faults. Stacking faults, however, are know

to be electronically inert, and their presence or absence should not affect the properties

of the cell. For this reason, it is believed that the stacking fault removal is merely a

side effect of another process that increases the cell efficiency. Currently, this is believed

to be passivation of the grain boundary. Grain boundaries are strong recombination

centres, and passivating them may cause both the increase in efficiency observed and

the removal of the stacking faults.
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5.1 Point defects in CdTe

Point defects in semiconductors have an important role in determining the electronic

properties of the material. There are six kinds of point defects that can be found

in CdTe: cadmium and tellurium interstitials Cdi and Tei, cadmium and tellurium

vacancies VCd and VTe, and cadmium and tellurium anti-sites CdTe and TeCd. Of these,

CdTe is known to be electrically neutral, Cdi, VCd and TeCd are donor states, and Tei

and VTe are acceptors [77, 78].

Point defects can act as traps, which capture charge carriers and cause non-radiative

recombination to occur [79]. This limits the efficiency of solar cells containing these

defects. This process best occurs when the energy of the defect lies in the middle of

the band gap, as this maximises the combined capture rate for electrons and holes.

However, no point defects in CdTe have such energy. Rather, recombination in CdTe

predominantly takes place by way of a two-step process [80]. Firstly, a charged 2+

tellurium anti-site captures an electron near the conduction band. Next, the anti-site

relaxes and its structure changes. After this, it lies closer to the valence band, where it

can absorb a hole, causing recombination.

With the introduction of selenium into the cell, more types of defects will become avail-

able, such as selenium interstitials, selenium vacancies, and selenium anti-sites. Studying

the energy of these defects, and their interactions with the existing defects in CdTe will

be an important part of this project.

5.2 Formation energies of defects in CST

The energy of formation Eform of a defect in a crystal structure is given by:

Eform = Edefect − Epure +
∑
i

niµi + qEF (5.1)

where Edefect is the energy of the crystal cell containing the defect, Epure is the energy

of a cell containing no defects, ni is the number of atoms of type i removed or added

to form the defect (positive for atoms removed, negative for atoms added), µi is the
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chemical potential of an atom of type i, q is the charge of the defect, and EF is the

Fermi energy of the system.

For the chemical potentials µi, these can be expressed as:

µi = µi,bulk + ∆µi (5.2)

where µi,bulk is the energy of an atom of type i in its bulk form, and ∆µi is related to

the energy of formation of the pure structure of CdSexTe1−x as follows:

Epure,form = Epure/N−µCd,bulk−xµSe,bulk−(1−x)µTe,bulk = ∆µCd+x∆µSe+(1−x)∆µTe

(5.3)

where N is the number of cadmium atoms in the pure CST cell.

Two limits can then be defined for the chemical potentials: the cation-rich limit, and

the anion-rich limit. The first limit is defined by ∆µCd = 0, and the second is defined

by x∆µSe + (1− x)∆µTe = 0. For simplicity’s sake, we will assume that ∆µSe = ∆µTe.

5.2.1 Defects with LAMMPS and SOD

An important issue with regards to defects in CST is whether the presence of selenium

affects the formation energy of defects. If selenium is found to raise the formation

energies of defects in CST, then, since defects are implicated in recombination in CdTe

[80], this may explain the reduced recombination and heightened carrier lifetimes seen in

CST [6]. The cadmium vacancy (VCd), tellurium-cadmium antisite (TeCd) and selenium-

cadmium antisite (SeCd) were chosen for analysis. As there are too many configurations

of these defects and the CST supercell into which they are embedded, LAMMPS and

SOD were used in the same manner as in the previous section. Two supercells generated

by SOD were chosen, one with a low degree of selenium clustering, and one with a high

degree of clustering, and then the SOD code was used again to generate structures with

defects in every possible configuration within these cells. This generates 64 distinct

structures for each defect type, for each supercell. This, again, is too many structures
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to tackle with VASP, so LAMMPS was used to calculate the binding energies of all

structures.

For each structure, the number of selenium atoms in nearest-neighbour configurations is

calculated, and the formation energy of the defects given by LAMMPS is also calculated.

The average formation energy is calculated for all defects with a particular number of

selenium neighbours, and this is compared to the number of neighbours. This is shown

in tables 5.1 and 5.2. No experimental results for defect formation in CdSexTe1−x could

be found for comparison.

5.2.1.1 Low clustering

Defect type
Number of selenium
neighbours around defect

Average defect
formation energy / eV

Cadmium vacancy
0 3.131
1 3.248

Tellurium-cadmium
antisite

0 1.713
1 1.728

Selenium-cadmium
antisite

0 0.929
1 1.157

Table 5.1: Defect formation energies as calculated by LAMMPS versus number of
selenium neighbours in the low clustering configuration

5.2.1.2 High clustering

Defect type
Number of selenium
neighbours around defect

Average defect
formation energy / eV

Cadmium vacancy
0 3.130
1 3.237
2 3.330

Tellurium-cadmium
antisite

0 1.753
1 1.754
2 1.769

Selenium-cadmium
antisite

0 0.968
1 1.198
2 1.410

Table 5.2: Defect formation energies as calculated by LAMMPS versus number of
selenium neighbours in the high clustering configuration

It can be seen that as the number of selenium neighbours around a defect increases,

the defect formation energy typically increases by approximately 0.1 eV per selenium
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neighbour, does not significantly increase for the tellurium antisite, and increases by

approximately 0.2 eV per selenium neighbour for the selenium antisite. This suggests

that the presence of selenium within the material inhibits the formation of cadmium

vacancies and selenium antisites.

5.2.2 Defects with VASP

However, LAMMPS does not necessarily give the most accurate results for defects.

VASP is used to calculate the defect formation energies with higher accuracy, to see

if the same trends can be observed. As there are too many structures to study all

of them with VASP, the structures with the highest and lowest formation energies ac-

cording to LAMMPS, for each number of selenium neighbours, for every defect, were

chosen and simulated with VASP using the methodology developed in chapter 3. The

formation energies were calculated for both cadmium-rich and selenium/tellurium-rich

configurations. This is shown in tables 5.3 and 5.4.

5.2.2.1 Low clustering

Defect type

Number of selenium
neighbours around defect
and formation energy
according to LAMMPS

Cadmium-rich
formation
energy / eV

Anion-rich
formation
energy / eV

Cadmium vacancy

0, lowest formation energy 1.866 1.352
0, highest formation energy 1.867 1.353
1, lowest formation energy 1.963 1.449
1, highest formation energy 1.960 1.445

Tellurium-cadmium
antisite

0, lowest formation energy 3.041 2.011
0, highest formation energy 2.793 1.764
1, lowest formation energy 2.299 1.270
1, highest formation energy 2.303 1.274

Selenium-cadmium
antisite

0, lowest formation energy 2.797 1.768
0, highest formation energy 2.760 1.731
1, lowest formation energy 2.235 1.206
1, highest formation energy 2.208 1.179

Table 5.3: Defect formation energies as calculated by VASP versus number of selenium
neighbours in the low clustering configuration
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5.2.2.2 High clustering

Defect type

Number of selenium
neighbours around defect
and formation energy
according to LAMMPS

Cadmium-rich
formation
energy / eV

Anion-rich
formation
energy / eV

Cadmium vacancy

0, lowest formation energy 1.884 1.370
0, highest formation energy 1.816 1.301
1, lowest formation energy 1.921 1.406
1, highest formation energy 1.942 1.427
2, lowest formation energy 2.047 1.532
2, highest formation energy 2.048 1.533

Tellurium-cadmium
antisite

0, lowest formation energy 2.803 1.773
0, highest formation energy 2.745 1.716
1, lowest formation energy 2.264 1.234
1, highest formation energy 2.271 1.241
2, lowest formation energy 2.255 1.226
2, highest formation energy 2.300 1.271

Selenium-cadmium
antisite

0, lowest formation energy 2.214 1.185
0, highest formation energy 2.749 1.720
1, lowest formation energy 2.250 1.221
1, highest formation energy 2.174 1.145
2, lowest formation energy 2.311 1.282
2, highest formation energy 2.290 1.261

Table 5.4: Defect formation energies as calculated by VASP versus number of selenium
neighbours in the high clustering configuration

It can be seen by comparison between the two tables that although in most cases the

energies are similar between the high clustering and low clustering configurations, there

are a handful of exceptions, such as the tellurium-cadmium antisite with 0 selenium

neighbours. In this case, there is a approximately 0.2 eV difference between the forma-

tion energies in the structures identified by LAMMPS as being the least stable defect in

each configuration. As each such defect has an identical neighbourhood, this suggest a

small influence from next-nearest neighbour atoms or further, that is worth investigating

in more depth.

Furthermore, it can be seen that LAMMPS does not provide a good estimate of the

relative stability of structures within a particular defect type and number of selenium

neighbours. In several cases, the defects identified by LAMMPS as being more stable

are predicted by VASP to be less stable, or the difference in VASP is so small as to be

within the margin of error of the simulation.
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Additionally, the trends shown by LAMMPS concerning defect formation energy as a

function of selenium neighbours do not necessarily hold up in VASP, although for some

defects, they do. The cadmium vacancy is predicted by LAMMPS to show a approxi-

mately 0.1 eV increase in formation energy for each additional selenium atom, and this is

replicated in VASP. Although the magnitude of the defect formation energy is different,

this trend of a approximately 0.1 eV increase in formation energy per additional selenium

neighbour does hold for both LAMMPS and VASP. For the tellurium-cadmium antisite,

LAMMPS predicts that there is no significant change in formation energy when sele-

nium neighbours are intoduced, but VASP actually suggests that when a single selenium

neighbour is introduced, there is a drop in the defect formation energy by approximately

0.5 eV. This may be due to a change in the symmetry group of the defect, as the in-

troduction of the selenium atom changes the symmetry of the antisite’s neighbourhood

from Td to C3V. For the selenium-cadmium antisite, LAMMPS predicts a approximately

0.2 eV increase in formation energy for each additional selenium neigbour, whereas for

VASP, one of the 0 neighbour structures has similar energy to the 1 and 2 neighbour

structures, and one is higher by approximately 0.5 eV, perhaps suggesting a similar

mechanism to the tellurium-cadmium antisite is at play.

Overall, the results suggest that the introduction of selenium increases the formation en-

ergy of cadmium vacancies, and may lower the formation energies of tellurium-cadmium

and selenium-cadmium antisites. Further investigation is required to study this in

greater detail.

As the tellurium-cadmium and selenium-cadmium antisites both for on cadmium sites

within the CST lattice, and both have very similar formation energies, it may be argues

that as selenium is introduced, the number of tellurium-cadmium antisites will decrease,

as it is equally energetically favourable to replace a tellurium atom on a cadmium site

with a selenium atom on the same site. If the tellurium-cadmium antisite is responsible

for causing non-radiative recombination in CdTe, as has been suggested [80], and the

selenium-cadmium antisite does not cause recombination in the same way, this may

explain the reduction in recombination seen when selenium is alloyed with CdTe.



Chapter 6

Conclusion

CdTe is rapidly becoming the cheapest form of solar energy with the advantage of it

having a lower carbon footprint than crystalline silicon. Recent developments show that

cadmium selenium telluride (CST) can improve cell efficiency and passivate electrically

active defects increasing the solar cell efficiency even further through a reduction in the

band gap and a significant improvement to carrier lifetimes.

The work carried out in Chapter 3 was a preliminary study of modelling CST through

density functional theory (DFT) with the VASP code using the DFT-D2 dispersion cor-

rection and PBE functional for structural relaxations and the HSE06 hybrid functional

for electronic calculations. Spin-orbit coupling corrections were considered, but were

found not to be a good fit for CST. The density of states and band gap bowing of CST

were calculated at various concentrations and was found to have a selenium peak in the

lower conduction band at low concentrations of selenium. The band gap bowing as a

function of Se concentration could be reproduced but there was not 100% agreement with

experiment. Work carried out following on from this report has indicated that the use

of HSE06 with spin orbit coupling and a 33% Hartree Fock contribution gives excellent

agreement with experiment [82]. Further calculations of optical absorption spectra in

the same paper suggest a reduced transition probability particularly at higher energies,

which confirms experimental predictions that Se passivates the non-radiative recombi-

nation centres.

The distribution of selenium within CST was modelled with both LAMMPS and ATAT.

LAMMPS showed a positive correlation between the value of the radial distribution

46
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function at the first co-ordination shell and the energy of the structure, suggesting that

selenium atoms prefer not to be in nearest neighbour configurations with each other.

ATAT showed that the free energy of binding for CST is positive at low temperatures,

negative and high temperatures, and is positive when selenium concentrations are close

to 0 or 1 at intermediate temperatures. This suggests that at these intermediate tem-

peratures, there is an upper limit on the amount of selenium that can be added to a

CdTe structure. Extending this work into a more detailed study would help throw light

on this phenomenon.

Point defects within CST were modelled with LAMMPS and VASP and show that

the formation energy of the cadmium vacancy increases as it acquires selenium nearest

neighbours, while the opposite is true for the tellurium-cadmium and selenium-cadmium

antisites. Further investigation is required into the effects of next-nearest neighbour

selenium atoms and charged or interstitial defects. Since it is expected that Se plays

an important role in the passivation of defects in CdTe and that this is a major factor

in the increased cell efficiency reported for CST, such a DFT investigation would be an

important way to take the work forward.

The work has given hints that modelling can be used as a tool to understand electronic

and structural properties of doped CdTe. This suggests that similar modelling studies

using other dopants such as arsenic might be used to predict the properties of cells with

these dopants allowing the design of cells with even greater efficiency.



Appendix A

Crystal structures

This section details the crystal structures used in evaluating the PBEsol and PBE+D2

functionals. Structures are of the material CdSexTe1−x, in zinc blende and wurtzite

phases, for x = 0 (pure CdTe), 12.5%, 25%, 37.5%, 50%, 62.5%, 75%, 87.5%, and 100%

(pure CdSe). Cadmium atoms are denoted in blue, tellurium in red, and selenium in or-

ange. In order to select the most stable structures for hybrid calculations it is necessary

to perform ionic relaxations on all of these structures. Ionic relaxations are performed

with the PBEsol and PBE+D2 exchange-correlation functionals. Shown below are dia-

grams of the crystal structures used and tables of the lattice energies for each structure

after ionic relaxation with each method, and lattice energies and band gaps as calculated

with HSE06 and HSE06 + spin-orbit coupling (SOC). Different structures within the

same concentration are denoted with a, b, c, etc., but this is an arbitrary labelling, and

the specific order chosen does not signify anything.
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A.1 Zinc blende structures

1. x = 0

a.

PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -42.432 -43.920 -48.444 1.5077 -51.831 1.5076

2. x = 0.125
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a.

PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -43.028 -44.537 -49.173 1.4566 -52.495 1.4798

3. x = 0.25
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a.

b.
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c.

d.
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PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -43.643 -45.176 -49.942 1.4352 -53.184 1.4652

b -43.663 -45.195 -49.944 1.4445 -53.202 1.4877

c -43.604 -45.139 -49.907 1.3983 -53.149 1.4296

d -43.627 -45.160 -49.925 1.4199 -53.166 1.4616

4. x = 0.375

a.
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b.

c.
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d.

PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -44.241 -45.802 -50.688 1.3740 -53.864 1.4206

b -44.266 -45.825 -50.709 1.3994 -53.884 1.4575

c -44.300 -45.858 -50.725 1.3976 -53.472 1.5312

d -44.243 -45.804 -50.690 1.3894 -53.865 1.4561

5. x = 0.5
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a.

b.
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c.

d.
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e.

f.
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g.

PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -44.904 -46.494 -51.497 1.3882 -54.607 1.4694

b -44.888 -46.479 -51.485 1.3706 -54.595 1.4494

c -44.920 -46.510 -51.512 1.3770 -54.623 1.4600

d -44.861 -46.455 -51.460 1.3159 -54.570 1.3783

e -44.915 -46.503 -51.507 1.3677 -54.616 1.4323

f -44.948 -46.534 -51.537 1.4407 -54.647 1.5193

g -44.978 -46.564 -51.547 1.4339 -54.753 1.5830

6. x = 0.625
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a.

b.
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c.

d.



62

PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -45.549 -47.173 -52.313 1.3735 -55.357 1.4563

b -45.577 -47.199 -52.338 1.3829 -55.382 1.4719

c -45.607 -47.228 -51.223 1.4249 -54.245 1.5262

d -45.546 -47.171 -52.313 1.3625 -55.356 1.4599

7. x = 0.75

a.
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b.

c.
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d.

PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -46.264 -47.922 -53.183 1.4365 -56.161 1.5462

b -46.276 -47.934 -53.195 1.4567 -56.173 1.5711

c -46.218 -47.880 -53.144 1.3904 -56.121 1.4995

d -46.247 -47.906 -53.169 1.3603 -56.147 1.4613

8. x = 0.875
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a.

PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -46.959 -48.655 -54.027 1.4585 -56.959 1.6105

9. x = 1
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a.

PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -47.688 -49.426 -54.924 1.5326 -57.791 1.6973

A.2 Wurtzite structures

1. x = 0
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a.

PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -42.375 -43.851 -48.399 1.5557 -51.725 1.6184

2. x = 0.125
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a.

PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -42.994 -44.482 -49.134 1.4469 -52.396 1.5259

3. x = 0.25
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a.

b.
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c.

PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -43.585 -45.097 -49.866 1.3315 -53.062 1.4127

b -43.606 -45.116 -49.885 1.4224 -53.082 1.5174

c -43.629 -45.145 -49.920 1.5165 -53.116 1.5888

4. x = 0.375
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a.

b.
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c.

PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -44.237 -45.768 -50.652 1.3832 -53.785 1.4498

b -44.259 -45.797 -50.688 1.4966 -53.820 1.5232

c -44.192 -45.727 -50.615 1.2186 -53.746 1.2794

5. x = 0.5
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a.

b.
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c.

d.
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e.

f.
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PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -44.786 -46.352 -51.359 1.0692 -54.427 1.1287

b -44.856 -46.416 -51.417 1.2884 -54.486 1.3843

c -44.879 -46.446 -51.454 1.3128 -54.522 1.4280

d -44.903 -46.468 -51.474 1.3841 -54.543 1.5294

e -44.925 -46.496 -51.508 1.4512 -54.576 1.5917

f -44.883 -46.440 -51.438 1.2508 -54.507 1.4175

6. x = 0.625

a.
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b.

c.
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PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -45.556 -47.150 -52.274 1.3047 -55.279 1.4800

b -45.577 -47.178 -52.309 1.3977 -55.313 1.5589

c -45.505 -47.103 -52.232 1.2060 -55.237 1.3039

7. x = 0.75

a.
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b.

c.
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PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -46.227 -47.861 -53.117 1.2719 -56.058 1.4606

b -46.254 -47.886 -53.138 1.4471 -56.079 1.6173

c -46.274 -47.914 -53.168 1.5081 -56.113 1.6872

8. x = 0.875

a.

PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -46.955 -48.630 -54.011 1.4787 -56.892 1.6715

9. x = 1



81

a.

PBE+D2 PBEsol HSE06 HSE06 band SOC SOC band

energy / eV energy / eV energy / eV gap / eV energy / eV gap / eV

a -47.688 -49.408 -54.924 1.6019 -57.741 1.8301
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