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ABSTRACT 

Molecular dynamics simulation method was used to investigate the effect of 

nanofillers on fracture strength and energy dissipation of polymers, including 

nanofillers contents, interaction strength between the nanofillers and polymer chains, 

relaxation time and geometry of the nanofillers. Molecular dynamics simulation 

results revealed that the addition of layered silicate can improve the fracture strength 

of polymers. The interactions between the surface of layered silicate and polymer 

chains, and the difference between the relaxation times of layered silicate and that f 

polymer chains have significant influences on the fracture strength and energy 

dissipation of polymers. For these polymers, which Tgs are lower than room 

temperature, such as polyurethane, or nearby (or equal to) room temperature, such as 

Nylons, the nanoplatelets can always enhance the mechanical properties. However, 

for these polymers, which Tgs are higher than room temperature, such as epoxy and 

polystyrene, the addition of the nanoplatelets does not work well for toughening these 

polymers. If one wants the nanoplatelets to be working for toughening these polymers, 

it is necessary to build up a stress relaxation interface between the polymer matrix and 

the nanoplatelets, such as the modification of the surfaces of nanofillers using 

coupling agents. When the relaxation time of the polymer is long enough, the 

incorporation of nanofillers into the polymer will cause the polymer to become more 

brittle. This result explains why the toughness of epoxy/ clay nanocomposites 

becomes poor. The simulation results clearly revealed that' the orientation of 

nanoplatelets is reversible at low strain of 50% suggesting that additional energy 

dissipation only results from the frictional sliding at the interface, whereas the 

orientatiqn of nanoplatelets at large strain of 200% showed more irreversibility 

suggesting that the additional energy loss results from both the interfacial frictional 

sliding and the orientation of the nanoplatelets. The additional dissipated energy was 

also influenced by the strength of interactions between polymer chains and clay 

platelets. The stronger interactions the more energy dissipated. Molecular dynamics 

simulation results revealed that the geometry of nanofillers also affect the mechanical 

properties of polymer nanocomposites. The enhancement if carbon nanotubes on the 

mechanical properties of the polymers are enhanced the greatest by carbon nanotubes. 
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Chapter I Introduction and Objectives of Projecl 

CHAPTER 1 

INTRODUCTION AND AIMS OF PROJECT 

1.1 INTRODUCTION 

In the last decade, nanostructured materials have excited considerable interest in the 

materials research community partly due to their potentially remarkable mechanical 

properties. In particular, layered silicate (montmorillonite clay)-reinforced polymer 

composites have shown great promise [I). 

Nanofillers 

Figure 1.1 Schematic of the three types ofnanofillers. 

Polymer nanocomposite IS a new class of composites prepared by usmg 

nanotechnology, which are polymer reinforced with small quantities (normally less 

than 5% by weight) of different nanofillers. Both thermoset and thermoplastic 

polymers have been incorporated with the nanofillers into nanocomposites (2), which 

including polypropylene (3), polyethylene (4), polystyrene (5), poly(vinyl chloride) 

(6), polyurethane (7), epoxy (8), nylon [9), rubber [ID), recycled poly(ethylene 

1 



Chapter I Introduction and Objectives of Project 

terephthalate) [11], and so on. There are hundreds kinds of nanofillers which 

polymers can fill with. Hence three major types of nanofillers can be distinguished 

depending on how many dimensions of the dispersed nanofillers are in the nanometer 

range (shown in Figure l.1). 

Layered silicate is one of the most commonly used nanofillers. Only one dimension in 

the nanometer range is the characteristic of this nature of nanofillers. Nanofillers in 

this family is present in the form of sheets of one to a few nanometer thick to 

hundreds to thousands nanometers long. The feasibility of sort of nanofillers 

reinforcing with polymer are widely investigated because the starting clay materials 

are easily available [12, 13]. 

o AI, Fe. 14. Li 

Oon .0 
Q Li. No. Rb, Ca 

-, 

- Tetrahedral 

Figure 1.2 Structure of2:1 phyllosilicates. [14] 

The layered silicates such as montmorillonite (MMT), hectorite and saponite 

commonly used in nanocomposites belong to the structural family known as the 2: I 

phyllosilicates. Their crystal lattice consists of two-dimensional layers where a central 

octahedral sheet of alumina or magnesia is fused to two external silica tetrahedron by 

the tip so that the oxygen ions of the octahedral sheet do also belong to the tetrahedral 

sheets (Figure 1.2.). 
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According to the nature of the components used and the method of preparation, two 

main types of nanocomposites may be obtained when nanofillers are associated with a 

polymer (shown in Figure 1.3): Intercalated nanocomposite, and efoliated 

nanocomposite. 

Layered silicate 

I \ 

In I<lrcala led Exfoliated 

Figure 1.3 Scheme of two different types of nanocomposite ansmg from the 

interaction of layered silicates and polymers: (a) intercalated nanocomposite and (b) 

exfoliated nanocomposite. 

The nanocomposites offer attractive potential for diversification and application over 

traditional polymers. The many useful properties of polymers such as mechanical 

properties, thermal stability and barrier properties can be built by incorporation of 

.only small amount of nano-sized organoclay into polymer hosts [I, 15-18]. 

Compared with pure polymer or conventional composites, the nanocomposites have 

higher modulus [I, 15, 16], greater strength [17], longer fatigue durability [18], higher 

heat resistance (1, 17] and lower gas permeability [19], better flame retardancy [20,21] 

and etc. 
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Simulation has become one of most general method in scientific and engmeenng 

studies, applications can be found physics, chemistry, biochemistry, materials science, 

and in branches of engineering, etc. Molecular dynamics simulation is one kind of 

simulations which provides the methodology for detailed microscopic modelling on 

the molecular scale. 

Table 1.1 The result of nanofillers used to enhance the mechanical properties of 

polymers. 

Polymer Matri, Polj11fethane Epo:\'Y Nylon 6 polypropylene poly(yillyl chloride) poll'Styrene I1Ibber 
E,~,"ncement of 

1led,allical .J X .J .J X X .J 
Propertie; 

Tg ('C) -4~ 150 40 -10 80 100 -60·-90 

The addition of clay cannot enhance the properties effectively for all polymers, in fact. 

It can be found in Table 1.1. that the nanofillers are always working for the 

enhancement of the mechanical properties for these polymers, which Tgs are lower 

than room temperature or near by (or equal to) room temperature, such as nylon. 

However, for these polymers, which Tgs are higher than room temperature, the 

addition of the clay is not working well for toughening these polymers. The question 

is why clay is always working for the improvement of the mechanical properties of 

those polymers, which Tgs are lower than room temperature such as polyurethane (7] 

and rubbers [10] or near by (or equal to) room temperature, such as nylon [9], and not 

working well for the improvement of toughness of those polymers, which Tgs are 

higher than room temperature such as epoxy [8] and polystyrene [5]. In addition, 

under. what kinds of conditions, organoclay can enhance the toughness of epoxy and 

polystyrene. Moreover, it is found in experiments that the addition of organoclay can 

also enhance the cyclic fatigue property [18]. However, the details of information 

concerning how and why the incorporation of organoclay can improve the fatigue 

durability of some polymers is still not clear yet. The mechanisms controlling the total 
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fatigue life of polymers vary with many morphological, thermal, mechanical and 

environmental factors [22-24]. Therefore, the research into the deformation and 

fracture of polymer nanocomposites by fatigue is significantly important for their 

certain applications. Due to the limitation of the experiments conditions and economic 

reasons, we attempt to answer the questions by means of computer simulation in this 

research thesis. 

1.2 OBJECTIVES OF THE PROJECT 

As we mentioned above, the objectives of this project are: 

• Programme development of molecular dynamics simulation In polymer/clay 

nanocomposite., 

• Investigation of mechanism of fracture In polymer clay nanocomposite by 

computer simulation. 

• Investigation of energy dissipation in polymer clay nanocomposite. 

• Investigation of the effect of nanofiller dimension on fracture. 
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CHAPTER 2 

PRINCIPLE OF MOLECULAR DYNAMICS SIMULATION 

2.1 INTRODUCTION 

Computer simulations play a crucial role in science research today. In the past, the 

theories were always summarized by a series of experiments; on the other hand, it was 

also used to instruct the experiments. But it seems that this traditional research 

method is upset down by the computer experiments, due to its inimitable advantage. 

Computer simulations cannot only be used to understand and interpret the 

experiments at the microscopic level, but also to solve some problems which are not 

accessible experimentally, or which experiments would stupendous expensive, such as 

under extremely high/ low pressure or extremely high/ low temperature (shown In 

Figure 2.1) [I] 

p 

Intermolecular .ff' 
potential / . 

g(r) v(r) I \ _~ 
rv, 

~ eft) 

Phases 
s 

I 
t-g 

T 
Structure 

--~ 
r 

Dynamics 

t 
Figure 2.1 The sketch map of what the computer simulations can do: 
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Furthennore, the computer simulations can offer a great thing over conventional 

experiments - thought experiments, which allow the computer simulator to perfonn an 

experiment which is just impossible to do in reality, but whose outcome greatly 

increases our understanding of phenomena. 

Molecular dynamics (MD) simulation is one of the most popular used computer 

simulation methods, particularly well suited to model macromolecular systems 

because of the generality of the algorithm, which is integrate the motion equations cif 

a set of interacting particles! molecules by using the laws of classical mechanics, then 

time evolve them. Molecular dynamics differs by being deterministic, completely 

detelmined by its present state [2]. Due to the characteristics of nanocomposites, it is 

very difficult to understand what actually happened inside the maierials in molecular 

level. Scientists engaged in studying matter at this level require computational tools to 

allow them to follow the movement of individual molecules. 

2.2 STATISTICAL MECHANICS 

In order to relate the microscopic molecules motion of the simulations to the classical 

mechanics, such as stress, strain, elongation, etc, the statistical mechanics are 

introduced. It is considered that the classical mechanics are ensemble behaviour of a 

mount of its components- called as macro states. For each macro state, there are many 

corresponding microstates, which are fonned from the product of a single many­

particle state. 

2.2.1 Time average of physical properties . , 

Measuring a quantity in molecular dynamics is always instead of a time averages 

value of physical properties over the system trajectory. Physical properties are usually 

a function of the particle coordinates and velocities [3). So, for instance, one can 

define the instantaneous value of a generic physical property A at time t: 
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(2.1) 

And then, obtain their average: 

I ' I N, 

(A)=lim- fA(t)dt=-LA(t) 
.~'" T 1=0 NT 1=1 

(2.2) 

Where "t is the simulation time, 

NT is the total number of time steps in the simulation, 

t is the an index which runs over the time steps from I to NT, and 

A(t) is the instantaneous value of A. 

A(t) is calculated at each time step by the MD program while running. The sum 

L, A(I} is also updated at each step. At the end of the run the average is immediately 

obtained by dividing by the number of steps. 

2.2.2 Potential energy 

Potential energy is energy which results from position or configuration. Consider one 

particle in the system. Every other particle j attracts or repels it. The interaction 

at time depends on the positions of the particles iand j [I, 4, 5]. It can be 

described by the following equation: 

V(t}= LLUHt}-rj(t~) (2.3) 
i j>i 

Where V(I} is the instantaneous potential energy at time t, 

Ht}- rj (t ~ is the distance between i and J. 

2.2.3 Kinetic energy 

9 
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The kinetic energy of an object is the extra energy which it possesses due to its 

motion. It is defined as the work needed to accelerate a body of a given mass from 

rest to its current velocity. Having gained this energy during its acceleration, the body 

maintains this kinetic energy unless its speed changes. Negative work of the same 

magnitude would be required to return the body to a state of rest from that velocity. 

The instantaneous kinetic energy can be described by: 

(2.4) 

Where E"JI) is the instantaneous kinetic energy of particle i at time I, 

m, is the mass of the particle i, and 

v, (I) is the instantaneous velocity of particle i at time. 

2.2.4 Total energy 

The total energy of the system at time IS the summation of the quantity of 

instantaneous potential energy and kinetic energy at time I , which is described by: 

E(t)= Ek,,(t)+V(t) (2.5) 

2.2.5 Temperature 

Temperature is one of the principal parameters of thermodynamics. The temperature 

of a system is related to the average energy of microscopic motions in the system. The 

instantaneous temperature is related to the instantaneous kinetic energy directly. It can 

be calculated from the following equation: 

(2.6) 

Therefore, 

10 
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(2.7) [2] 

Where E,Jt) is the instantaneous kinetic energy, 

T{t) is the instantaneous temperature, 

N is the total numbers of particles in the system, and 

kB is the Boltzmann constant, k8 = 1.3806505(24) x 10.23 JIK. 

2.2.6 Pressure 

In 1738, Swiss physician and mathematician Daniel Bemoulli published 

Hydrodynamica which laid the basis for the kinetic theory of gases. In this work, 

Bemoulli positioned the argument, still used to this day, that gases consist of great 

numbers of molecules moving in all directions, that their impact on a surface causes 

the gas pressure that we feel, and that what we experience as heat is simply the kinetic 

energy of their motion. The Clausius virial function is introduced in order to present 

the measurement of the pressure in a molecular dynamics simulation. 

N 

W{r, , ... ,rN ) = ~:>; . F,TOT (2.8) 
i=l 

Where r, is the position of particle i, 

F,TOT is the total force acting on particle i. 

Then its statistical average over the molecular dynamics trajectory is: 

(2.9) 
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Integrating by parts: 

(2.10) 

If the system is localized in a finite region of space and particles are not accelerating 

to infinity, then: 

limm,f,;(r)-f;(r)-,;(o).,;(o) 0 
t-)<>l ;:::1 r 

(2.11 ) 

Therefore: 

(2.12) 

By the equipartition law of statistical mechanics: 

(2.13) 

Where D is the dimensionality of the system (2 or 3), 

N the number of particles, and 

k8 is the Boltzmann constant. 

The total force acting on a particle as composed of two contributions: 

F. TOT = F. + F. EXT , " (2.14) 

Where F,. is the internal force (arising from the intermolecular interactions), and 
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F;EXT is the external force exerted by the container's walls. 

Pressure (P) can be defined by considering a system enclosed in a parallelepipedic 

container with sides Lx, Ly, and Lz, where volume V = L,LyL, (shown in Figure 2.2). 

o 
, , 

, , 
, 

I 
I 
I 

: .11 

pExt 
z 

,,' I· ... ___________ _ 

pEx! 
X 

Figure 2.2 A schematic of the loading external force. 

The total virial function can be written as a sum of internal and external virials: 

(2.15) 

The external part of the virial function for a container with coordinate origin on one of 

its corners can be described by: 

(WEXT) = L, (- PLyL,)+ Ly (- PL,L,)+ L, (- PL,L,) = -DPV (2.16) 

Where - PL,L, is the external force F,£I'T applied by the yz wall along the x 
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directions to particles located at x=Lx. 

Therefore the equation 2.15 can be written: 

(2.17) 

or 

(2.18) 

This equation is known as the virial equation. All the quantities except the pressure P 

are easily accessible in a simulation, and therefore measure P become possible. 

In the case of Lennard-Jones potential V(r), the equation 2.18 becomes: 

PV = NkBT +~/ LL'i; dVI ) 
D\ii>i dr rll 

(2.19) 

This expression has the additional advantage over equation 2.18 to be naturally suited 

to be used when periodic boundary conditions are present: it is sufficient to take them 

into account in the definition of r;j. 

2.2.7 Mean square displacement 

In a molecular system, all. the monomers in each molecular undertaking a random 

walk. From a given starting position, what distance are we likely to travel after many 

steps? This can be determined simply by adding together the steps, taking into 
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account the fact that steps backwards subtract from the total, while steps forward add 

to the total. Since both forward and backward steps are equally probable, we come to 

the surprising conclusion that the probable distance travelled sums up to zero! This is 

clearly a useless property to calculate (though it is perhaps a warning to drunkards). 

The mean square displacement (msd) is a measure of the average distance a molecule 

travels. The mean square displacement (MSD) of particles in a simulation can be 

described by its definition: 

MSD = (Ht)-r(0f) (2.20) 

where ( ... ) denotes here averaging over all the atoms. 

The "jumps" of particles to re fold them into the box must be avoided when using 

periodic boundary conditions as contributing to diffusion. 

The MSD contains information on the atomic diffusivity. If the system is solid, MSD 

saturates to a finite value, while if the system is liquid, MSD grows linearly with time. 

In this case it is useful to characterize the system behavior in terms of the slope, 

which is the diffusion coefficient D: 

D = lim~(lr(t)-r(ot) 
1-t<1;) 61 

(2.21 ) 

Number 6 in the above equation must be replaced by number 4 in two-dimensional 

systems. 

2_2.8 Real space correlations 

Real space correlation functions are typically of the form: (A(r)A(O)) and are 

straightforward to obtain by molecular dynamics: one has to compute the quantity of 
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interest A(r) starting from the particle positions and velocities for several 

configurations, construct the correlation function for each configuration, and average 

over the available configurations. 

The simplest example is the pair correlation function g(r), which is essentially a 

density-density correlation. g(r) is the probability to find a pair a distance r apart, 

relative to what expected for a uniform random distribution of particles at the same 

density: 

(2.22) 

This function cames information on the structure of the system. For a crystal, it 

exhibits a sequence of peaks at positions corresponding to shells around a given atom. 

The positions and magnitude of .the peaks are a 'signature' of the crystal structure (fcc, 

hcp, bcc, ... ) of the system. For a liquid, g(r) exhibits its major peak close to the 

average atomic separation of neighbouring atoms, and oscillates with less pronounced 

peaks at larger distances. The magnitude of the peaks decays exponentially with 

distance as g(r) approaches I. In all cases, g(r) vanishes below a certain distance, 

where atomic repulsion is strong enough to prevent pairs of atoms from getting so 

close. 

One quantity often computed from g(r) IS the average number of atoms located 

between r, and r2 from a given particle, 

p £'g(r}4m- 2dr (2.23) 
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This allows defining coordination numbers also m situations where disorder IS 

present. 

The calculation of g(r) is intrinsically a O(N2) operation, and therefore it can slow 

down considerably an optimized molecular dynamics program. If the behaviour at 

large r is not important, it might be convenient to define a cut-off distance, and use 

techniques borrowed from fast force calculations using short-ranged potentials to 

decrease the computational burden. It should also be noted that periodic boundary 

conditions impose a natural cut-off at Ll2, where L is the minimum between the box 

sizes Lx. Ly , L, in the three directions. For larger distance the results are spoiled by 

size effects. 

2.3 EQUATIONS OF MOTION 

In physics, equations of motion are equations that describe the behaviour of a system 

(e.g., the motion ofa particle under an influence ofa force) as a function of time. The 

equations of motion in molecular dynamics simulation are based on Newton's law: 

Where rn, is the mass of the particle, 

a, is the acceleration of the particle, 

2.3.1 Lagrangian function 
, 

d'r. 
Q.=--' . 

, dt' 

(2.24) 

In the MD simulation system, N particles is described by usmg 3N independent 

generalized coordinates q, and 3N velocities q,. The potential only depends on the 

positions qj. The lagrangian function L = C({q,}, k },t) is defined as: 
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L = L(k}, k },t) = E,,'(k}, {qJ)- v({q,}) (2.25) 

Therefore, the equations of motion of the system in lagrangian form are: 

i = 1,2, ... ,N (2.26) 

For the case of a set of spherical particles with equal mass movIng in Cartesian 

coordinates with components q; one obtains: 

L =~IIlI(i; -u(kD 
, 

(2.27) 

Where m is the mass of the particle. 

Therefore: 

(2.28) 

2,3.2 Hamiltonian function 

Hamiltonian function is an alternative formulation of the equations of motion .The 

definition of the Hamiltonian function: 

(2.29) 

Where p; is a component of the momentum of particle I. 

The equations of motion in the Hamiltonian form can be written as: 
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JJ{ . 
JPi =qi (2.30) 

Therefore, integrate Newton's law, two key quantities m the molecular dynamics 

simulation can be obtained: 

{d~ = v~dt 
dVi = aidt 

(2.3 I) 

Where r, is the position of the particle, 

Vi is the velocities of the particle, and 

ai is the acceleration of the particle. 

2.4 INTERMOLECULAR POTENTIALS AND FORCE 

CALCULATION 

In molecular dynamics forces are derived from a potential energy function V, which 

depend on the particle coordinates: 

(2.32) 

From the classical equations of motion, a simple atomic system may be written: 

U(r" ... ,rN )= LLV~r, -rjD (2.33) 
i j>i 

The Lennard-lones potential is a typical pairwise potential and probably the most 

commonly used one. 
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2.4.1 Lennard-Jones potential and its force calculation 

a) Lennard-Jones potential 

Neutral atoms and molecules are subject to two distinct forces in the limit of large 

distance and short distance: an attractive force at long ranges (van der Waals force, or 

dispersion force) and a repulsive force at short ranges The Lennard-lones potential 

is a simple mathematical model that represents this behavior. Ii was proposed in 1931 

by John Lennard-lones of Bristol University. The Lennard-Jones potential describes 

the Van der Waals interactions by using an attractive as two uncharged particle 

approach each other from a distance, r (shown in Figure 2.3) [6-13]. 

The change of the distance result these interactions attractively or repulsively IS 

described by the following equation: 

Where E is the characteristic of the well depth, 

cr is the length scale, 

the equilibrium distance of a pair molecules is ro = 2Y. a- '" 1.122a- . 

(2.34) 
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Distance. r 

Figure 2.3 The curve of Lennard-Jones potential. 

(a) 

. . - , 

• • . 
(b) 

Figure 2.4 A sketch of periodic boundary condition (a) cut-off sphere in 

conventional way; (b) cut-off sphere partitioned under periodic boundary condition. 

In order to reduce the computational work, the potential is always cut off at a distance 
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re and set the potential to zero beyond that point (shown in Figure 2.4). 

The Lennard-lones potential with a cut-off radius (shown in Figure 2.5) is described 

by the following equation: 

Vu (r) = {~c[(alr)12 -(air)'] 

Where E is the characteristic of the well depth, 

cr is the length scale, 

(2.35) 

the equilibrium distance of a pair molecules is ''0 = 2>:: a '" 1.122a , and 

re is the cut-off radius. 
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Distance, r 

Figure 2.5 The curve of Lennard-lones potential with cut-off radius. 

If the cut-off distance is large enough, the truncation error for each pair interaction 

will be minimal. But on the other hand, the number of interactions approximated by 

zero may be quite large and this may result an error in the total energy. 
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b) Force calculation 

The force caused by Lennard-Iones potential is: 

(2.36) 

2.4.2 Finitely-extensible non-linear elastic (FEN E) potential and force calculation 

a) FENE potential 

In polymer simulations, FENE potential is always used to join the neighbouring 

monomers in the same polymer chain, in order to ensure that the polymer chains 

cannot cross each other [14-22] (shown in Figure 2.6). 

o 0.3 0.6 0.9 1.2 1.5 

Distance, r (cr) 

Figure 2.6 The curve of FE NE potential 

The FENE potential can be described by the following equation: 

23 



Chapter 2 Principle of Molecular Dynamics Simulation 

v ()= {-O.5k~ In(l-(r/ RoY) 
F£N£ r 

00 

(2.37) 

Where Ro is a finite extensibility, and 

k is a spring constant. 

The most important of FENE potential is that it is an attractive potential and cannot be 

extended beyond r = Rl. 

b) Force calculation 

The force caused by FENE potential can be described by: 

. FFENE = -\1 VFENE (r) = (2.38) 

2.4.3 Lennard-Jones reduced units 

According to the common practice of molecular dynamics simulations, all quantities 

will be presented in the reduced Lennard-Jones units, which is relative to the 

Lennard-Jones parameters (shown in Table 2.4.1). 
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Table 1.1 Lennard-Jones reduced units. 

Relation to International 
Parameter Reduced units 

System (IS) 

Length . ra-I r 

Energy £' £&-1 

Temperature T' kBT&-1 

Time 
. -'H; t ta -

M 

Mass 
. IIlM-' III 

Force F' Fa&-' 

Pressure p' 
a' 

p-
& 

Density • Na'V- ' p 

2.5 INTERGRATING THE EQUATIONS OF MOTION 

Two popular integration methods for molecular dynamics calculations are used: 

• Verlet algorithm 

• Predictor-corrector algorithm 

2.5.1 The Verlet algorithm 

The Verlet algorithm is one of the most commonly used time integration algorithm in 

the molecular dynamics simulation [3, 12, and 23]. This algorithm is based simply on 

a truncated Taylor expansion of the particle coordinates: 

r(t + ru)= r(t)+ v(t)ru +-.!.a(t )L\t' + L\t' F + ... 
2 3! 

(2.39) 
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Where 1'>./ is the time step, 

a(/} is the instantaneous acceleration. 

Then, integrate with Newton's law, that a(/} is just the force divided by the mass of 

the particle. 

(2.40) 

Where f(/} is the instantaneous total force acting on the particle, and 

III is the mass of the particle. 

2.5.2 The Euler scheme algorithm 

This algorithm is not only one of the simplest, but also usually the best [3, 12, and 23]. 

It starts with a Taylor expansion of the coordinate of a particle, around time 1: 

(2.41 ) 

Similarly: 

r(/- I'>./}= r(/}- v(/}I'>./ + f(/} /',./' _ 1'>./' ,.. + 0(1'>./4) 
2111 3! 

(2.42) 

Summing these two equations, then 

(2.43) 

Or 
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(2.44) 

The velocity of the particle can also be obtained: 

r{1 + ill)- r{1 - ill) = 2v{l)ill + 0(ill 3
) 

Or 

V{I) = r{1 + 61) - r{1 - 61) + 0(612 ) 
261 

(2.45) 

(2.46) 

This estimate of the new position and velocity contain an error which is of order 61 4 

and 61', respectively. 

2.5.3 The leapfrog algorithm 

The difference of this algorithm from the Verlet algorithm is evaluates the velocities at 

half-integer time steps and uses these velocities to compute the new positions [3, 24, 

25]: 

(2.47) 

And 

{
I _ 61) '" r{I)-r{1 -61) 

2 61 
(2.48) 
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Therefore, the new positions base on the old positions and velocities can be obtained: 

r{t Ht)= r{t)+ ~t.{ + ~) (2.49) 

Integrate with the Verlet algorithm, we can have: 

(2.50) 

2.5.4 Velocity-Veri et algorithm 

This algorithm uses positions and velocities computed at equal times. In this 

algorithm, the new velocities can be computed only after the new positions are 

computed [3,26]. 

Taylor expansion for the coordinates: 

r{t + ~t) = r{t) + v{t )~t + f{t) ~t2 
2m 

Then update the velocities: 

( A) () a{t + M) + f{t) .. v t + ut = v t + --'.-----'--".~'-'"' 
2m 

For: 

r{t +2M)= r{t +~t )+v{t + ~t)M + f{t +~t) ~t2 
2m 

And equation 2.5.12 can be written as: 

(2.51 ) 

(2.52) 

(2.53) 
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r{t) = r{t + t..t)- v{t )t..t _ J{t) t..t' 
2m 

Then we can get: 

r{t + 2t..t)+r{t)= 2r{t +t..t)+ [v{t +t..t)-v{t)]t..t + J{t + t..t)- J~) t..t' 
2m 

Integrate with equation 2.5.13, therefore: 

r{t + 2t..t) + r{t) = 2r{t + t..t)+ J{t + t..t) t..t' 
2m 

2.5.5 Beeman algorithm 

(2.54) 

(2.55) 

(2.56) 

Beeman's algorithm is a method for numerically integrating ordinary differential 

equations, generally position and velocity, which is closely related to veri et 

integration. It is generally more accurate in both position and velocity than most verlet 

schemes. It's most commonly seen in molecular dynamics simulations. This algorithm 

looks quite different from the Veri et algorithm [3]. 

r{1 + t..t) = r{I)+ V{I )t..1 + 4J{t)- J{t - t..t) t..1' 
6m 

And 

( ,) () 2J{I+t..I)+5J{t)-J{I-t..I) , vl+,-,I=vl+ ,-,I 
6m 

(2.57) 

(2.58) 

It is easy to show that the positions of a particle satisfY the Verlet algorithm by using 

the above two equations. Moreover, the velocities are more accurate than in the 

original Verlet algorithm. 
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2.5.6 Predictor-corrector algorithm 

Predictor-corrector algorithm is also one of the most commonly used methods and 

base on Taylor expansion to integrate the equations of motion [1,4,5,11 and 27]. 

The basic idea of the predictor-corrector algorithm can be described by (shown in 

Figure 2.7): 

a) Find one point on the curve; 

b) Compute a tangent vector to the curve at that point; 

c) Step out a small amount along the tangent vector; 

d) Relocate the curve at a new point; 

e) Repeat step a) to step d) to the end. 

v 

/ p 

(a) 

10 
Fl 

(b) 

'" \ 
\ , 
~ .... 

(c) ~ 

Figure 2.7 the curve of how Predictor-corrector algorithm works. 
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Three major parts of predictor-corrector algorithm can be obtained: 

a) Predictor: The position r, velocity v, acceleration a and time derivative of the 

acceleration ( t!.t' y' in equation 2.5.1) are all known at time t, one 'predicts' the 
3! 

same quantities at time I + ill by using the Taylor expansion. Among these 

quantities are accelerations a. 

b) Force evaluation: The force is computed taking the gradient of the potential at 

the predicted positions. The resulting acceleration will be in general different 

from the 'predicted acceleration'. The difference between the two constitutes an 

'error signal'. 

c) Corrector: This error signal is used to 'correct' positions and their derivatives. 

All the corrections are proportional to the error signal, the coefficient of 

proportionality being a 'magic number' determined to maximize the stability of 

the algorithm. 

2.5.7 Periodic boundary con.dition 

Molecular dynamics simulations usually focus on the macroscopic behaviour of the 

materials. However, due to the capacity limitation of computers, it is every difficult to 

simulate the particles more than 10 million at one time. These numbers of particles 

are still far below from the real size of systems, which result an issue at the system 

boundaries. 

The states of particles near the boundaries are different from those of particles more 

fully surrounded by other particles, because the particles surrounded by boundaries 

have deficient bonds. Moreover, theparti~les' motion during the simulation course, 
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velocities to all particles must match the desired temperature by using the equation 

2.7. 

2.6.2 Equilibration 

The equilibrium in the molecular dynamics simulation always means the 

thermodynamic equilibrium. Every time, the change of any parameter of the system 

will results the non-equilibrium of the system for a while. And then a new equilibrium 

will be reached. Therefore, the system moves from one equilibrium state to another. It 

may the temperature system, density, pressure of system or any other parameters 

which can affect the system. 

Usually, the system should be measured in the equilibrium state. A physical quantity A 

generally approaches its equilibrium value exponentially with time: 

(2.59) 

Where A{t) is a physical quantities averaged over a short time, and 

r is the relaxation time. 

2.7 APPLICATIONS 

Given the modelling capability of MD and the variety of techniques that have 

emerged, it can be used to solve many kinds of problems. Certain applications can be 

eliminated owing to the classical nature of MD. There are also hardware imposed 

limitations on the amount of computation that can be performed over a given period 

of time - be it an hour or a month - thus restricting the number of m61ecules of a 

given complexity that ~an be handled, as well as storage limitations having similar 

consequences {to some extent, the passage of time helps alleviate hardware 
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restrictions). 

The phenomena that can be explored must occur on length and time scales that are 

encompassed by the computation. Some classes of phenomena may require repeated 

runs based on different sets of initial conditions to sample adequately the kinds of 

behaviour that can develop, adding to the computational demands. Small system size 

enhances the fluctuations and sets a limit on the measurement accuracy; finite-size 

effects' - even the shape of the simulation region - can also influence certain results. 

Rare events present additional problems of observation and measurement. 

Liquids represent the state of matter most frequently studied by MD methods. This is 

due to historical reasons, since both solids and gases have well-developed theoretical 

foundations, but there is no general theory of liquids. For solids, theory begins by 

assuming that the atomic constituents undergo small oscillations about fixed lattice 

positions; for gases, independent atoms are assumed and interactions are introduced as 

weak perturbations. In the case of liquids, however, the interactions are as important 

as in the solid state, but there is no underlying ordered structure to begin with. 

The following list includes a somewhat random and far from complete assortment of 

ways in which MD simulation is used: 

• Fundamental studies: equilibration, tests of molecular chaos, kinetic theory, 

diffusion, transport properties, size dependence, tests of models and potential 

functions. Such as, 1. M. Haile has used the molecular dynamic simulation to 

study the Lennard-lones fluid for obtaining results in the isoenthalpic-isobaric 

ensemble [29). 

• Phase transitions: first- and second-order, phase coexistence, order parameters, 

critical phenomena. Such as Y. Abe, K. Tashiro used molecular dynamics 
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simulation to perfonn the ferroelectric phase transition of vinylidene 

fluoride-trifluoroethylene copolymers. And found that the transition behaviour 

was governed by the balance among the torsional potential energy barner of the 

skeletal chains, the intennolecular van der Waals interaction, and the Coulombic 

interaction between the atomic charges. Additionally, the introduction of 

head-to-head and tail-to-tail abnonnal linkages into the molecular chains 

expanded the cell volume and lowered the phase-transition temperature [30]. 

• Complex fluids: structure and dynamics of glasses, molecular liquids, pure water 

and aqueous, liquid crystals, ionic liquids, fluid interfaces, films and monolayer. 

Such as, V. Symeonidis, G. Em Karniadakis, B. CaswelI used Dissipative particle 

dynamics (DPD) method simulate efficiently complex liquids and dense 

suspensions using only a few thousands of virtual particles and at speed-up 

factors of more than one hundred thousands compared to molecular dynamics 

[31]. 

• Polymer: chains, nngs and branched molecules, equilibrium confonnation, 

relaxation and transport processes. Such as, D. Brandell, A. Liivat, A. Aabloo and 

J. O. Thomas have studied short-chain poly(ethylene oxide) system by molecular 

dynamics simulation in order to probe the effect of chain length on the structure 

and properties of ionic ally conducting polymer electrolytes [40]. 

• Solids: defect fonnation and migration, fracture, gram boundaries, structural 

transfonnations, radiation damage, elastic and plastic mechanical properties, 

friction, shock waves, molecular crystals, epitaxial growth. 

• Biomolecules: structure and dynamics of problems, protein folding, micelles, 

membranes, docking of molecules. 
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• Fluid dynamics: laminar flow, boundary layers, rheology ofnon-Newtonian fluids, 

unstable flow. 

Molecular dynamics simulation has also been applied in nanoscience, especially in 

nanocomposites, such as mechanical behaviour [32], magnetic properties [33], 

binding energy [34, 35], etc .. Molecular dynamics simulation has also been used to 

study polymer clay nanocomposites, such as, failure mechanism [36, 37], dynamics 

fracture [31], and used to understanding fracture [39]. 
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CHAPTER 3 

PROGRAMME FOR MOLECULAR DYNAMICS 

SIMULATION OF FRACTURE AND ENERGY DISSIPATION 

3.1 INTRODUCTION 

.... ........ ..... .... .... ... Tough fiber 

Plaslic wilh yield 

. Brillle plaslic 

I ........ .. 
Elaslomer 

; , 
2. o 

Strain 

Figure 3.1 Stress- strain curve of polymers. 

A tensile test, also known as tension test, is probably the most fundamental type of 

mechanical test you can perform on material. Tensile tests are simple, relatively 

inexpensive, and fully standardized. 

Tensile testing can carried out how the material will react to forces being applied in 

tension by pulling on the specimen. As the material is being pulled, you will find its 

strength along with how much it will elongate. 
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1 2 3 

Figl/re 3.2 defonnation of specimen during the test. 

As the loading increase, the specimen cross-sectional area decreases, becoming 

thinner, and increases in length before it fails completely. In this process, the volume 

of the specimen is kepi constant. 

Compressed (theoretical) elastic spring will return 100 percent of the potential energy 

as work when it is released. This theoretical energy is called the elastic potential 

energy of the spring. In reality, no spring is 100 percent efficient. Rather than return to 

its original state via the same path on the force-defonnation curve as when it was 

compressed, a real spring will return via a different path because of friction in the 

spring and energy lost as heat and/or sound. This behaviour, called viscoelasticity, is 

identified by hysteresis, the difference between the loading and unloading portions of 

the load-defonnation curve. 
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Force Loading 

Unloading 

Displacemen1 

Figllre 3.3 Load-defonnation curve of a viscoelastic material. B= dissipated energy. 

Biaxial tests are usually used to investigate the response of these materials to cyclic 

loading. A particularly interesting question is whether a limit load exists, below which 

the excitations shake down, in the sense that the material does not accumulate further 

defonnations. The role of the dissipated energy through out the experiment is the key 

for the characterization of the different regimes of responses (shown in Figure 3.3.). 

The simulation includes 3 main parts shown in Figure 3.4, I.e., configuration part, 

simulation part and data output part. 
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