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ABSTRACT

The vast majority of researches in the scheduling context focused on finding
optimal or near-optimal predictive schedules under different scheduling
problem characteristics. In the construction industry, predictive schedules are
often produced in advance in order to direct construction operations and to
support other planning activities. However, construction projects operate in
dynamic environments subject to various real-time events, which usually
disrupt the predictive optimal schedules, leading to schedules neither feasible
nor optimal. Accordingly, the development of a dynamic scheduling model
which can accommodate these real-time events would be of great importance
for the successful implementation of construction scheduling systems.

This research sought to develop a dynamic scheduling based solution which
can be practically used for real time analysis and scheduling of construction
projects, in addition to resources optimization for construction enterprises.
The literature reviews for scheduling, dynamic scheduling, and optimization
showed that despite the numerous researches presented and applications
performed in the dynamic scheduling field within manufacturing and other
industries, there was dearth in dynamic scheduling literature in relation to the
construction industry. The research followed two main interacting research
paths, a path related to the development of the practical solution, and another
path related to the core model development.

The aim of the first path (or the proposed practical solution path) was to
develop a computer-based dynamic scheduling framework which can be used
in practical applications within the construction industry. Following the
scheduling literature review, the construction project management
community’s opinions about the problem under study and the user
requirements for the proposed solution were collected from 364 construction
project management practitioners from 52 countries via a questionnaire
survey and were used to form the basis for the functional specifications of a
dynamic scheduling framework. The framework was in the form of a software
tool and the process of its integration with current planning/scheduling
practices with all core modelling which can support the integration of the
dynamic scheduling processes to the current planning/scheduling process with
minimal experience requirement from users about optimization.

The second research path, or the dynamic scheduling core model development
path, started with the development of a mathematical model based on the
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scheduling models in literature, with several extensions according to the
practical considerations related to the construction industry, as investigated in
the questionnaire survey. Scheduling problems are complex from operational
research perspective; so, for the proposed solution to be functional in
optimizing construction schedules, an optimization algorithm was developed
to suit the problem's characteristics and to be used as part of the dynamic
scheduling model's core. The developed algorithm contained few
contributions to the scheduling context (such as schedule justification
heuristics, and rectification to schedule generation schemes), as well as
suggested modifications to the formulation and process of the adopted
optimization technique (particle swarm optimization) leading to considerable
improvement to this techniques outputs with respect to schedules quality.

After the completion of the model development path, the first research path
was concluded by combining the gathered solution's functional specifications
and the developed dynamic scheduling model into a software tool, which was
developed to verify & validate the proposed model’s functionalities and the
overall solution’s practicality and scalability.

The verification process started with an extensive testing of the model’s static
functionality using several well recognized scheduling problem sets available
in literature, and the results showed that the developed algorithm can be
ranked as one of the best state-of-the-art algorithms for solving resource-
constrained project scheduling problems. To verify the software tool and the
dynamic features of the developed model (or the formulation of data transfers
from one optimization stage to the next), a case study was implemented on a
construction entity in the Arabian Gulf area, having a mega project under
construction, with all aspects to resemble an enterprise structure. The case
study results showed that the proposed solution reasonably performed under
large scale practical application (where all optimization targets were met in
reasonable time) for all designed schedule preparation processes (baseline,
progress updates, look-ahead schedules, and what-if schedules).

Finally, to confirm and validate the effectiveness and practicality of the
proposed solution, the solution's framework and the verification results were
presented to field experts, and their opinions were collected through
validation forms. The feedbacks received were very positive, where field
experts/practitioners confirmed that the proposed solution achieved the main
functionalities as designed in the solution’s framework, and performed
efficiently under the complexity of the applied case study.




ACKNOWLEDGEMENT

I would like to express my gratitude and sincere thanks to my supervisors,
Prof. Tarek Hassan and Prof. Hesham Bassioni, for their invaluable guidance
and support during the course of this research. And I would like to extend my
thanks to Prof. Andrew Price, the director of research.

My thanks are also due to all who initiated this research from the Arab
Academy for Science, Technology and Maritime Transport, Prof. Ali
Darwish, Prof. Hesham Bassioni, and specially Prof. Mohammad Raslan who
had continuously supported and guided me during my academic career.

I would like also to thank all project management experts and practitioners
who participated in the surveys conducted in the research for their valuable
inputs and comments.

Finally, no words can express my gratitude to my parents, wife and children
for their patience and support during this research, thanks.

vi



LIST OF CHAPTERS

Chapter 1: INtroduction ........ccceeicineseeicsnnaniossssenisssssssiosssssssesssssssossssssssssssasssssssssssssonssses 1
1.1. Summary of the research ProblEM ..........coociiiiiie e et 1
1.2. The need for this rESEAICN ........cii ittt ettt sttt st e e ens 1
1.3, RESEAICN @IM ettt ettt st e e she e e st e et e e eabe e e abe e et e s abeeeabeeeeabeeeabaeens 2
1.4. ReSEAICH ODJECHIVES . .uuiieiiiiiiiii e e e s saaae e e s e e e s sabaee e snaraeas 2
T YT o o I o] o] o Y- Yol NSRS 3

Chapter 2: Research Methodology ........cccceiiersrseniisssnricssssesicssesassosssssssssssssssssssssssssonssses 4
2.0, INTFOAUCTION L.ttt ettt et st e et e s bb e e sabee s bbeesabeeeasbeesabeeenneeennseens 4
2.2. ReSearch PhiloSOPNY .....eeiiiiieeec e et e st e s e et te e e e s saraeee s enseeeennnes 4
2.3, RESEAICH AESIGN . eeiiiii ittt e st e e et e e e s s b ae e e e et be e e e e sabaeeessaaaaeaaan 5

2.3.1. Research methodolOgies ...t s e 5
2.3.2. ReSarch Methods .......cooiiiiiiiiiie ettt et e 7
2.4. Current research philosophy and methodology ......c.ccooecviieiiciiiee e 9
2.4.1. Current research philoSOPNY ....cccuuiiiiiiiiii e e 9
2.4.2. Selection and justification of current Research Methods .........cccccceveveeiviiecciiecciieenee, 9
T == ol g T ] o Lol X1 U 12
2.6. RESEAICH SCOPE.....uuiiie ettt ettt ete e e et ee e e et ae e e e et b te e e s sabeeeesnbaaeseeansaeeseasaeeeeenstesaeann 14

Chapter 3: Dynamic Scheduling ReVIeW.......c.coveiirernricsssericsscnariosssssnecssssnsisssssssssssnnss 15
3.1, REAI-LIME BVENTS ..ttt sttt ettt e sr ettt st b e 15
3.2. Dynamic SCheduling CatEEOIIES ..ovvuuiii ittt s ree e e s saae e e s s abe e e e e 16

3.2.1. Completely reactive SCheduling ........cccoeiiiiiiiiiniie e 16
3.2.2. Robust pro-active SChedUling ........cooiiiiiiiiiii e 17
3.2.3. Predictive-reactive SCheduliNg .......coovciiiiiiiiiic e 18
3.3. ReSChedUliNg POLICIES ...uuiiiiieiiieeiiiiee et e e s rae e e s s bae e e s s ssbeeeeeas 19
3.4, ReSCheduling StrateZIES ....iiiviiiieiiiiiee et re e s et ee e e s bae e e e s sabeaeeeas 19
3.5. Rescheduling tEChNIQUES ....c..viieeiieee et e e rae e e e e aae e e e enteeee s 20
3.5.1. HeUriStiC tECNNIGQUES .....ueei ittt e e e e e e s re e e e s aae e e e enbeeee e 20
3.5.2. Meta-heuristic tEChNIQUES ....ccicciiiiiiiiie e e e 21
3.5.3. Other artificial intelligence teChNIQUES ......cuvvvieeciieeecceec e 21
3.6. Dynamic scheduling arChit@CtUIES .......cccuveeeiiiiee et e e tae e e e eare e e 21
3.6.1. Single-agent dynamic SChedUIING ...ccoocvviiiiiiiiiiiee e 21
3.6.2. Multi-agent dynamic sCheduling ........ccccceiiiiiiiiiiiiee e 21

vii



3.7. Dynamic scheduling appliCations .........cccuviieiiiiiee et e e srae e e enre e e 23

Chapter 4: Prospects of Dynamic Scheduling in Construction Industry ...........cc.u.... 25
4.1. Construction planning & scheduling ProCess ........cccociiiiiriieeeiiiieee e 25
4.2. Dynamic scheduling quUeStioNNAIre SUIMVEY .......ccccieiiiiciiiiiisiieee e srreeessetrae e siaae e 27

4.2.1. QUESLIONNAITE TESIBN .uvviiiieiiiieiiiiieee ettt rre e st e e e sbr e e s ssbaee e assbtreeessssaeeas 27
4.2.2. Questionnaire details .........cooieeiiiiiiee e e 28
4.3, ANAlysis Of SUIVEY MESPONSES ....uvvieiiiiieieeeiieeeecetteeesstte e e e sstte e e e e streeeesnsaeessentsaeesssssaeeeennnes 36
4.3.1. Survey distribution and responses demographic analysis .......c.ccccecveeeeeviiieeernnnnen. 36
4.3.2. Reliability and validity of reSPONSES .....cccveeiciieiiiiece e e 38
4.3.3. Responses statistical SUMMArY .....cceeveieiiiie it 38
4.3.4. Review Of reSPoNSES SUMMAIY ....cccveeeeeeceeeeeeiiieeeeiitrreeeeesereeesssnseeeesssseessssssseesssssens 40
4.4. Defining the functional specification of the proposed dynamic scheduling software tool for
(oo Yy g ot o] 1o Te [T E] d o USSP 41
4.4.1. Frequency of optimization .......ccccccceeeiieiiiie e et 41
4.4.2. Frequency of [arge Changes .......ccceeoieeiiiie ettt e 42
4.4.3. Mass of OPTIMIZAtioN .....cccceiiiiieiiee ettt 43
N N @ oY [ 14 Y d [0 g I = ot [k USSP 43
4.4.5. Optimization ODJECLIVES ...ciiccciiieee i et e e e e e eaaaeeas 45
4.4.6. Integration with other software packages .......ccccvovveiieciiiee e, 46
4.4.7. Other possible fEAtUIES .....cccciiiiii et 48
4.4.8. Summary of solution’s functional specifications ........ccccccoveeiviiiee i, 49
4.5, Initial dynamic scheduling framework for construction enterprises .......ccccceevvvvveeernnnn. 50
4.5.1. The dynamic scheduling solution architecture .........cccceciieiiiiiiie i, 52
N YU [ 4010 0 - | VA S PP 53

Chapter 5: Dynamic Scheduling Solution Modelling .........ccveeeiccsssssersanericcsssscrsasasses 54
5.1, Problem definition ...ttt st sttt 54
5.2. Dynamic Scheduling solution’s deSiSN .........cccveeiiiiiiiieeciiee et e e 54
5.3. Scheduling method SEIECLION ....cccceiiiieceee e e e aree e 55

5.3.1. Resource-Constrained Project Scheduling Problem (RCPSP) ......cccceevveeevveeccneeennenn. 56
5.3.2. Critical Chain Project Management (CCPM) .......coocveeieeeeceeeeireeeeteeeeeree e eveeenne e 58
5.3.3. RCPS VS. CCPM ittt ettt sttt ettt sttt st b et st sae e be et esseenee e 59
5.3.4. The need for a new scheduling method ...........ccccoieeiiiieii e 61
5.4. Multi-Layer Scheduling (MLS) ModelliNg .....ccvveeiiiieieieieeeee e e 62
5.4.1. Multi-Layer Scheduling (MLS) CONCEPLS ....ccvveeereeeriereeeeeiteeeereeeereeesreeeerreeereeenneen 63

viii



5.5. The Dynamic Scheduling model framework ... 67

5.5.1. The general architecture of the DS model ........cccoveeiviieiiicciieee e 67
5.5.2. The 0ptimization PrOCESS ......icicciviieeiiiiieeeecitteeeectie e e e sre e e e ere e e e setaeessssraeeeeesreeeneas 69
5.5.3. Alternatives presentation ............eeciee e 70

5.6. Rescheduling technique SEIECLION .......ccuviie i e e e e 70
5.7. Dynamic scheduling architecture selection .......cccccovviviiiieiiiieis e 71
5.8. Rescheduling strategy and policy Selection .......cccccviiiiiiiieiiiiii e e 71
D0 SUMIMIAIY et se s e s sa s e e e aeeeaeaeeaaeeeeeae e e et e e e e e et raaaraae 71
Chapter 6: DS Mathematical Model FOrmulation ..........c.ccccovceiienssnnccsssnsicsssansecssnnss 72
6.1. FOrmulation OBJECLIVES .....cccciiieeiicee e e e et e e e s s aae e e e e nreaee s 72
6.2. Review of PSP mathematical Models ..........cooeeiiiiiiiii e 73
6.2.1. BaSiC RCPSP MOEI ...ccueiiiiiiiiiieeiie ettt st 73
6.2.2. RCPSP MOdel @XEENSIONS ..ccueiiiieiiieiiiieie ettt sttt 73
6.2.3. PSP 0bjJeCtiVEs EXEENSIONS ....viiieceiieeeicieee e cctee e et e e s sre e e e err e e e stae e s s srae e e eenreeeeeas 75
6.2.4. Multi-Objective PSP (MOPSP) MOdelling .......cccveeiieeeiieeeceeectee et 76

6.3. Dynamic Scheduling mathematical model formulation .........cccccoeviiiiieiciie i, 77
6.3.1. Definition of model optimization objectives .........cccceccveeviiiiiiiee e, 77
6.3.2. Extensions for Dynamic Scheduling requirements .........cccccevveeevieesceeecieeseee e 78
6.3.3. Dynamic Multi-Constrained Project Scheduling Model (DMCPSM) ..........ccccuvveunee. 80

6.4, SUMMIAIY  eiiiiiiitiieeetee e eestiit et eeeeeeeeesssabb bt teeeeeessaasssasaaeaeaaeeessaassssbeaaaaeeesssnsnsssbaaaaaeeasansnnnss 86
Chapter 7: Differential Density Particle Swarm Optimization Algorithm ................. 87
7.1. Deterministic schedule optimization algorithms ........ccccveiiiiiiiiiiii e 87
7.1.1. The Multi-Objective Branch & Bound (MOBB) algorithm ........ccccceevvvveevieeciieecnnee. 88

7.2. Heuristic schedule optimization algorithms ..........ccooieeeiii e 89
7.2.1. Priority RUIES ittt ettt rte e e ae e s e e s aae e e s bae e e s e bbeaeenas 90
7.2.2. Schedule Generation SChEMES ......cc..uiiiieiiiie et 91
7.2.3. Forward/Backward Scheduling (FBS) ......cccciieiiieriieiieeieecieestee e eeveseveesteereeseesane s 91
7.2.4. Schedule JUSEIfiCation .......cocciiiiiieiie et 92

7.3. Meta-heuristic schedule optimization algorithms ........ccccceviiiiiiiiiiin e, 92
7.3.1. Justification for using Particle Swarm Optimization (PSO) .....c.ccceceevvveevieecieecennn, 93

7.4. The Particle Swarm Optimization (PSO) Method .........ccoveeereeeiieeiiiie et 94
7.4.1. The PSO mathematical Model ........ccoooiiiiiiiii e 94
7.4.2. FOrmulation Variations ........ccceeiieeeiieenie ettt ettt e 95
7.4.3. Communication topology Variations .........cccccceeeeiiieeiiicieec e 96

X



7.4.4. Procedural VariatioNs ........eeeeeiiiiiiiiiieeeeeeeec ettt ee e e e e e eeaaaaaae e e e 97

7.5. The Differential-Density PSO (DDPSO) ...ccvieeuiiecieieereeeeeeeeereeeetreeeteeeetveesreeestreesreeessnesenns 97
7.5.1. Scheduling problem encoding to PSO model ........ccceevvvieviiciiieieccceee e, 97
7.5.2. Levelling Schedule Generation Scheme (LSGS) .....ccvevveeieeeeireeenieee e 98
7.5.3. Stacking JUSEIFICAtiON ....cciiiiiiiicceee e e 98
7.5.4. The Differential Density PSO (DDPSO) algorithm ........cccooecveiiieiiiieceeceeceee 103
7.5.5. Combined Priority RUIES (CPR) ....ueeciieeciie ettt ettt et 104
7.5.6. Rectified Schedule Generation Scheme (RSGS) ....ccvvevvvreiveeinieeeiree e 105

7.6, SUMMIAIY  eiiiiiiiitteeeeee sttt e e eeee e s s sttt e et eeeeesaseaasstaaaeeaaesessaasssssbaaaaeaeesssnnsnsbbaaeaaeeesannann 106

Chapter 8: DS Model & DDPSO Algorithm Static Verification .........ccceevueeecueecnnces 107

8.1. Static problem Sets SEIECLION ......ccccciieee et 107

8.2. DDPSO Computational results & performance analysis .......ccccccccevviieeeeeciieeececcieee e, 107
8.2.1. Testing the performance of different elements of scheduling optimization

=1 =0 1 ' LSRR 109

8.2.2. Computational results for testing CPR ..........cociiiiiiieiiieecee e 109
8.2.3. Testing Stacking JUustification (SJ) ..cccveeeee i 110
8.2.4. TCPSP JUSEIfICAtIONS ..cveieeiieiiieieeiie st 111
8.2.5. Computational results for testing differential density approaches ....................... 112
8.2.6. Testing RecCtified SGS (RSGS) ..eicvveeirreeereeccite et cetee et e e eeaeeesrreeetae e sare s eanreeanes 114
8.2.7. Computational results for detailed DD ranges testing ........cccccevveveeeeeiiveeecccvneenn, 115
8.2.8. Results for DDPSO under different communication topologies .........cccccceeeeunnenn. 118

8.3. DDPSO algorithm rating  ...ccccceieieeceee et e e e e e et aae e e naeas 126
8.4. DDPSO static verification CONCIUSIONS ......cocueiiiiiiiiiiieeee et 129
Chapter 9: The Dynamic Scheduling Software Tool Development ..........cccccenivcrnnnens 130

9.1. The Dynamic Scheduler Development ... s 130
9.1.1. Functional specifications & software main features .........cccceceeevveeecieeecceeccneennee, 130
9.1.2. The Dynamic Scheduler Archit@CtUre .........cceeeeciiiee i e 131
9.1.3. The Dynamic Scheduler Database (DSDB) SLFUCLUIE .......cccveeevreeeirveeecrneeereeerreeenes 132

9.2. Main software functionalities .........ccooeiririienie e 132
9.2.1. The Dynamic Scheduler main user interface .......ccccccevevieieeciieee s 134
9.2.2. Importing construction SChEAUIES ........ueeeeeciiiieeciiie e e 135
9.2.3. Definition of extra project data ......ccccceeeeecieee e 135
9.2.4. Definition of optimization INPULS .......ccccieeiiiiecieeee e 138
9.2.5. Viewing optimized solutions and exporting to source database ..........cccceceeeuneennn. 140




o ST Y el 1 o] = T (=T = ] = USSR 143

9.3. Overview of the software programming ProCeSS ......ccccecivereeeririeeeiiiieeeesireeeeeireeeeesssnnes 145
9.3.1. Dynamic Scheduler libraries architecture ........cccoeeeviiiiiieciiee e, 145
9.3.2. Dynamic Scheduler code libraries details .........c.cccveeiviiieieeciieee e 146

9.4. The Dynamic Scheduler initial teStING ...ccveviiieiieee e e e 147

0.5, SUMIMIAIY ittt ettt e ettt e e e e e e e s s s st be e e e eeeeesas s aasbaaaeeaeeesessaassraneaaeeasannann 149

Chapter 10: DS Model & Software Tool Dynamic Verification .........cceeeeriecessscrennens 150

10.1. Dynamic verification using solved eXample .......c.ccccoveiieei e e 150
10.1.1. Baseline optimization ........cccceiiiciiieeiiiiiee et s e e e e ssreee s 151
10.1.2. Progress updates optimization .......cccccecvieiiieiiiie e e 153
10.1.3. Verification results on Dynamic Scheduler ........ccccovveiiiiiieieecceee e 155

10.2. Dynamic verification using case study: CCC/TAV IV OMan ......cccceveeveeeeeveeecreereeereennn. 163
10.2.1. DS CASE STUAY OVEIVIEW ..eeeeciiieieeciiiee e ettt e e eereeeeeeireesessaaeeeeesteeessnnseeesnnsesesnnes 164
10.2.2. DS Strategy & optimization 0bJECtiVES .......ccccviieieiiiiiee e 165
10.2.3. Optimizable rESOUIMCES ....ciiiiiiiieiieiiiee ittt e e ssree s st e e s sae e e e snaraeeanans 165
10.2.4. Baseline schedule optimization .......cccccuuiiiiiiiiin e 166
10.2.5. Progress updates optimization OVEIVIEW ......c.ceviiiiiieiiiiiiiei e ee s 170
10.2.6. Progress update 1 (31-0OCt-2009) ....cveeicuiieiiieeieeecieeeeeerre e e seeesreeereeesrseesnrae e e 170
10.2.7. Progress update 2 (30-Apr-2010) .....cceeecueeeiiieeiee e eeeeeere e e e e esreeereeesrreeenrae e 172
10.2.8. What-if schedule optimization .........cccceceeiiiie e 175

10.3. Summary of the dynamic verification process .......ccccvveeeeiiieiececiiee e 176

Chapter 11: Model & Software Tool Validation ...........cecceeieisesenicsscsaniecssssnssossssssccses 177

11.1. Validation @pproach ..ot e s nraeaean 177

11.2. Feedback review forms deSiZN ......cccccvieeiiiiiei ettt e et e e s rae e 178
11.2.1. Proposed solution presentation ... e 178
11.2.2. QUESTIONNAITE FOIM .ottt et ettt s e 178

11.3. Forms distribution & responses analySiS ......ccceecuieeeiiiiiieeeiiiiiieeeniiiee e sieee s esieee s seeaee e 179
3 0 Y T oY o] 11 ¥ - T UPRRPPPPN 179
11.3.2. Validation partiCipants .......ccccceeieiiieeiiiiee et sre e s 179
11.3.3. ReSPONSES ANAIYSIS coiviueriiiiiiiiiie ittt e s e e r e e e aeae 180
11.3.4. Improvement SUEEESTIONS .....ciiiiiiiiieecieeiieee e e e s ecrrtr e e e e e e e s srreeeeeee e e e eeeeanennes 183

Chapter 12: Conclusions & Recommendations ..........ccceeesseicsscsnercsssarsesssssssssssssscsses 185

12.1. RESEAICH OVEIVIEW  eeiiiiiiiiiiiie ettt ettt et sttt et et esbe e st e ear e e e ennees 185

12.2. Main research CONCIUSIONS .....c.oouiiiiieiiieniieeie ettt sttt st s 187

X1



12.2.1. The need for a Dynamic Scheduling solution in construction industry ............... 187

12.2.2. The proposed dynamic scheduling solution for construction industry ............... 188
12.2.3. The multi-objective construction DS mathematical model ........cccccovvvivinvnnnennnns 189
12.2.4. The multi-objective DS optimization algorithm ........ccccoiiiiriiiieiee e, 190
12.2.5. The DS SOftWAre t0O0] ......cociiiiiiiieiieeeee et s 191
12.2.6. Verification & validation of the proposed solution ........ccccceceviivieeiieeciie e, 192
12.3. Contributions to the construction iINAUSEIY .......ccceeiiiiiii i 192
12.4. Limitations of the proposed DS SOIULION ........coooeiiieeiiiiiee e 193
12.4. Future works recommendations .......cooocueeiieiriiieniie ettt 194

Xil



LIST OF APPENDICES

Appendix A: The Multi-Objective Branch & Bound (MOBB) algorithm ................ 210
A.1. MOBB €lemMents aNd PrOCESSES ...uiiiiiuiiiiriiiiieeiiiiieteeiiteeeessreeeessssaeeeesssteeeessssseesssssesssnnnns 210
A.1.1. MOBB 0ptimization PrOCESS ...ccoiiieeiiiiiiiieiieeie ettt ee et e e e e e e s s saaeeaeaeeeas 211
A.1.2. Analysis initialization ProCESS ...ciivviiiieciieeiiiteee e s 211
A.1.3. THE PrUNING PrOCESS ..uvveieiiiiiiteeiiiieeeeeitieeeeesteeessseeeeassbeeeesssssaeeesssbeseessssseeessnssees 215
A.1.4. Child Nodes @Valuation .......ccooeiiiiiiiiiiee e e e 215
A.1.5. Calculation of Maximum Upper Bound Efficiency (UBEmax) «eeeervrerrveeeirerenveeeireeenns 217
A.1.6. Calculation of Solution Schedule Efficiency (SCheg) .vveevvveeeeeieeceiecieeeeeeciee e, 217
A.1.7. Lower Bound Efficiency (LBE) Calculation .........ccocecvveiiiieiiicciee et 217

A L1.8. WEIZNING RUIES ...ttt et e e tare e e st e e e e eara e e e e eantaee e e nnaeas 218

A.2. MOBB computational results & performance analysis .......cccccoovcieieieiiieeeenicieee e 218
A.2.1. Computational FESUILS ..eiviiiiiieiiciee e et e s s naeeas 218
A.2.2. Performance analysis for the MOBB algorithm .......cccccciieeiiiieieeceee e, 219

Appendix B: Performance analysis for different elements of scheduling optimization

£ Fo00) 1 LA 111 1T 220
B. L. PriOFILY FUIES oeieeeiie ettt cttee e e ttte e e et te e e e st ee e eabaeeesenstbeeessnsaeeeeenteaeesnnnsaeeann 220
B.2. Forward/Backward scheduling (FBS) .....ccciviciiieiieieeitiece ettt et e 221
B.3. Double justification and MapPiNg ...cccccecceeeiiiecie ettt e rae e 222
B.4. AlZOrithm PAramEters ...cccicceeii ittt e e et e e e et te e e s saae e e s enbeaeeseanraeeean 222
Appendix C: Detailed DDPSO test reSults .......cocceciieenssnicsseraniosscanecsssssssssssssssssssases 233
C.1. RCPSP Justification SChEMES .......coiuiiiiiiiecieeeee e 233
C.1.1. Justification schemes COMPAriSON .....cccceeeeciieeiiiiiiee e e erae e 233

C.1.2. Stacking Justification detailed testing .......ccccceeeciiiei i 235

C.2. TCPSP justification SChEMES ....occiiuiiiee et e e e e ra e e e eaaeas 244
C.2.1. TCPSP justification schemes COMPAriSON ........cccccciveeieiiiieeeeciiee e e eeree e eeraee e 244

C.2.1. FJ & FTJ testing with neighbouring topology ......cccccceviviiiieciieee e, 245

C.3. DDPSO tESTING wevtteeeieiiiiiiiiiiittieeeeie e ettt teeeeeeeseeessbrereeeeeesessasssaebaateaeeasssssasnssbaaeaaeeesannnnn 247
C.3.1. Differential density approaches comparison ........ccccoceeevceeiveeeseeeccie e e 247

C.3.2. Density ranges COMPATiSON ....c.cccccviiiiiieeeeeeeeeieciiieeeeeeeeessessarereeeeeeeeeeesessnnensneeaes 249

C.3.3. DDPSO topol0ogies tESLING ..uueiieeciiieiiiiiiiie ettt rre e s s eraeeeas 260
Appendix D: Case Study Details .......cocevrierisrenicssssnnicssssnnicssesaniossssnessssssssssssssssssssases 287
D.1. DMIA General INfOrmation ........cocueeiieiieiiiieeee et 287




D.2. DMIA MaSter SCREAUIE ..ueeeieeiiiieeeeeeeee et e e e e e et e e e e e e s eeeesnnanes 288

D.3. Main Contract 1 (MC1) project details ........cceeivueeeiiiiiireecire ettt eerae e 288
D.3.1. Project organization ........ccccciiiiiiieii ittt ee e ccceaee e e e e e e e e s e e e e e e e e e eannnes 289
D.3.2. Work Breakdown Structure (WBS) ......eoovveiiiieie et eeieeeereeeereeeeaveeeevae e 290
0 T8 TR o =T 1Y T ol T UURRRR 292

Appendix E: Validation Feedback Forms for the new Dynamic Scheduling Solution

for Construction ENterpriSes ......cccccveiccccsnresssssesiosssssscssossassssssassesssssssssssssssssses 293

Xiv



LIST OF FIGURES

Figure 1.1: Summary of research appProach ..o e e e rraae e 3
Figure 2.1: Adopted research methodology .........cooiiiiiiiiiie e 10
Figure 2.2: Research proCesses Chart ........ccceiiiieie et e e e e et re e e e anaee s 12
Figure 3.1: Completely reactive SChedUliNG .......cceeeiieiiiie e 16
Figure 3.2: Robust pro-active SChedUliNg ..........coouiiiiiiii et 17
Figure 3.3: Predictive-reactive SCheduling ..........cccooiiiiiiiiiieee e 18
Figure 3.4: Autonomous dynamic scheduling architecture .........c..cccoooieeiiiiiiiniiienieeeeeeeee 22
Figure 3.5: Mediator dynamic scheduling architecture ... 22
Figure 4.1: Project based planning & scheduling process ..........ccooceeeiiieniieiniee e 26
Figure 4.2: Scheduling quality gates in construction planning & scheduling process ................... 51
Figure 4.3: Initial dynamic scheduling solution architecture ........cccccceeiveericiiee i, 52
Figure 5.1: Dynamic scheduling system deSigN ...........coociiiiiiiiiiiniiee et 55
Figure 5.2: Multi-Layer Scheduling (MLS) architeCture .........cccccoveiiiiiiiinneeie et 63
Figure 5.3: Multi-Layer scheduling optimization ProCess .......cccccveieeeiieeeeeciiee e e e 65
Figure 5.4: Example 5.1 activity network, optimum resource profile & precedence outputs ...... 66
Figure 5.5: The general architectural framework for the proposed dynamic scheduling solution 68
Figure 7.1: Resource profile categorization of Project Scheduling Problems (PSPS) .......ccccccvuvene. 88
Figure 7.2: PSO communication tOPOIOZIES ...cccccveeeiiciiiie ettt et ae e e 96
Figure 7.3: Example 1 - Activities list, network and original resource profile .......cccccceeevviveerrnneen. 96
Figure 7.4: Example 1 - Resource profiles for available options after SSGS .......cccccovviiviiiiiennenns 101
Figure 7.5: Example 2 - Activities list & NETWOIrK ......ccvvieiiiiiie e, 101
Figure 7.6: Example 2 - Original resource profile and optimum resource profile ........cccco.......... 102
Figure 9.1: Dynamic Scheduler Database's (DSDB) table structure ..........ccccccoveinieeniincnniiennenns 133
Figure 9.2: The Dynamic Scheduler's main USer interface .........cccccvceviiriieiienneenieneeneeeeee e 134
Figure 9.3: The Dynamic Scheduler's main MENUS .......ccccuiiiiiiiiiiiiniee ittt 134
Figure 9.4: Dynamic Scheduler —Data SoUrce FOrmM .......ccooiiiiiiiiniieiite e 135
Figure 9.5: Dynamic Scheduler — Project Details FOrm .........ccociiiiiiiiniiiiie e 136
Figure 9.6: Dynamic Scheduler — Contract Breakdown FOrm ........cccceeviieeiiiiieee e e, 136
Figure 9.7: Dynamic Scheduler — Edit Schedule Revision/Update FOrm ......ccccocveeveevvievercvveennnens 137
Figure 9.8: Dynamic Scheduler — Activity Details FOrm .......cccooiiiiiiiiiniieie e 137
Figure 9.9: Dynamic Scheduler — Resource Details FOrm .......cccooovvveieeeiiiees e 138
Figure 9.10: Dynamic Scheduler — Optimizable Activities FOrm .......ccccooveviiieie e, 138

XV



Figure 9.11: Dynamic Scheduler — Optimizable Resources FOrm .......ccooocvvvveeeeeciieeeecccivee e e, 138

Figure 9.12: Dynamic Scheduler — Soft LOZIC FOrM .......ooviiiiiiieiiieiee e e 139
Figure 9.13: Dynamic Scheduler — Optimization Objectives FOrm .......cccccvvvieieevieeeeecciiee e, 139
Figure 9.14: Dynamic Scheduler — Optimization Settings FOrm .......cccoovevviiieieeecieee e, 140
Figure 9.15: Dynamic Scheduler — Optimization Settings FOrm .......cccoovevviiieeeeeiieee e, 140
Figure 9.16: Dynamic Scheduler — View Solution Details Form — Solution summary tabs .......... 141
Figure 9.17: Dynamic Scheduler — View Solution Details Form — Solution details tabs .............. 142
Figure 9.18: Dynamic Scheduler — PSPAV form — Problems selection .........cccccceeevvveeiccciieee e, 143
Figure 9.19: Dynamic Scheduler — PSPAV form — Parameters definition .........cccoccevviniiiiennnnns 143
Figure 9.20: Dynamic Scheduler — PSPAV form — Report format definition .......cccccooceviiiiennnnns 144
Figure 9.21: Dynamic Scheduler — PSPAV form — Optimization analysis report .........ccccceceeneeee 144
Figure 9.22: Code libraries dependencies for Dynamic Scheduler .........cccocciviiniiniininniennens 145
Figure 9.23: Sample problem loaded on P6 — Resource constraints unfulfilled (T=99) ............... 147
Figure 9.24: Sample problem — Output of P6 resource leveling (T=147) ..ccoceeevveeceeeccreeeeeeeneen, 147
Figure 9.25: Sample problem — Optimization results on Dynamic Scheduler (T=106) ................ 148
Figure 9.26: Sample problem — Exported project back to P6 (T=106) .....cccvveeeveeeireeercreeeneeeenneen, 149
Figure 10.1: Example 10.1 — Project details, network & original resources .........ccccceevecvveeeennnnen. 151
Figure 10.2: Example 10.1 — Baseline optimization, two of the main PF alternatives ................. 153

Figure 10.3: Example 10.1 — Schedule & cash flow status after the 2" month progress update 154
Figure 10.4: Example 10.1 — Optimization of month 2 progress update, main Pareto Front ...... 155

Figure 10.5: Example 10.1 — Schedule & R1 histogram in Primavera P6 before sending to dynamic
scheduler for OptimIzation .......oiiceciiiee e e e 156

Figure 10.6: Example 10.1 — Screen shot from Dynamic Scheduler showing the definition of
optimization objectives, weightages & settings ......ccccccovviiiiiiiiieiiici e, 156

Figure 10.7: Example 10.1 — Dynamic Scheduler main interface after the baseline optimization
(oL ol 1 TSRS 157

Figure 10.8: Example 10.1 — Baseline optimization results: Best solution and Pareto Front ordered
by objectives & overall effiCiency .....cccccoveecieeceece e 157

Figure 10.9: Example 10.1 — Baseline optimization results: Details of best solution (T-C-NCF-RL-SD)

...................................................................................................................................... 159
Figure 10.10: Example 10.1 — Baseline optimization results: Details of another Pareto Front

SOIULION [C) ettt e e e e et e e e e rtba e e e e abbe e e e saabeeeeenbaeesennabaeaenn 159
Figure 10.11: Example 10.1 — Exported baseline optimized alternative solutions ...................... 160
Figure 10.12: Example 10.1 — Progress update optimization results ........ccccceeeeveviveeeevcciieeeennnen. 160
Figure 10.13: Example 10.1 — Progress Update optimization results: Details of another Pareto

Front SOIULION (T-C-RLI-NCF-5SD) ......ccocueeeeeicieeeeeeteeeeeecitee e eeeivae e e eetveeeeseaneeessnseeeannns 161

Xvi



Figure 10.14: Example 10.1 — Progress Update optimization results: Details of another Pareto
Front SOIUTION (SD) .cocuvveeeeeeee ettt ettt e e e eet e e e e bae e s eetbbe e e e senbaeeesennseeeeennns 162

Figure 10.15: Example 10.1 — Exported optimized alternative solutions for 2 progress update

Figure 10.16: Case Study — Baseline optimization — Optimized efficiency time chart ................. 166

Figure 10.17: Case Study — Baseline optimization — Concrete paving crews' histogram for best
£ ] (14T o O TP PRSPPI 168

Figure 10.18: Case Study — Baseline optimization — Excavation crews' histogram for best solution

...................................................................................................................................... 168
Figure 10.19: Case Study — Baseline optimization — Stone column crews' histogram for best

£ ] [V 4] o H O TR UPPRPRPRPP 168
Figure 10.20: Case Study — Baseline optimization — Concrete paving crews' histogram for best

£ ] (V14 oo TR SSPRR 169

Figure 10.21: Case Study — Baseline optimization — MV transformers installation crews' histogram
fOr DESE SOIUTION ..ottt st et 169

Figure 10.22: Case Study — Baseline optimization — Asphalt crews' histogram for best solution 169

Figure 10.23: Case Study — Progress update 1 optimization — Excavation crews' histogram for best
£ ] [V 4] o TSR PPPRPPPP 171

Figure 10.24: Case Study — Progress update 1 optimization — Rock filling crews' histogram for best
SOIULION ettt sttt sr et eab e se e e bt e sr e e sseesmeeenneeas 172

Figure 10.25: Case Study — Progress update 1 optimization — Stone columns crews' histogram for
DESE SOIULION woiiiiiiieiii et e e st re e e s sabae e e s sabe e e e earaeaean 172

Figure 10.26: Case Study — Progress update 2 optimization — Rock filling crews' histogram for best
SOIULION ettt sttt b e bt ear e se e b e sbeesseesneeeeeens 174

Figure 10.27: Case Study — Progress update 2 optimization — Soil filling crews' histogram for best
£ ] (14T o PR PPPRPPRP 174

Figure 10.28: Case Study — Progress update 2 optimization — Excavation crews' histogram for best
SOIULION ettt ettt e bt sttt e et e bt e sbeesseesneeeneeens 174

Figure 10.29: Case Study — Progress update 2 optimization — Stone column crews' histogram for
DESE SOIULION weiiiiiieeiiiee et e e e re e s s sabae e e s sabe e e s saraeaean 175

Figure 10.30: Case Study — What-if schedule optimization — Stone column crews' histogram for

DEST SOIUTION ..ttt ettt e s sbe e st e st e e sabe e easee e e 176
Figure 11.1: Validation participants' distribution .........ccccoecviiiiiiiiii e, 178
Figure A.1: MOBB 0ptimization PrOCESS ....cocciiiiiiieiieeeite ettt ettt eebee e sabe e sbeeesbe e s saeeeseeens 211
Figure A.2: Example for full distance matrix preparation ..........cccvceriiiiiiiinneenieeneeee e 212
Figure A.3: Example network for maximum 1ag cycles ........ccooviniiiiiiiiniiiiiieeeeeseeee e 213
Figure A.4: Child NOdES PruNiNg PrOCESS ....ccccueierieieiiieeeiteente e et e et e ettt e sabeeesabeesbeeesnbeessaeeesseens 215
Figure A.5: Child nodes evaluation ProCeSss ..........ccccueeiiiieriiieniiee e esiee et e st e et e st e e e 216




Figure A.6:
Figure A.7:
Figure B.1:
Figure B.2:
Figure B.3:
Figure B.4:
Figure B.5:
Figure B.6:
Figure B.7:
Figure B.8:
Figure B.9:
Figure B.9:
Figure D.1:
Figure D.2:
Figure D.3:
Figure D.4:

MOBB computational results for testing SRCPSP (j-30) ...cccveeevreeeireeeieeecreeeceee e, 219
MOBB computational results for testing RIPSP/max (j10 t0 j30) ....cocevvvvereevreeneennen. 219
No. of particles performance for RCPSP j-30 AD, (no justification) .......cccceevveeevnens 226
No. of particles performance for RCPSP j60-j120 ADc» (no justification) .................. 226
No. of particles performance for RCPSP j30 ADgy (With DJ) ..cccvveeeriiecieeereeectree e, 226
No. of particles performance for RCPSP j60-j120 AD¢p (With DJ) .eovevvveeiiieciiieciies 227
No. of particles performance for RCPSP j30 AD,, (with DJ & mapping) .......cccceeeveenns 227
No. of particles performance for RCPSP j60-120 AD., (with DJ & mapping) ............. 227
No. of particles performance for SRIP/max ACS (no justification) ..........cccccceevveeenenns 230
No. of particles performance for SRIP/max ACS (With DJ) .....ccceevvievieeiieniieeeeieeiens 230
No. of particles performance for SRIP/max ACS (with DJ & mapping) ........ccccceeeueens 230
No. of particles performance for SRIP/max ACS (with DJ & mapping) ........cccceceeeueens 230
DMIA 3D MOEI ittt ettt et et e e ee s 287
DMIA geographical scope distribution between project management teams ......... 289
DMIA SUMMArY WBS ittt sss s se s s s ee s e e e e e e e e e e e e e ee s et eeeeeaeeee e beeessesnsasaaen 290
DMIA detailed work breakdown Structure ..........cocceeveereinienienieceeee e 291

XVviil



LIST OF TABLES

Table 4.1: General info ON SUIVEY FESPONSES ....eiieiuiieeieiiiieeeiittreeeeeieeeessreeeeerreeeeestsaeesssrnseeeennnes 37
Table 4.2: Responses distribution on organizational category ........cccccvvvveeeieiiiee e e 37
Table 4.3: Responses distribution on organizational roles .........cccecceeeeiiiieee i 37
Table 4.4: Responses distribution on experience VIS ........cccvieeeiiie e 37

Table 4.5: Comparison of responses distribution by location and the world’s population

distribution on 2010 (as per UN population report 2011) .....ccccccevveeveeeecveecneeeciee e, 38
Table 4.6: Summary of statistical analysis for SUrVeY’s reSPONSES ......ccovccveeeeriiveeeeeciiieeeciree e 39
Table 4.7: Summary of responses to qUESTION NO. 19 ......ieiiiiiiiiiieceeee e e e 41
Table 4.8: Summary of responses to QUESTION NO. 20 ......ueeiiiiiiiieeriieeee e e erree e eerre e e sare e e e e 42
Table 4.9: Summary of responses to QUESTION NO. 21 ......viiiiiiiiiieecieeee e e e e sare e e 43
Table 4.10: Summary of responses to qUestions 22, 23 & 24  ......ccceeeeiiciieeeeecieee e esre e 44
Table 4.11: Summary of responses to qUESLIONS 25 & 26 ......cueiieeciiiee e 45
Table 4.12: Summary of responses to QUESTION 28 ..........cociiieiiiiriieiie et 47
Table 4.13: Summary of responses to QUESTION 29 ......cciiiiiiiieiiiie ettt 47
Table 7.1: Priority rules categorization and definitions .......cccccceveeeiieee e 90
Table 7.2: Effect of applying SGS, DJ and SJ on the search space of example 1 .......ccccceviereennne 90
Table 7.3: Example 2- Search space size under different justification schemes .........ccocceeuee.e 102
Table 7.4: Example 2 - Optima reached under different justification schemes ...........ccccceeueee. 102
Table 7.5: DDPSO PSEUAO COUR ....oiiiiiiiiiiiieeetiee ettt e ettt e et e et e e st e e s sbee e sbeeesabee e sabeesaneeenanes 103
Table 7.6: Applying Rectified Schedule Generation Scheme (RSGS) ......cccovceerviiriiiniiiniineeneee 105
Table 8.1: Combined Priority Rules (CPR) performance comparison for SRCPSP ..........ccccceeueen.e. 109
Table 8.2: Combined Priority Rules (CPR) performance comparison for SRIP/max .................... 110
Table 8.3: Test results for different RCPSP justification schemes ........cccccovveevivieeeeccieee e, 110
Table 8.4: Test results for different TCPSP justification schemes ........ccccccvvveviiiieeeicceee e, 112
Table 8.5: Summary of test results for RCPSPs under different DD approaches ..........ccccccuuveen.. 113
Table 8.6: Comparison for performance of DDPSO with & without RSGS .........ccccceeciveeeiccninennn. 114
Table 8.7: DDPSO density ranges Mits ........cocuiiiiiiiiiiiiie ettt e e 115
Table 8.8: Summary of test results for RCPSPs under different PSO particles densities ............. 116
Table 8.9: Summary of test results for TCPSPs under different PSO particles densities ............. 117
Table 8.10: Best & average test results for RCPSPs under different PSO topologies .................. 119
Table 8.11: Summary of test results for TCPSPs under different PSO topologies .........ccccceeueen.e. 125
Table 8.12: Performance comparison between JPSO & MJPSO algorithms ........cccocceeveeneennene. 126

Xix



Table 8.13: Performance comparison between MJPSO & DDPSO algorithms ......ccccccvevevennnnnn. 126

Table 8.14: Algorithms comparison for ADy of ProGen SRCPSP j-30 ......cccoueeeevcveeeeeiieeeeeecveennn 127
Table 8.15: Algorithms comparison for AD¢p of ProGen SRCPSP j-60 ..........eeeeevcveeeeecirieeeeecveennn, 127
Table 8.16: Algorithms comparison for AD¢p of ProGen SRCPSP j-120 .........eeevvcveeeeeccrveeeeecvnennn, 128
Table 10.1: Example 10.1 — Original cash fIOW .......ccceiiieiiiiii i 151
Table 10.2: Example 10.1 — Original search space limits ........ccccoveiiiiiniiinniine e, 152
Table 10.3: Example 10.1 — Search space limits for progress update of month 2...........c...cc........ 154

Table 10.4: Case Study — Baseline optimization — Detailed efficiencies for 2 main Pareto Front’s
o] (V14 oo -SRI 166

Table 10.5: Case Study — Baseline optimization — RLIs for best solution vs. original schedule .... 167

Table 10.6: Case Study — Progress update 1 optimization — Detailed efficiencies .........ccccuue.... 171
Table 10.7: Case Study — Progress update 2 optimization — Detailed efficiencies .........ccccuue.... 173
Table 11.1: Validation results — Responses summary for the General information section ........ 180

Table 11.2: Validation results — Responses summary for the Dynamic Scheduling system’s design
=T o {0 o PO T PP PP P R UPPPPRRPPPP 181

Table 11.3: Validation results — Responses summary for the Dynamic Scheduler user interface
=Tl o] o OO SO TP PPPPPPPPPPPO 182

Table 11.4: Validation results — Responses summary for the Future Communications section ... 183

Table B.1: Priority rules performance comparison for SRCPSP ........cceeveeiiieeiiicieee e 220
Table B.2: Priority rules performance comparison for SRIP/Max ....cccceceeveerieneeeeniesieereeneseeneenns 221
Table B.3: Forward/Backward scheduling performance comparison for SRCPSP .........ccccueneee. 221
Table B.4: Justification performance comparison for SRIP/MaXx ...cccccovvveveerienieeenieneereeneseeees 222
Table B.5: Justification performance comparison for SRCPSP .......cccoeciiiiiniiinieniicee e 222
Table B.6: Forward/Backward scheduling performance comparison for SRIP/max .........c.ccc...... 223
Table B.7: Best performing number of particles for different problems sized ..........ccocceveenneene 223
Table B.8: Number of particles performance comparison for SRCPSP ........ccccoveveeeieciveeecccnnnenn, 225
Table B.9: Number of particles performance comparison for SRIP/Max ......ccccceeevevvreveeeeeernenne. 229
Table B.10: Constriction Factor performance comparison for SRCPSP .......ccooiiriiiiiiininneeniee 231
Table B.11: Constriction Factor performance comparison for SRIP/Max .....ccccceeeeveeveeveeeeeernenne, 232
Table C.1: Test results for different RCPSP justification schemes .........ccccovveeevvieeeeccieee e, 234
Table C.2: Test results for SDJ under different constriction factor values .........ccccocciivinieennnne 237

Table C.3: RCPSP test results for SDJ under different PSO topologies (1,000 schedules — 10 forward/
10 baCKWard PArtiCleS) ...cieiieeeeuiiererieeiiiieieeeeeitiie e e s erertieeeeererraereeeresssaeseeeserannseeeesssnnnsesens 239

Table C.4: RCPSP test results for SDJ under different PSO topologies (5,000 schedules — 10 forward/
10 backward PArtiCles) ......cciiieeiieiiiieeieeieie e e ee e e e e e e e e e e e aaeaeeeeeeeeeaeeaearaaaraaaa—a———_ 241

XX



Table C.5: RCPSP test results for SDJ under different PSO topologies (5,000 schedules — 20 forward/
20 backward PArtiCles) ...ceeeiiiiiiiiiiiiiiiiii e ree s e ee e e e ee e e e e e e e e e e e e e e eeeeeeeetear e rarra——ra————————— 242

Table C.6: RCPSP test results for SDJ under different PSO topologies (50,000 schedules — 20 forward/

POl oF Lol T e I o Y- Lol 1= IR 243
Table C.7: Test results for different TCPSP justification schemes ........cccoeeieeeiviieeecccivee e, 245
Table C.8: TCPSP test results for FJ & FTJ under different PSO topologies ........ccccceeecvveeeiccnnnennn. 246
Table C.9: RCPSP test results for different DD approaches ........coccecceiiieniienieniiinie e 249

Table C.10: RCPSP test results for different density ranges of PSO particles & different values for
Inertia (w) (1,000 schedules — 10 forward/ 10 backward particles) .......cccceevveeriveeecrveennne. 251

Table C.11: RCPSP test results for different density ranges of PSO particles & different values for
Inertia (w) (5,000 schedules — 10 forward/ 10 backward particles) ........cccceevvereercveeeennnns 253

Table C.12: RCPSP test results for different density ranges of PSO particles & different values for
Inertia (w) (50,000 schedules — 20 forward/ 20 backward particles) .........cccevveeriveeecrveennne. 255

Table C.13: TCPSP test results for different density ranges of PSO particles & different values for
Inertia (w) (1,000 schedules — 10 forward/ 10 backward particles) ........cccceevvereercveeeennns 257

Table C.14: TCPSP test results for different density ranges of PSO particles & different values for
Inertia (w) (5,000 schedules — 10 forward/ 10 backward particles) ........cccceevveeriveeeirveennne. 258

Table C.15: TCPSP test results for different density ranges of PSO particles & different values for
Inertia (w) (50,000 schedules — 20 forward/ 20 backward particles) .......cccceeevvereercrveeeennns 260

Table C.16: RCPSP test results for DDPSO under different topologies & different values for Inertia
(w) (1,000 schedules — 10 forward/ 10 backward particles — GR=0.75) ......cccevvrerivrrerrvrenne. 262

Table C.17: RCPSP test results for DDPSO under different topologies & different values for Inertia
(w) (1,000 schedules — 10 forward/ 10 backward particles — GR=0.5) ......cccceeeevrvreeercnvenen. 264

Table C.18: RCPSP test results for DDPSO under different topologies & different values for Inertia
(w) (1,000 schedules — 10 forward/ 10 backward particles — GR=0.25) .......cccevrerivreecrveennne. 265

Table C.19: RCPSP test results for DDPSO under different topologies & different values for Inertia
(w) (1,000 schedules — 10 forward/ 10 backward particles — GR=0.0) ......ccceeeeevreeeeeecnvennn. 268

Table C.20: RCPSP test results for DDPSO under different topologies & different values for Inertia
(w) (5,000 schedules — 10 forward/ 10 backward particles — GR=0.75) ......ccccvvrerivrrerrvrennne 269

Table C.21: RCPSP test results for DDPSO under different topologies & different values for Inertia
(w) (5,000 schedules — 10 forward/ 10 backward particles — GR=0.5) ......cccceeeevrvreeercnvenenn. 271

Table C.22: RCPSP test results for DDPSO under different topologies & different values for Inertia
(w) (5,000 schedules — 10 forward/ 10 backward particles — GR=0.25) .......cccevrerivrrerrveennne. 273

Table C.23: RCPSP test results for DDPSO under different topologies & different values for Inertia
(w) (5,000 schedules — 10 forward/ 10 backward particles — GR=0.0) ......ccceeeeevrrreeercnvenen. 275

Table C.24: RCPSP test results for DDPSO under different topologies & different values for Inertia
(w) (50,000 schedules — 20 forward/ 20 backward particles — GR=0.75) .....cccovverivrrecrvrennne. 277

xx1



Table C.25: RCPSP test results for DDPSO under different topologies & different values for Inertia

(w) (50,000 schedules — 20 forward/ 20 backward particles — GR=0.5) .......ccceevvvveeeecnvenenn 278
Table C.26: RCPSP test results for DDPSO under different topologies & different values for Inertia

(w) (50,000 schedules — 20 forward/ 20 backward particles = GR=0.25) ......cccceervvreeervrennne. 281
Table C.27: RCPSP test results for DDPSO under different topologies & different values for Inertia

(w) (50,000 schedules — 20 forward/ 20 backward particles — GR=0.0) .....ccceceevrvreeercnveeen. 283
Table C.28: RCPSP test results for DDPSO under different topologies (w=0.73) .....ccccocceveerunenee 286

xXxil



Chapter 1: Introduction

1.1. Summary of the research problem

Most of the research studies dealing with scheduling have primarily been
focused on finding optimal or near-optimal predictive schedules for simple or
complex scheduling models with respect to various changes in the problem
characteristics. Such predictive schedules are often produced in advance in
order to direct construction operations and to support other planning
activities. Unfortunately, most construction projects operate in dynamic
environments subject to various real-time events, which may lead that
predictive optimal schedule becoming neither feasible nor optimal. Therefore,
dynamic scheduling is of great importance for the successful implementation
of real-world construction scheduling systems.

In addition, the vast majority of research efforts in project scheduling are
based on two main assumptions: initial availability of the complete schedule
information before the analysis start, and a static deterministic environment
within which the pre-computed schedule will be executed. However, in real
world, project activities are subject to considerable uncertainty, which is
gradually resolved during project execution [Herroelen, 2005], and schedules
are executed in an environment full of dynamic events which were neither
initially anticipated nor fitting with the pre-optimized schedule.

Taking into consideration the uncertainty and the unavailability of some
of the problem’s data during the initial stage is called Scheduling under
Uncertainty; several approaches were created to handle this issue starting
from the original PERT method, up to very complex Stochastic approaches. In
addition to uncertainty, unexpected real-time events affecting the schedule
optimality and the need to have a system capable of dynamically optimizing
the schedule led to the evolution of a new scheduling paradigm named
Dynamic Scheduling (or Dynamic Planning).

1.2. The need for this research

The Dynamic Scheduling (DS) topic has gone through various researches and
publications within the manufacturing industry during the last two decades.
However, it is still a quiet new topic in the construction scheduling field; and
there is a shortage in the DS literature in relation to construction industry.
This can be due to the complex & in-deterministic nature of construction
processes which might have concerned researchers about the successful
outcomes of researching this topic; or, as generally stated by Flanagan &
Marsh (2000), due to the significant barriers preventing construction
organizations from investing in IT solutions due to the uncertainty concerning
identification and measurement of benefits associated with their development.




The problem of scheduling in the presence of real-time events is of great
importance for the successful implementation of scheduling systems in
construction enterprises. Various researches should be generated to
investigate the issue of how to handle the occurrence of real-time events
during the execution of a given schedule, in regard of how and when to run
the repair or the optimization algorithms to the current static schedule to bring
it back to the optimal or near-optimal state.

In addition, managing construction projects based on single project
strategies was found to result in limited success (Blismas et al, 2004-a, 2004-
b). Accordingly, including the enterprise dimension in the research will
support maximizing the benefits from its outcomes.

1.3. Research aim

The aim of this research is to develop a dynamic scheduling based solution
which can be practically used for real time analysis and scheduling of
construction projects from design to handing over, in addition to resources
optimization for construction enterprises.

1.4. Research objectives

Since the aim of the research is to develop a practical solution, and the current
scheduling practice is mainly dependent on commercial project management
software packages, then the nature of the proposed solution is dictated to be a
dynamic scheduling model, operated through a software tool compatible with
the most popular packages available in the market.

The main function of this dynamic scheduling solution and the
associated software tool is the optimization of schedules in a dynamic
environment; so, for this solution to be functional, the following objectives
were to be fulfilled:

1. Performing literature review for static scheduling techniques and the
modelling concepts of the scheduling problem.

2. Performing literature review for dynamic scheduling concepts and
practices, and study the prospects of their application in construction.

3. Performing literature review for optimisation techniques, and
selecting the technique to be used based on the suitability of its
characteristics to the problem under study.

4. Developing the proposed solution’s framework which suits the
investigated construction planning & scheduling process.

5. Developing a mathematical model representing the reality and
complexity of the construction scheduling problem.

6. Developing an optimization algorithm based on the formulated
model’s structure.




7. Defining the functional specifications of the proposed software tool
from the experienced opinion of construction field practitioners.

8. Developing the software tool based on the formulated model, the
developed algorithm and the gathered functional specifications.

9. Verifying the proposed solution’s elements using sample of the
problem sets, as well as the application of real projects' data to
simulate the real time dynamic environment.

10. Validating the model, as well as the software tool, based on the
opinion of field practitioners using validation forms.

1.5. Research approach

To achieve the above mentioned objectives, several processes were conducted
as summarized in Figure 1.1.The research approach and methodology will be
detailed in Chapter 2, with a justification for the reasons beyond the selection
of each of the applied research methods.

Problem

Solution Formulation .

Frgure 1./7- Summary of research approach
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Chapter 2: Research Methodology

2.1. Introduction

In considering the appropriate research design, researchers must consider to
which research community they believe they belong; as well as the
assumptions of their research (Remenyi et al. 1998).

This section will briefly review the philosophical communities of
research, and accordingly classify to which philosophy this research belongs.
It will also define the research methodology adopted, and summarize the other
research methodologies reviewed in the context of construction, management
and business research methods.

2.2. Research philosophy

Epistemology and Ontology (Crotty, 1998), Research Paradigm (Mertens,
1998; Lincoln and Guba, 2000), Research Worldview (Guba, 1990, Creswell,
2009) and Research Philosophy (Fellows and Liu, 2008), are all synonyms of
the same subject, which can be defined as “The principles that guide the

process in extending knowledge and seeking solutions towards the research
problems” (Fellows and Liu, 2008).

In the same trend, various classifications were presented for research
philosophies; each categorized the research paradigms from a different
conceptual angle. The classification of Creswell (2009) was chosen for further
elaboration, in which the classification process was presented in almost the
same perspective as that of many other research design/methods references.
Creswell categorized the research philosophies into four main categories (or
Worldviews as he named them):

- Postpositivism

Positivism, Postpositivism, Scientific Method, Empirical Science, and
Hypothetico-Deductive Method are all commonly used names for this
philosophical school. This approach is what simply will come to most
people’s mind when the word Research is mentioned. It is an applied
research through which contends that if variables are isolated and
separately manipulated, observations should be repeatable. It is more
oriented toward quantitative research strategies. In general terms, this
approach involves defining the problem under study, data gathering,
hypothesis formulation and empirical verification.

- Constructivism/Interpretavism

Constructivism approach, which 1is often combined with the
Interpretavism approach (Mertens, 1998; Creswell, 2009), is a




basic/fundamental research, which contends that real world facts can
only be understood through subjective interpretation. It is more
oriented toward qualitative research strategies. The outputs of this
approach can be in the form of a newly generated theory, or the
construction of a historical or social facts interpretation.

Pragmatism

Pragmatism philosophy is based on using all the available
interpretations of the problem under study in order to further
emphasize the understanding of the problem details. This approach is
commonly used in Social Sciences; it focuses the attention on the
research problem, and then derives further knowledge about the
problem using pluralistic approaches.

Advocacy/Participatory

Another social oriented approach, which arose during the 1980s and
1990s from individuals who felt that the Postpositivism's assumptions
imposed structural laws and theories that did not fit with marginalized
individuals (Creswell, 2009). It presented few forms of inquiry which
suits diverse groups, a summary of these were presented by Kemmis
and Wilkinson (1998).

2.3. Research design

The research design is the process of defining the overall Research
Methodology (or Research Strategy), as well as choosing the Research
Methods to be implemented for fulfilling the research objectives.

2.3.1. Research methodologies

In contrary of other aspects and terminologies of research, there is a common
identification and classification of Research Methodologies; which are
commonly identified and classified into three types:

Quantitative research approach

Quantitative approaches seek to find out why things happen as they
do; to determine the meanings which people attribute to events,
processes and structures, etc. (Fellows and Liu, 2008). As mentioned
in the research philosophies, quantitative approaches tend to relate to
positivism than other research paradigms.

This approach represents the means for testing theories through
the detailed examination of their variables and the inter-variables
relations. It uses scientific techniques for obtaining data, analysing
them, and producing results and conclusions.




The research path can contain one or more quantitative research
methods arranged sequentially or in parallel according to the research
plan and objectives.

Qualitative research approach

In qualitative research, an exploration of the subject is undertaken
without prior formulations; the object is to gain understanding and
collect information and data such that theories will emerge (Fellows
and Liu, 2008). As mentioned in the research philosophies,
qualitative approaches tend to relate to Constructivism (or
Interpretavism) than other research paradigms.

This approach represents the means for exploring and
understanding how different groups or individuals react against
certain problems. It uses non-scientific techniques for obtaining data,
while the analysis is left to the researcher’s interpretations with
respect to the meaning of the collected data.

The research path can contain one or more qualitative research
methods arranged sequentially or in parallel according to the research
plan and objectives.

Mixed research approach (triangulation)

From its name, mixed research or the triangulation approach is a
combination of both quantitative and qualitative approaches; it
benefits from the advantages of both approaches, by eliminating the
disadvantages of one approach for certain research process by using a
method from the other approach.

Several mixed strategies were presented in literature; however
they can be generalized to three main strategies, which are having
other variations and extensions:

o Sequential Mixed Methods: This is a combination of more than
one method from both qualitative and quantitative approaches,
arranged in certain sequence, so that one method expands or
elaborates the results of another method.

o Concurrent Mixed Methods: This strategy aims to produce a
comprehensive analysis of a certain process of the research by
combining or comparing the data or results of quantitative and
qualitative methods.

o Transformative Mixed Methods: Methods involving the use of
a theoretical lens or perspective to guide the study; concurrent
or sequential methods can be implemented within this lens.




This design gave primacy to value-based, action-oriented
research such as in Participatory Action Research and
Empowerment Approaches (Creswell, 2009).

2.3.2. Research methods

Research methods involve all the research project steps, which make them
directly affecting the research inquiries, results, conclusions, validity and
reliability of the research. So, the proper selection of research methods is the
key for the research success.

The knowledge of different research method alternatives, and
consequently the proper selection of the most suitable research methods, can
be claimed to lead to the easiest approach for the fulfilment of research
objectives, and can also lead to the achievement of highest probable research
outcomes. The following points briefly review the most commonly used
research methods categorized by the research methodology they belong to,
based on a combined review from the classifications of Nissen et al (1991),
Guba (1990), Crotty (1998), Mertens (1998), Fellows and Liu (2008), and
Creswell (2009):

- Quantitative methods

o Experimental: The research method aims to determine the
influence of variables and conditions on the outcomes of a certain
topic. Experiments are conducted according to an existing theory
with variables and conditions manipulation. Then results are
concluded for the influence of different variables and conditions.

o Quasi-Experimental Research: It is an Experimental Research
method in which the ability to control variables is limited, which
might cause accuracy problems in results.

o Questionnaire Survey: This research method aims to provide a
numerical description of behaviours, trends or peoples opinion for
certain topic. The data to be collected is designed in the form of a
list of questions distributed on the participants via post mail, e-
mail or even hand delivery. Then responses are statistically
analysed for generalizing the results of the surveyed sample on the
overall survey population.

o Structured Interviews: In this survey method, the researcher
extracts the views and opinions of the interview participants via
closed-ended questions. Interviews can take place in a face-to-face
form, or through telephonic conversation.
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Review Forms: Review Forms or Feedback Forms are a special
case of Questionnaire Surveys or Structured Interviews in which
the researcher aims to collect the participants’ opinion about one
of his research outcomes/results. The sample to be chosen does not
have to represent the entire population, and the participants can be
randomly selected or specifically identified based on a certain
criteria.

Quantitative Case Studies: Case Studies can be Quantitative or
Qualitative in nature based on the researcher’s approach. It
involves in-depth, contextual analyses of a single individual,
group, organization, process, event, or project. Data is collected
over a sustained period of time using a variety of data gathering
methods.

- Qualitative methods

O

Ethnography: The aim of this method is to collect data for a
certain cultural group. The researcher remains studying the group
for a prolonged period in its actual natural settings, and develops
his research based on the factual realities he observes.

Grounded Theory: Is a research method in which the researcher
derives a general, abstract theory of a process, action, or
interaction grounded in the views of participants (Creswell, 2009).

Case Studies: As explained in quantitative methods.

Qualitative Interviews: Also called Unstructured Interviews, is a
research method in which the researcher extracts the views and
opinions of the interview participants via open-ended questions.
This method is needed mainly when the opinions of the
participants are partially or fully unexpected, which makes the
researcher unable to put all response alternatives in a closed-ended
questions.

Phenomenological Research: In this method, the researcher
brackets or sets aside his or her own experience in order to
understand those of the participants of the study (Nieswiadomy,
1993). This method aims to describe certain phenomenon through
gathering and understanding the human experiences of research
participants.

Action Research: Action research involves active participation of
the researcher in the process under study, in order to identify,
promote and evaluate problems and potential solutions (Fellows
and Liu, 2008).




o Narrative Research: The output of this research method is a
collaborative chronological narrative which combines the
researcher’s life with the participants’ lives and stories.

2.4. Current research philosophy and methodology

2.4.1. Current research philosophy

According to the summary of research philosophies presented earlier in this
chapter, and as presented in Figure 2.1, this PhD research can be claimed to
follow two paths of the Hypothetico-Deductive (or Postpositivism)
approach; because the research was mainly consisting of two partially
interacting paths, where each of them resembles the main steps of the
hypothetico-deductive approach. The research process can be summarized as
follows; while the full research processes will be further detailed and
explained in the next sections:

- The model formulation path:
This path contained a problem definition & data gathering (detailed
literature review) proceeded by formulating the first section of the
proposed solution (the proposed dynamic scheduling model including
the mathematical model and the optimization algorithm), which
finally was verified through the application of predesigned problems.

- The software development path:

After the problem definition & data gathering (stated in the first
research path), a separate data gathering (the questionnaire survey)
was also included. This was proceeded by formulating the second
section of the proposed solution (the developed software tool for
applying dynamic scheduling in construction projects), which finally
was verified through sample of the same problem sets used in the
verification process of the formulated model, as well as a case study
application using real projects' data.

- Research validation:
Finally, both paths were validated through presenting the verification
results to field experts, and collecting their opinions (via validation
forms) about the validity and practicality of using the proposed
dynamic scheduling solution in the construction industry.

2.4.2. Selection and justification of the research methods

According to the pervious review of research methodologies and methods,
and as presented in Figure 2.1, this PhD research followed a triangulated
quantitative/qualitative approach, where most of the research methods were
quantitative with the need of some qualitative measures in the case study and
the validation process.




The research was conducted in two concurrent research paths, the
following points explain the research processes and the objective of each; and
accordingly explain and justify the selection process of the various methods
adopted in this research:

Surve titative Research

Solution Formulation v

Figure 2.1: Adopted research methodology

o Collecting end-user’s requirements: In this process, the research aims
to collect a group of data to investigate the problem under study from a
practical perspective, and identify certain features for the proposed
solution. The problem variables (activities, resources, logic relations
...etc.) are clearly identified in the scheduling literature, which makes
the questions to collect the participants experienced opinions about the
practicality of each feature closed-ended questions. So, collecting the
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data with closed-ended questions can be done by either Questionnaire
Survey or Structured Interviews. Structured Interviews will cover few
planners/experts which might make the opinions biased towards the
specific opinions of the selected participants, and with the opinions of
the researcher’s surrounding environment. So, in order to have wide
geographical spread and several opinions from different expertise levels
and roles, the Questionnaire Survey is the most appropriate method for
the required purpose, and publishing the survey on the internet ensured
the spread of participation.

Solution formulation: There is a considerable deficiency in the current
scheduling practice in regard of the large time required by planners to
optimize their schedules during preparation of baseline schedules,
revised schedules, and schedule updates. So, the required solution
needs to take care of this optimization process, and be consistent with
the current practice in order to ease the familiarization process with the
new tool.

The current practice is mainly dependent on commercial project
management software packages, which dictates that the research
hypothesis to be a dynamic scheduling model, operated via software
tool compatible with these packages. And for this tool to be operational
in optimizing schedules, a built in optimization technique needs to be
programmed as well. This optimization technique cannot work directly
on the raw data present in the projects’ databases, it needs variables,
constraints and a single/multi objective function to optimize, which is
typically the definition of a Mathematical Model.

In summary, to solve the above mentioned research requirements, a
Mathematical Model needs to be formulated representing the
scheduling problem, an Optimization Algorithm needs to be generated
to optimize schedules dynamically, and a Software Tool needs to be
designed and programmed to receive the project related inputs, analyse
them, produce optimized solutions, and present them.

Model verification process: The aim of this process is to check that the
formulated model produces acceptable solutions in terms of
optimization quality and in terms of analysis time. For this to be
efficiently done, the optimum/near optimum solution needs to be
identified before applying the problem to the model. So, the problems
need to be set, the solutions need to be identified, and the efficiency
and the influence of the problem size need to be tested; this gives us the
clear definition of Experimental Research Method.

Verification of the software tool: The outputs of the model were tested
in the previous process with respect to its optimization capabilities; so,
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this process is only concerned with verifying the model and the
optimization algorithm; this is done mainly using defined problem sets,
and accordingly this verification can be considered as static. However,
an additional process is required to test the software tool, as well as the
dynamic features of the model.

The 1deal solution for this verification process is to apply a case study
using actual data from real project(s), and check the software’s stability
under real-time conditions, and the optimization capabilities of the
model under dynamic environment. The projects’ data to be applied are
activities, relationships, resources, progress figures, etc.; where the
optimization results cannot be verified under the large size of project
schedules; which makes the research method as a Qualitative Case
Study.

o Validation of the model & the software tool: The aim of this process
was to get the feedback of field experts about the verification outputs
quality, and the practicality of the proposed solution. This feedback
must not represent all the fields’ experts, but it needs only to give an
indication whether or not the solution developed solved the deficiencies
present in the current practice. This makes the Review Forms Research
Method the 1ideal method for this process with a mixed
Quantitative/Qualitative approach based on the survey design.

2.5. Research process

The research process is the definition of the research detailed steps and their
interrelationship. Figure 2.2 is a self-explanatory chart showing this
research’s process, where each step in the research is clearly identified, and a
number was marked beside each process to indicate in which chapter it will
be explained in details. The following points briefly summarize the work
performed under each of the research processes:

- Dynamic planning/scheduling literature review: A detailed review of
the dynamic planning/scheduling field; current status and future
prospects, mainly oriented towards construction industry.

- Scheduling optimization models literature review: A detailed review of
the models generated for the optimization of different scheduling
problem types.

- Optimization techniques literature review: A detailed review of the
optimization techniques used in the scheduling context; and selection of
the technique that suits the generated model. In addition to review of
the scheduling optimization algorithms presented in literature, and
review of their performance with respect to standard benchmarks.
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Research Process

Literature Literature Review of Literature Review of Literature Review of
Review Dynamic Scheduling/ Optimization Models Optimization Techniques
Planning Problem presented for Scheduling and their Characterizations

4
Questionnaire Survey Conceptual Dynamic _
Preparation & Publishing Scheduling Model _Se!ect!on of the‘
. Optimization Technique
Questionnaire on the Internet Formulation
4
Questionnalve Su.r\.r €y Mathematical Model Development of the
Responses Collection & = S Z
: Formulation Optimization Algorithm
Analysis
9 Model & Algorithm
Defining the Software Tool Verification
Functional Specifications
Software using analyzed survey data
Tool
Development Verification of the Developed Software
Development of the Tool using the Selected Problem Sets and
g Software Tool based on Real Projects’ Data

the Formulated Model

Validation of the Model & the developed
N No. of therelevant Software Tool from the users’ point of view

Chapter in Thesis using Validation Forms

Figure 2.2: Research processes chart

Questionnaire survey design and distribution: The process of
investigating the details of the problem from a practical perspective,
and collecting the proposed solution's functional variables, through a
questionnaire survey distributed to field experts. The survey was
published on the internet to ease the process of invitations distribution,
as well as the responses collection.

Conceptual model formulation: The process of building the concepts of
the proposed dynamic scheduling model based on the reviewed
modelling theory and state of the art practices, along with the collected
and analysed survey data.

Mathematical model formulation: A generalized problem mathematical
model was compiled from the relevant literature review, and then the
model was adjusted with few inputs from the survey to match practical
construction related considerations.

Optimization algorithm development: The process of selecting the
optimization technique, and developing an optimization algotithm
which suits the required operability of the dynamic scheduling model.
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In addition, few modifications were performed and presented for the
scheduling algorithm's elements and the optimization technique to
improve the output solutions quality.

Model & algorithm verification: Applying predefined examples for
testing the ability of the model and the algorithm in reaching, statically,
the optimal / near-optimal solution. The examples were selected from
the most popular benchmark problem sets presented in literature. In
parallel, continuous attempts were made for adjusting the model and
the algorithm in order to increase their optimization capabilities and
reduce the analysis time.

Defining the software tool’s functional specifications: The responses of
the questionnaire survey were collected, grouped and analysed. Then,
the analysed data was used to identify the functional specifications of
the software tool which was used to verify & validate the model.

Development of the software tool: The generation of the software tool
to be used as a user interface for interacting with the model. This
involved compiling the developed model & algorithm with the created
user interface developed to enable entering the projects/enterprise
details required for optimization, as well as viewing the analysis results.
The software was also programmed with import/export capabilities to
enable a fully integrated solution, as advised by the survey participants.

Software tool verification: Applying a case study using real projects’
data to verify the outputs of the software tool, and the dynamic features
of the model under simulated real-time conditions.

Model & software tool validation: A combined validation process for
both the model and the software tool via validation forms. Where the
verification results were grouped and presented to field experts and
their opinions were collected for the practicality of the proposed
solution.

2.6. Research scope

The dynamic scheduling model was formulated to contain almost all aspects
(or variables) required for the optimization process of construction project
schedules. The developed software tool was based on the formulated model,
and functionally developed based on the construction industry’s requirements.

However, the model and the software tool were developed project

oriented; so, the proposed solution can be applicable to construction industry,
as well as any other industry with project-based scheduling process.
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Chapter 3: Dynamic Scheduling Review

Project Scheduling, especially in the construction field, is inherently complex
and dynamic, involving multiple feedback processes and nonlinear
relationships. While problems encountered during construction are
fundamentally dynamic, they have been treated statically within a partial view
of a project [Lyneis et al, 2001]. As a result, schedule delays and cost
overruns are common in construction projects in spite of advances in
construction equipment and management techniques. To overcome these
chronic symptoms, enormous efforts have been devoted to the planning and
control aspects of construction management [Lee et al, 2006].

Most of the research efforts presented in the project scheduling context,
whether oriented for construction industry or for other industries, are
concentrating on performing the scheduling analysis in a static deterministic
environment, assuming all the required information is well known, and
assuming that the actual physical work will run on the predefined track during
execution. However, this static approach of scheduling is impractical to real
world scheduling, and the optimal or near-optimal solutions generated will
become obsolete from the beginning of the project execution when actual
regular or irregular events start occurring.

The concept of solving the limitations of static scheduling is termed
“Dynamic Scheduling” (Suresh & Chaudhuri, 1993), “Real-time Scheduling”
(Kim, 1994),” Dynamic Planning” (Lee et al, 2006), or “Scheduling under
uncertainty” (Herroelen & Leus, 2005). However, the term Dynamic
Scheduling is the most commonly used in recently presented researches
(Ouelhadj & Petrocic, 2009; Aissani et al, 2009; Fattahi & Fallahi, 2010).

Dynamic Scheduling, as many other scheduling concepts, started and
developed in the manufacturing industry; consequently, the majority of
approaches, strategies and policies presented in the literature were mainly
focusing on manufacturing systems and applications. However, the approach
followed in this chapter was to explain the concepts of dynamic scheduling as
presented in the literature, and to orient the explanation, as much as possible,
toward the construction industry perspective.

3.1. Real-time events

Real-time events which cause disruptions to static scheduling were discussed
and categorized differently in several surveys and researches (Suresh &
Chaudhuri, 1993; Stoop & Wiers, 1996; Cowling & Johansson, 2002; Vieira
et al, 2003; Ouelhadj & Petrovic, 2009). From a construction industry point
of view, real-time events can be classifies into three main categories:
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« Project related events: Additions or omissions to the project’s
original scope (through change orders, or design changes), changes
to the project’s due dates or milestones, changes to the predefined
sequence of work due to changes in priorities of the project’s
deliverables, delays in governmental or authorities approvals,
effects of inclement weather, force majeure events (ex. floods or
earthquakes), etc.

« Resource related events: Shortages of material, arrival of defective
material/equipment, breakdowns of construction machinery on site,
delayed arrivals of specialized resources, insufficient capacities of
assigned resources, sickness or death of key resources, etc.

« Operations related events: Quality rejection of outputs, changes in
deliverables specifications, prolongations in operations durations
(due to incorrect estimates for resources productivities, incorrect
estimates for equipment set-up times, or manpower learning
curves), unexpected behaviour of predefined design elements (for
example unsatisfactory results of soil tests after the completion of
ground improvement works), etc.

3.2. Dynamic scheduling categories

The effect of any of the above mentioned real-time events to the efficiency or
even the correctness of a predefined schedule might be drastic; which, in
some cases, might require a complete rescheduling of the project. Dynamic
Scheduling defines the strategy of how to generate the original baseline and
the strategy of how to respond to real-time events.

There are three main categories (or strategies) for Dynamic Scheduling
which have been listed in the reviews of Aytug et al [2005], Herroelen and
Leus [2005] and [Ouelhadj <& Petrovic,

2009] Predecessor Resources
Resource 1 Resource 2

3.2.1. Completely reactive scheduling —

In this category, no baseline schedule is i
required, and real-time decisions are made >‘: L
locally, on the resource level, where the next | — i
activity to be executed by the resource is 'L---_ﬂ----.'
selected based on its priority (or predefined L
criteria) from the list of activities ready for Thsks based
execution. The benefits of this approach can o Briorty

be clearly acknowledged from the extremely ‘_7/ “ \E
low computational burden required for the T

analysis; in addition to the ease of . .
Figure 3.1: Completely reactive

scheduling
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explanation and understanding of its concepts and rules to the system users.

This type of scheduling is mainly used in manufacturing for on-spot
scheduling of machine operations, and termed as “Dispatching” [Bhaskaran
& Pinedo, 1991] or “Priority Rule-based Scheduling” [Haupt, 1989].
Extensions to this approach were made in the direction of allowing the system
to select the dispatching rules dynamically based on the current system
conditions (approach introduced by Wu and Wysk [1989]).

Despite the fact that the concept of working without a schedule and
prioritizing the work on a real-time basis is widely present in small
construction companies and projects; however, the use of dispatching rules
and a computerized system for the selection process, which is the core of this
technique, is not used in the construction industry; concluding that the whole
approach is not implemented in construction. In addition, the concept of not
having a baseline schedule sounds like a disaster for moderate/high controlled
construction projects.

3.2.2. Robust pro-active scheduling

This scheduling approach is based on building predictive schedules with
studying the main causes of disruptions and integrating them into the
schedules which, predictably, can accommodate changes in a dynamic
environment. The disruptions are

measured based on actual . .
. Previous Experience Causes of Delays
completlon measures compared of Similar Works and Disruptions

to the originally planned
completions; then the mitigation
of these disruption are mitigated Robust Basalitie S
through simple adjustment to the Schedule Preparation Scheduling
activities durations. Mehta and
Uzsoy [1998, 1999] and Vieira et

various analytical models for x /

predictive schedules preparation. v

This was followed by the C°:Lif:}‘;f;gli'sefo‘:fr:fﬁds”'e Progress
development of a mathematical rewujrce levels, but not logic) il
programming model by

Herroelen and Leus [2004] for

the generation of a stable project Figure 3.2: Robust pro-active scheduling

baseline schedule.

The conditions of this technique can be assumed to be similar to many
cases in construction planning, where a baseline is produced, then updated
periodically with actual progress figures and remaining durations, without
adjustments to the original schedule logic. This case is common in traditional
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and regular construction projects, where the work sequence is clearly
deterministic and the disruption probability is relatively low.

3.2.3. Predictive-reactive scheduling

The most common dynamic
scheduling approach used in
manufacturing systems
[Ouelhadj & Petrocic, 2009].
The main concept of Predictive-
reactive Scheduling is that a
simple (or predictive) baseline

Previous Experience
of Similar Works

Causes of Delays
and Disruptions

V4

Robust Baseline Baseline
Schedule Preparation Scheduling

schedule i1s generated initially,

revised) based on real-time
events. The time, triggering X W /
event type and the magnitude of Continues Cycles of Schedule ProgTess
the schedule revision should be Adjustments (Durations, Undate
predefined in the system ﬁ resource levels, but not logic)
through a rescheduling policy .
and strategy (as explained in k Revising the Schedule Logic
the next sections). either Periodically or based
on Predefined Triggers

Similarly to the case in Rescheduling
manufacturing industry, the
predictive-reactive  scheduling Figure 3.3: Predictive-reactive scheduling

1s the most commonly used technique in construction industry. However,
there are two major deficiencies which can be easily spotted in the
implementation of this approach in construction. First, the preparation of a
predictive (or robust) schedule is purely dependent on the planners’ opinion
and experience. Secondly, rescheduling process is always performed
manually, and again its quality depends on the planners’ opinion and
experience, which in many cases (especially large scale projects) will produce
solutions far from the optimal solution, and in some cases the revised
schedule will cause further disruptions to the project’s earlier defined plans
and  strategies (resource levels, subcontractors time frames,
material/equipment delivery dates, etc.). So, this research is aiming to tackle
this deficiency and work on automating the rescheduling process in a
predictive-reactive environment.

Since the predictive-reactive scheduling i1s the most common and
professional dynamic scheduling technique followed in construction, and that
the approach of the model to be presented in this research will be based on its
concepts. The following sections present a further review performed to
investigate rescheduling policies, strategies and techniques.
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3.3. Rescheduling policies

The rescheduling policy, in general terms, is an answer to the question of
when to respond to real-time events. Three policies were presented in this
context (Church and Uzsoy, 1992]; Sabuncuoglu and Bayiz, 2000; Vieira et
al, 2000-a, 2003; Aytug et al, 2005):

« Periodic rescheduling policy: Where the rescheduling process is
started every predefined time interval regardless of the amount of real-
time events which occurred during this period.

« Event-driven rescheduling policy: The scheduling process is triggered
with the occurrence of any disruptive real-time event.

« Hybrid rescheduling policy (Rolling time horizon): The rescheduling
process takes place periodically regardless the in between events;
however, certain predefined events can trigger the start of a new
intermediate rescheduling process.

In construction industry, scheduling/rescheduling processes are
performed in a periodical basis, grouping all events which occurred in
between. Accordingly, the Periodic rescheduling policy is the most suitable
policy for the construction industry, because it covers the main requirements
of construction real-time environment: rescheduling when major events occur
(as defined by the system users), and periodical minor rescheduling which is
usually required to optimize the resources usage based on the current project
status. This statement will be further investigated in the construction
practitioners survey presented later in this research.

3.4. Rescheduling strategies

The rescheduling strategy & the rescheduling techniques represent the answer
to the question of how to respond to real-time events. The rescheduling
strategy is concerned about the mass of the changes to be made, while the
rescheduling technique is concerned about the method or the approach to be
followed to revise the schedule. Two main strategies were presented in this
context (Sabuncuoglu and Bayiz, 2000; Cowling and Johansson, 2002; Vieira
et al, 2003):

« Schedule repair: The schedule repair is the process of mitigating the
real-time event through minimum adjustments to the schedule portion
related to the event. The major benefit of this strategy is the saving of
computational burden.

« Complete rescheduling: Is the process of regenerating the project
schedule from scratch. This strategy is practically not preferred due to
the required computational time and effort, despite of the fact that it
helps in maintaining the near-optimum solution.
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For construction industry, both strategies must be implemented depending on
the type and magnitude of the corresponding real-time event, and also
depending on the allowable changes from a contractual perspective.

3.5. Rescheduling techniques

The rescheduling technique represents the methodology or algorithm which a
computerized system will use to repair/reschedule the project plan. The
following techniques were presented in the context of dynamic scheduling:

3.5.1. Heuristic techniques

A heuristic is a technique that seeks good solutions at a reasonable
computational cost without being able to guarantee either feasibility or
optimality, or even in many cases to state how close to optimality a particular
feasible solution is [Reeves, 1995].

In dynamic scheduling heuristics are problem specific, and are mainly
used as schedule repair methods. As per Ouelhadj & Petrovic [2009] survey,
the most common dynamic scheduling heuristics are:

« Right-shift schedule repair: The most common, but not efficient,
schedule repair method. It is simply the process of updating the status
of progressed activities, and shifting the remaining works forward in
time based on their schedule logic. This is the regular update process
used in construction, and almost all software packages available in the
market use this repair method as a part of the CPM concepts.

« Match-up schedule repair: This method is oriented towards repairing
the impacted schedule in order to match-up the repaired schedule with
the original schedule at some point in the future. This concept is
mainly used in construction under the name Recovery Scheduling;
where the schedule is repaired in selective occasions when the mass of
time impact of real-time events is larger than acceptable thresholds.

« Partial schedule repair: Only the impacted portion of the schedule is
rescheduled. This is also common in construction industry, where the
impacted portion is rescheduled, and either presented along with the
progress updated schedule or sometimes presented separately from the
controlled schedule, in order to expedite the related site works without
impacting the contractually tracked schedule.

« Dispatching rules: It is the rescheduling method used with the
Completely Reactive Scheduling approach, where decisions are made
locally at the resource level without working with a main schedule. As
explained before, this scheduling approach, and consequently the
Dispatching Rules, is not used in construction field; however, its
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concepts can be applied inside certain portions of constructions sites
having architecture similar to that of manufacturing, such as precast
yards and carpentry/rebar fabrication workshops.

3.5.2. Meta-heuristic techniques

These are high level heuristics which guide local search heuristics to escape
from local optima. Meta-heuristics used in schedule repair/rescheduling are:
tabu search (Mehta and Uzsoy, 1999), simulated annealing (Zweben and Fox,
1994), genetic algorithms (Rossi and Dini, 2000; Chryssolouris and
Subramaniam, 2001 ), and Ant Colony (Xianga and Lee, 2008).

These techniques are usually called Heuristic Techniques in other fields;
however, dynamic scheduling is having few simple heuristic techniques as
explained in the previous section; so, these were called Meta-Heuristics in the
dynamic scheduling context because they are actually higher in complexity
level than the other simpler heuristics.

3.5.3. Other artificial intelligence techniques

Dynamic scheduling is an ideal problem for studies in the Al field. Various
researches adopted the problem and presented different Al approaches for its
solution; these studies used Knowledge Based Systems (Fox, 1994; Park et al,
1996, Le Pape, 1994; Henning and Cerda, 2000), Case-based Reasoning
(Miyashita and Sycara, 1995), Neural Networks (Suresh and Chaudhuri,
1993; Meziane et al, 2000), Fuzzy Logic (Schmidt, 1994; Petrovic and
Duenas, 2006), and some studies used hybrid systems between different Al
techniques (Jahangirian and Conroy, 2000; Li et al, 2000).

3.6. Dynamic scheduling architectures

3.6.1. Single-agent dynamic scheduling

In most common planning and scheduling systems, the analysis process is
done via centralized agent (central computer or database server), in order to
ensure consistency of data and results. The centralized approach of the single-
agent dynamic scheduling architecture can be claimed to create bottle-necks
in the system work flow, and it consists of a single point of decision making
which, if failed, causes the failure of the whole system (refer to Parunak,
1996, Tharumarajah & Bemelman, 1997).

3.6.2. Multi-agent dynamic scheduling

The multi-agent based technique proposes the introduction of several local
decision points (or schedule analysis points) within the functional/supervision
level, in order to deal with the analysis of local real-time events and perform
local schedule repairs.
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Two main architectures were presented for multirhdesed system:
Autonomous architecture (Figure 3.4) and Mediatohidéecture (Figure 3.5).
Parunak [1987] presented the concept of autonomous architectunere
local agents are completely responsible for gemgradand maintenance of
their own schedules, and they cooperate directtit wach other to generate
optimal overall schedule for the entity (or projedthis architecture is very
effective in optimizing the analysis and decisiang; however, it has one
main drawback in the relative failure of local atgeto produce near optimal
solution for the entity. This drawback was addrdssemediator architecture
(originally proposed byRamos, 1994 where a mediator agent is introduced
to support in the communication process betweeal lagents for improving
the efficiency of the overall schedule, which wallso show further

improvement with the increase in the applicati@esi
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Level 1 1
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Figure 3.4:
Autonomous dynamic
scheduling
architecture

Figure 3.5:
Mediator dynamic
scheduling
architecture

In manufacturing/other industries, which adoptedadyic scheduling in
their applications (as shown in next sectidvigdiator/Agents/Resourcese
all computer based entities, where conditions asdyaed and decisions are
made automatically.
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