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ABSTRACT


The objective of this dissertation is to develop new methods in the areas of multiscale topology optimization, thermomechanical topology optimization including heat convection, and thermal-fluid topology optimization. The dissertation mainly focuses on developing five innovative topology optimization algorithms with respect to structure and multistructure coupling fluid, thermal and mechanical analysis, in order to solve customary design requirements. Most of algorithms are coded as in-house code in MATLAB.

In Chapter One, a brief introduction of topology optimization, a brief literature review and the objective is presented. Five innovative algorithms are illustrated in Chapter Two to Six. From Chapter Two to Four, the methods with respect to multiscale approach are presented. and Chapter Five and Six aims to contribute further research associated with topology optimization considering heat convection. In Chapter Two, a multiphase topology optimization of thermomechanical structures is presented, in which the optimized structure is composed of several phases of prescribed lattice unit cells. Chapter Three presents a Multiscale, thermomechanical topology optimization of self-supporting cellular structures. Each lattice unit cell have a optimised porosity and diamond shape that benefit additive manufacturing. In Chapter Four, the multiscale approach is extended to topology optimization involved with fluid mechanics problem to design optimized micropillar arrays in microfluidics devices. The optimised micropillars minimize the energy loss caused by local fluid drag force. In Chapter Five, a novel thermomechanical topology optimization is developed, in order to generate optimized multifunctional lattice heat transfer structure. The algorithm approximate convective heat transfer by design-dependent heat source and natural convection. In Chapter Six, an improved thermal-fluid topology optimization method
is created to flexibly handle the changing of thermal-fluid parameters such as external heat source, Reynolds number, Prandtl number and thermal diffusivity. The results show the changing of these parameters lead versatile optimized topologies. Finally, the summary and recommendations are presented in Chapter Seven.
1. INTRODUCTION

In this Chapter, an introduction and motivation relevent to this dissertation. First, a summary of topology optimization is presented, where several key concepts with respect to the dissertation contexts are introudced. Next, a literature review of four key concepts is provided, including topology optimization considering meta-material scale and multi-scale modeling, as well as topology optimization coupling thermo-mechanical analysis and topology optimization coupling thermal-fluid analysis. Finally, the motivation, the objective and outline of this dissertation are described.

1.1 Topology optimization: the most flexible form of structural optimization

Structural optimization is the classical engineering subject of making an assemblage of materials sustain loads in the best way with respect to some anticipated performance, e.g. stiffness, temperature, or pressure drop. Methods for structural optimization can be divided into three groups depending on the geometric feature: size optimization; shape optimization; and topology optimization (Fig. 1.1) [1]. For size optimization, the design variables are the dimensions of a predefined design, i.e., the cross-sectional areas, thickness, or length of structural members. For shape optimization, the design variables control the form or contour of some part of the boundary of the structural domain. Imaging the state of a solid body is described by a set of partial differential equations, the optimization consists in choosing the integration domain for the differential equations in an optimal way without changing the connectivity [1]. Topology optimization is the most flexible form of structural optimization, which allows for the simultaneous control size, shape and topology. More specifically, Topology optimization of a solid structure involves the determination of features such as the number and location and shape of holes and the connectivity of the domain [2].
Topological optimization by distribution of isotropic material

Figure 1.1. Illustrations of (a) Size optimization (b) Shape optimization and (c) Topology optimization [2].

1.1.1 Material interpolation scheme

Topology optimization as it is recognized nowadays was established by Bendsøe and Kikuchi. Inspired by finite element analysis, topology optimization attributes a design variable associated with the material properties e.g., thickness, density, Young’s modulus, heat transfer coefficient, to each of finite element. Then, the objective of optimization problem turns to find the values of these material property-related design variables that establishing a structure with best structural performance. Each design variable represented in the design domain takes the value one if the element is filled with material and zero otherwise. The most famous numerical methods for finding optimal distribution in space are known as density or SIMP (Solid Isotropic Microstructure with Penalization) approach, as well as homogenization approach [3, 4]. They are proposed by Bendsøe in early 1990s and extensively applied by Guedes, KiKuchi, Zhou, Rozvany and other scientists [5, 6]. These methods replace the 0-1 integer variables distribution with continuous variables, and then incorporate material interpolation functions containing penalty numbers or polynomial functions, to steers the solution to 0-1 values. An alternative material interpolation scheme is Rational approximation of material properties (RAMP) [7], which using a rather relaxed
penalization (Fig. 1.2). A solid-void material interpolation scheme can be extended to a numerical method enable to distribute two-materials in the design domain [8, 9].

Figure 1.2. A comparison of the SIMP model and the RAMP model when Young’s modulus of a solid structure $E(\theta_0) = 1$ and minimum Young’s modulus $E_{\text{min}} = 0.1$. For SIMP, using penalty numbers $p = 2, 3, 10$, presented as dash lines; For RAMP, using penalty numbers $p = 0, 1.5, 4, 9$, presented as solid lines [7].

Figure 1.3. A topology optimization result using two material interpolation scheme of a bi-clamped plane structure. Black and gray color indicates two different materials [10].
Numerical methods to distribute more than two materials have also been developed. These methods contain e.g. recursive multiphase material interpolation [10], uniform multiphase materials interpolation [11], active-phase algorithm [12] and cluster-based topology optimization [13].

Figure 1.4. A cantilever beam problem using three materials [12]. (For green color material: Young’s modulus $E(\theta_0) = 10^{-9}$, Poisson ratio $\nu(\theta_0) = 0.4$; For blue color material: $E(\theta_0) = 1$, $\nu(\theta_0) = 0.2$; For red color material: $E(\theta_0) = 2$, $\nu(\theta_0) = 0.4$.

1.1.2 Physics model and multiphysics model

Topology optimization is an iterative design process, where at each iteration step, the design variables are updated stem from physics models, which often discretized within finite element analysis. While finite element analysis is the most popular discretization model, other discretization methods such as finite volume [14] and Lattice-Boltzmann method have also been successfully incorporated into topology optimization.

Topology optimization was devised within solving linear elastic model in solid mechanics, the method has since then been extended to advanced applications with wide ranges of physical phenomena. In solid mechanics, these applications include e.g., maximize and minimize dynamical response, maximize buckling load, minimize compliance with consideration of stress constraints and pressure load. Further, topology optimization with respect to non-linear finite element analysis models such as hyper-elastic [15–17], plastic [18–20].
and crashworthiness [21–23] have also been extensively studied. Beyond solid mechanics, topology optimization has been extended to heat transfer, fluidics, acoustics problems.

Especially, in recent year, topology optimization involves in multiphysics problems has attracted progressively interests from researchers. Multiphysics problems require modelling in several areas of physics, and the coupling of different physics fields [24–26]. A problem coupled two physics fields indicates that the solution from primary physics model affects the secondary physics model. Therefore, to solve a coupling multiphysics model, different physics models are required to be dependently solved in two types: they are solved either directly in a system assembled all the physics, or sequentially solved by passing first set of solution to a second set of field equations, which is solved then passed to a third set of equations, etc. Compared to a single physics model, a multiphysics model can accurately reflect the functionalities of numerous products in the many industries, such as civil and mechanical, aerospace, electrical and biomedical engineering. The coupling of physics fields generally include thermo-mechanical, thermal-fluid, fluid-structure interaction, electro-mechanical, electro-termal, electro-magneto-thermal etc. The products are varied from large scale aerospace, ground and naval vehicle systems, to smaller scale electronics, magnetic components, heat exchanger and motors, to microscale Microelectromechanical system (MEMS) and microfluidic devices. While it is appealing to exploit the strength of multiphysics models and incorporate them into topology optimization, it is also a challenging task, since it not only requires understanding all of the relevant physics in a particular problem, but also an appropriate programmed optimization module customizing the tackled multiphysics model. Nowadays, topology optimization involved multiphysics phenomena is a subject undergoing intense study and desiring further investigation, especially for thermo-mechanical, thermal-fluid, and other electromechanical systems [24].

1.1.3 Optimizer and sensitivity analysis

A topology optimization problem consists of from thousands to millions of design variables, which excludes many computational expensive optimization methods. In terms of
the low computational cost, first order optimization methods are often preferred to be utilized in the optimizer. In a first order method, analytical gradient of each design variable with respect to the objective function is required. In the objective function, the variables are often depended on each other in terms of finite element analysis models, makes the analytical gradient implicit and could not be easily derived. The procedures of deriving the analytical gradient is called sensitivity analysis. It is often a challenging yet critical task during the development a new topology optimization algorithm stem from non-linear physics or multiphysics model, which requires a comprehensive understanding of physics model and strong mathematical background. A common used method in the sensitivity analysis called adjoint method. In this method, implicit gradients are eliminated by solving adjoint vectors in a Lagrangian function.

An alternative sensitivity analysis strategy is called level-set method [27]. This method is commonly used in image processing, moving boundary problems, fluid mechanics, etc. In topology optimization, level-set method aims to numerically tracking fronts and free boundaries of a structure by topological sensitivities and evolutional level-set functions, to obtain the optimal topology [28, 29]. It has been applied to topology optimization with respect to linear elasticity, heat conduction [30] and thermal-fluid problems [31, 32].

When the analytical gradient information is derived, it can be incorporated to commonly used first order optimizers e.g. such as Sequential Linear Programming (SLP) [33], or optimizers specifically created for structural mechanical problem e.g., CONLIN [34], Optimal Criteria (OC) [35], and Method of Moving Asymptotes (MMA) [36, 37]. However, for some reasons the analytical gradients are not always available. These reasons mainly include that the physics model is too complicated, developer has a knowledge gap, or numerical issues for solving adjoint vectors. To overcome the difficulties, considering of non-gradient based optimizers could be a substitution. These optimizers are mainly based on heuristics approach such as Hybrid Cellular Automata (HCA) [38], and evolutionary technique such as Bi-directional Evolutionary Structural Optimization (BESO) [39, 40].
1.1.4 Topology optimization considering additive manufacturing

Although remarkable design improvement could be made for the designs after topology optimization, the resulting topologies maybe so complex and irregular that impractical from conventional manufacturing point of view. Fortunately, the gradually enriched Additive Manufacturing (AM) technologies opens the possibility to overcome limitations of conventional manufacturing techniques. However, current AM still has requirements to the design’s geometries to ensure manufacturability. These requirements contain minimum feature size, manufacturable inclination angle, allowable bridging distance, and the robust accommodation of heat transfer during manufacturing process [41]. On the other hand, undesired geometries such as small inclination, long overhangs, and thin bars may appear in the optimized design. These structures are unstable during the AM process, additional material would be necessary to support them. As a result, the actual material usage is significantly increased. In addition, unwanted structures such as disconnected members may occur due to some inherent issues of the optimization and post-processing technique, and these flaws may be magnified resulting in an unfeasible product [42]. Therefore, topology optimization deserves further explorations taken in account of contemporary AM limitations.

Recently, some amendments of the density-based topology optimization can fill the gaps between topology optimization and additive manufacturing [42–44]. Zegard and Paulino alleviate the thin-bar and disconnected structure problem using specific filters [42]. Leary et al proposed a method that iteratively identify the regions infeasible to manufacture, and further optimize these regions to accommodate AM process [43]. Li et al combined additional constraints to improve structure connectivity [44]. An alternative strategy is the development of explicit topology optimization, from which optimal structural topology can be found by optimizing a set of explicit geometry parameters [45–47]. In addition, the AM constraints can be satisfied by representing the whole structure with properly designed lattice unit cells suitable for AM. These unit cells are created by inverse homogenization,
implicit surface modeling, image-based design etc [48, 49]. A Lattice structure can be also achieved by defining local volume constraint in the design domain [50].

1.2 Literature review

This dissertation aims to contribute to the exploration the area of multiscale, multiphysics topology optimization associated with mechanical, thermal and fluid analysis. This area in general contains many research topics, some of them are still unexploited. To clarify the state of art of the research in this area, the following table is summarized. The first column identifies the specific single physics and multiphysics, and the second to the fourth row summarize the intensity of the research for each physics and representative articles, to best of author’s knowledge. The non-quantitative description of the research and development intensity, though inaccurate, provides an insight of the state of art of the dissertation theme.

It is well known that many research articles, open source code and commercial software are related to topology optimization of elastic solid mechanics in a structural scale (macroscale). Also, in macroscale, numerous studies can be found related to topology optimization of non-linear solid mechanics and heat conduction. In comparison with these topics, less studies can be found with respect to heat transfer including convection and fluid mechanics. Similarly, only several studies can be found for topology optimization for a coupling field, such as thermo-mechanical, thermal-fluid and fluid-structure interaction\(^1\). Currently, no literature with respect to topology optimization of a thermal-fluid-structure problem has been found. In meta-material scale, as mentioned in Section 1.2.1, a majority of studies are related to elastic solid mechanics. Only a few of studies are related to non-linear solid mechanics, heat conduction, permeability, thermo-elastic, and multifunctional material that having maximized stiffness and permeability. Finally, most of multiscale approaches are related to elastic solid mechanics.

\(^1\)A Thermal-fluid model aims to modeling convective heat transfer dependent on fluid field, while a heat transfer including convection model indicates the convection is independent of the fluid field.
Table 1.1. State of art: multiscale, multiphysics topology optimization associated with mechanical, thermal and fluid analysis. The contribution of this dissertation is marked in ⋆.

<table>
<thead>
<tr>
<th>Physics</th>
<th>Structural scale (Macroscale)</th>
<th>Meta-material scale (Micro or mesoscale)</th>
<th>Multiscale (Multiscale)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid mechanics (Elastic)</td>
<td>Many</td>
<td>Some [51–56] ⋆</td>
<td>[57–68]</td>
</tr>
<tr>
<td>Solid mechanics (Non-linear)</td>
<td>Some</td>
<td>Rare [15–23]</td>
<td>No</td>
</tr>
<tr>
<td>Heat transfer (Conduction)</td>
<td>Some</td>
<td>Rare [30, 71–74]</td>
<td>Rare [75] ⋆</td>
</tr>
<tr>
<td>Heat transfer (Convection)</td>
<td>Several ⋆</td>
<td>No [76–79]</td>
<td>No</td>
</tr>
<tr>
<td>Fluid mechanics (Laminar)</td>
<td>Several [14, 80–87]</td>
<td>Rare [88] ⋆</td>
<td>No ⋆</td>
</tr>
<tr>
<td>Fluid mechanics (Turbulent)</td>
<td>Rare [89, 90]</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Thermo-mechanical</td>
<td>Several [25, 26, 91–93]</td>
<td>Rare [8, 54]</td>
<td>No ⋆</td>
</tr>
<tr>
<td>Thermal-fluid</td>
<td>Several [94–96] [24, 31, 32, 97–99]</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Fluid-structure</td>
<td>Rare [100–102]</td>
<td>Rare [103, 104]</td>
<td>No</td>
</tr>
<tr>
<td>Thermal-fluid-structure</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

The contribution of this dissertation are related to five topics marked with stars in Table 1.1. The contribution includes new concepts, methods and improvement of existing model (Table 1.2). The details are described in Section 1.3. Before that, the following sec-
tions present a brief interview of four key concepts involved in this dissertation: Topology optimization considering meta-material scale and multiscale modeling, as well as topology optimization coupling thermo-mechanical analysis and topology optimization coupling thermal-fluid analysis.

Table 1.2. Contribution of this dissertation: multiscale, multiphysics topology optimization associated with mechanical, thermal and fluid analysis.

<table>
<thead>
<tr>
<th>Physics</th>
<th>Structural scale (Macroscale)</th>
<th>Meta-material scale (Micro or mesoscale)</th>
<th>Multiscale (Multiscale)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid mechanics (Elastic)</td>
<td>New method</td>
<td>New concept</td>
<td></td>
</tr>
<tr>
<td>Heat transfer (Conduction)</td>
<td></td>
<td>New method</td>
<td></td>
</tr>
<tr>
<td>Heat transfer (Convection)</td>
<td>New physics</td>
<td>New concept</td>
<td></td>
</tr>
<tr>
<td>Fluid mechanics (Laminar)</td>
<td>New method</td>
<td>New concept</td>
<td></td>
</tr>
<tr>
<td>Thermo-mechanical</td>
<td>New physics</td>
<td>New concept</td>
<td></td>
</tr>
<tr>
<td>Thermal-fluid</td>
<td>Model improvement</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1.2.1 Topology optimization in meta-material scale

The ideas of topology optimization in a structural scale can be applied to design the meta-material with tailored or extreme properties in a material scale. Optimal meta-materials indicate the material unit cell has a lattice or porous structure that benefit to a specific loading condition [51]. In general, these meta-materials are periodic, and their effective properties can be represented by an analysis of the smallest repetitive unit cell. Extensive experiments have demonstrate many lattice and porous meta-materials can have high multifunctional properties such as mechanical strength, stiffness, energy absorption, heat transfer and permeability simultaneously [105]. Numerically, the effective properties of these metamaterial can be found using homogenization method, however, the optimal properties and the related topologies of the meta-material are unknown at beginning, and should be
Table 1.3. Design of meta-materials using inverse homogenization or similar topology optimization approaches. The description of Fig 1.5.

<table>
<thead>
<tr>
<th>Physics</th>
<th>ID in Figure 1.5</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid mechanics</td>
<td>(A)-(a) &amp; (A)-(b)</td>
<td>Max bulk modulus in 2D with two different initial designs [54]</td>
</tr>
<tr>
<td>(Elastic)</td>
<td>(A)-(c) &amp; (A)-(d)</td>
<td>Max shear modulus in 2D with two different initial designs [107, 108]</td>
</tr>
<tr>
<td></td>
<td>(A)-(e) &amp; (A)-(f)</td>
<td>Min Poisson ratio in 2D with two different initial designs [108]</td>
</tr>
<tr>
<td></td>
<td>(B)-(a)</td>
<td>Max bulk modulus in 3D [55]</td>
</tr>
<tr>
<td></td>
<td>(B)-(b)</td>
<td>Max shear modulus in 3D [55]</td>
</tr>
<tr>
<td></td>
<td>(B)-(b)</td>
<td>Min Poisson ratio in 3D [109]</td>
</tr>
<tr>
<td>Heat transfer</td>
<td>(C)-(a) &amp; (C)-(b)</td>
<td>Max conductivity in 2D with two different initial designs [75]</td>
</tr>
<tr>
<td>(Conduction)</td>
<td>(C)-(c) &amp; (C)-(d)</td>
<td>Max conductivity in 3D with two different initial designs [75]</td>
</tr>
<tr>
<td>Fluid mechanics</td>
<td>(D)-(a) to (D)-(c)</td>
<td>Max permeability in 2D with three different initial designs [88]</td>
</tr>
<tr>
<td>(Permeability)</td>
<td>(D)-(d) &amp; (D)-(e)</td>
<td>Max permeability in 3D with two different initial designs [88]</td>
</tr>
<tr>
<td>Thermal expansion</td>
<td>(E)-(a)</td>
<td>Min thermal strain coefficient [8]</td>
</tr>
<tr>
<td></td>
<td>(E)-(b)</td>
<td>Max bulk modulus for zero thermal expansion [8]</td>
</tr>
<tr>
<td></td>
<td>(E)-(c)</td>
<td>Max isotropic thermal stress coefficient [8]</td>
</tr>
<tr>
<td>Structural damping</td>
<td>(F)-(a) &amp; (F)-(b)</td>
<td>Max damping in 2D with two different initial designs [59]</td>
</tr>
<tr>
<td>Poroelasticity</td>
<td>(G)-(a) &amp; (G)-(b)</td>
<td>Min average deflection with two different load cases [110]</td>
</tr>
</tbody>
</table>

Sought to target with prescribed or extreme homogenized properties. The procedure to find the target properties and the related topologies is a special form of topology optimization, also called inverse homogenization [106]. In a discretized form, inverse homogenization or similar approaches can be formulated as a topology optimization for multiple load cases, with these homogenized properties served as objective functions. The target optimised properties for material design include e.g. extremal elastic properties [51–56, 107–109], thermal conductivity [75], thermal expansion properties [8, 9], permeability [88] as well as poroelasticity [110] and structural damping [59] properties (Fig 1.5 and Table 1.3).
Figure 1.5. Design of meta-materials using inverse homogenization or similar topology optimization approaches. The details description is shown in Table 1.3.

1.2.2 Topology optimization considering multiscale frameworks

Inspired by optimization of both structure (macroscale) and meta-material (mesoscale or microscale), some researchers proposed to use a multiscale frameworks to achieve an
optimal design in both scales [57–68]. A multiscale framework establishes a connection of information between the structural scale (macroscale) and meta-material scale (mesoscale or microscale), aims to find the appropriate topology of both the structure and the meta-materials. The method can also be utilized to determine the topology of the porous structure, when only the information of porosity is known in macroscale.

The existing multiscale frameworks include optimizing a macroscale structure with functionally graded materials [57–61]; concurrently obtaining a optimal macroscale structure composed of uniformly distributed cellular material [62–64]; and hierarchically optimizing structure and materials scales [65–68] (Fig 1.6 A-C). The results from first and second approaches are less optimized compared to the third option, but they can be easier manufactured using prevalent AM technologies [57, 58, 60]. Hierarchical optimization has been applied to reconstruction bone structure and the results have some similarities to organic bone structures [66–68]. This method has also be improved to solve non-linear elastic problem [111]. But this method is computational-expensive since every unit cell should be optimized. Besides, the structures generated by this approach is lack of connectivity and control of the minimum feature size, hence still can not be efficiently manufactured through current AM technologies. To overcome these difficulties, a specific multiscale finite element method has been utilized to allow the problem solved for detailed meta-materials configurations in macroscale model. This method enables to handle very large problems, but the macroscale model only contains limited meta-material phases [112] (Fig 1.6 D).

Some latest studies have been investigated to implement faster iterative linear solvers and multiscale finite element method to alleviate the computational load. Most of existing multiscale approaches are focus on pure mechanical boundary condition. Deng has included thermo-elastic load in a concurrent topology optimization [63]. Andreassen and Jensen established a multiphase topology optimization of structural damping (Fig. 1.7) [59]. But to the best of author’s knowledge, few literature has investigated a multiscale topology approach involving heat transfer performance. In author’s previous work, a multiscale topology optimization approach was applied to a heat sink with uniformly distributed heat source (Fig. 1.8), but further studies are still required to balance the thermal perfor-
macroscopic response, while resolving all microstructural details as compared to the homogenisation approach. This number of layers. The problem appears to be due to the propagation of the design information during the optimisation layers exhibits bending stiffness, where most of the inner layers exhibit shear stiffness. It can be noticed that there is four layers, Fig. 22. Illustration and dimensions of a cantilever beam subjected to a concentrated force at the bottom rightmost corner. Every layer has a unique Fig. 23 given in Section lel computing techniques. By constraining the volume fractions at 
approach based on the BESO method for concurrently designing materials/composites with optimal microstructures. That is, we optimal macroscopic topology, and meanwhile, is composed of microstructures for intermediate materials for finite element anal-

discussed. First, the method tackles the design of an implant stati-
matical formulation of the topology optimization problem which is periodic in the horizontal direction only. This outcome confirms the findings of the previous work by homogenization method. This task will be performed in future.

Figure 1.6. Several multiscale topology optimization approaches: (A) concurrent topology optimization [64] (B) optimizing a structure using functionally graded material [57], (C) hierarchical approach [67] and (D) multiscale finite element method based topology optimization [112].

performance and manufacturability for the final design. Other than this, topology optimization using a multiscale approach applied to other physics remains scarce and worth to exploration. An example the author proposed in this dissertation is the optimization of micropillar arrays. Current micropillar arrays commonly utilized in microfluidic devices in operations including cell sorting, bio-sensor detectors, microchannel heat sinks are cylindrical. However, the viscous fluid drag in cylindrical micropillar arrays remains large enough to
A practical multiscale approach for optimization of damping. Figure 5. Results obtained using the optimization formulation in (3) with S1 as the first phase. (a) The three microstructures, and (b–c) their corresponding properties which will take the value $f_i(0) = \tanh(\beta \phi_i) - \tanh(\beta \phi_i - \beta)$. (8) at $\phi = 0$. We want the function to take the value 1 at $\phi = 0$, and therefore we again redefine $f_i$: $f_i(\phi) = \tanh(\beta \phi_i - \beta \phi_i) - \tanh(\beta \phi_i - \beta) \tanh(\beta \phi_i) - \tanh(\beta \phi_i - \beta)$. (9)

By creating a weighted sum of these functions with step values $\phi_i$ corresponding to the material densities of the microstructures, a multiple step function between the loss factors of the microstructures can be obtained. This can be expressed as:

$$\eta = \eta_n + \sum_{i=1}^{n-1} \left( \eta_i - \eta_i + 1 \right) f_i,$$

(10) where $\eta_i$ is loss factor for microstructure $i$, and $n$ is the number of microstructures.

The step function interpolation is first introduced after a good design has been obtained, and, therefore, the parameter controlling the steepness of the steps is set to a constant high value $\beta = 200$.

Figure 6. Results obtained using the optimization formulation in (3) with S2 as the first phase. (a) The three microstructures, and (b–c) their corresponding properties

Ref: E Andreassen & J S Jensen., 2015

Figure 1.7. A multiphase topology optimization of structural damping: (a) Macroscale topology optimization, (b) Topology optimization of metamaterials (meso-scale) (c) Multiscale model [59].

Figure 1.8. A multiscale topology optimization approach applied to a heat sink with uniformly distributed heat source: (a) Topology optimization in macroscale, (b-c) Multiscale topology optimization using two different initial designs for meta-material scale.

cause flow separation. Although, the viscous drag force can be reduced by bio-inspired micropillar designs, the optimality can hardly be proved (Fig 1.9). The potential of optimizing the micropillar arrays using a multiscale approach will be exploited in Chapter Three.
Figure 1.9. (A) A scanning electron microscopy of the physical domain of a micropillar heat sink [113]. (B) A membrane composed of bio-inspired micropillar arrays composed of shark denticles shape micropillars [114].

### 1.2.3 Topology optimization coupling thermomechanical analysis

Structures for thermomechanical applications indicates those components resisting mechanical load and coupled thermo-elastic load caused by temperature variation, as well as transferring heat. These structures are widely applied in thermal management and protection system for electronic devices in turbine engine [115, 116], Micro-electro-mechanical system (MEMS) design [117], stability analysis for civil engineering, space structure as well as piping system [9, 118, 119], and injection molding industries.

Topology optimization allows the generation of lightweight, high-performance, and cost-effective thermo-mechanical structures. Several studies has been conducted to obtain optimal structures taking consideration of thermo-elastic load using topology optimization [10, 25, 26, 120]. These structures contain compliant mechanism microscopic mechanical system coupled with electrical circuits (MEMS) [25, 26], substrate of electronic devices [24], and structures containing thermo-elastic loads [10, 120] (Fig. 1.10). Structures involve with heat conduction have been discussed in the context of topology optimization in [14, 71, 83, 84, 121]. In addition, convection, and internal heat generation has been studied without explicitly accounting fluid motion (Fig. 1.12 (A)) [76–78, 121]. Multiobjective topology optimization that optimizing both thermal and mechanical performance in a thermomechanical structure have been studied in [93, 122].
As a follow-up to the earlier parametric sizing study, a similar study was performed using the optimized DBC top metal layer topology, and the response surfaces from two studies are plotted together in Fig. 5.9. For the DBC with and without the optimal topology, prototype DBC structures were batch fabricated using the level set optimization result with a deposition and patterning thermal-fluid analysis has been less studied compared to thermomechanical topology optimization. However, this study has a significant demand, since advanced microfluidic technologies allow to manufacture porous metals having a unit cell size less than 4 \( \text{mm} \) and a strut thickness less than 1 \( \text{mm} \), offering us possibilities design manufacturable porous materials with enhanced thermomechanical performance [48, 127].

1.2.4 Topology optimization coupling thermal-fluid analysis

As another branch of multiphysics topology optimization, topology optimization coupling thermal-fluid analysis has been less studied compared to thermomechanical topology optimization. However, this study has a significant demand, since advanced microfluidic
heat sinks and battery group become more highly integrated, compact and powerful, it challenges heat exchanging capability to efficiently dissipate redundant heat, thus need for more optimized structures. A thermal-fluid model based topology optimization can reflect the effect of natural and forced convection due to the velocity field resulting from fluid mechanics model. Finite element models coupling thermal-fluid analysis have been incorporated to obtain heat sinks targeting heat transfer including natural convection [94, 95] (Fig. 1.12). To analyze the effect of forced convection, a topology optimization based on finite element model coupling Stokes flow and heat transfer has been proposed [96]. In this model, inertial force or advection in the fluid is not taken into account. To consider the inertial force without increasing the model complexity, a Darcy flow model has been employed as an approximate fluid flow model in the thermal-fluid analysis [128]. Some researchers have attempted to exploit the non-linear Navier-Stokes flow and convection-diffusion cou-

Figure 1.11. Multifunctional lattice heat sink with (A) tetrahedral lattice [123] and (B) truncated square [124], and (C) metal foam [125].
Figure 6.1: Problem setup and optimised designs for an electric motor cover.

Figure 6.2: Problem setup and optimised design for a heat sink problem.

Figure 6.13: Coarse design for the LED problem shown with a slice of the temperature field and streamtubes. The temperature field is in degrees Celsius.

6.3.3 Final high-resolution designs

The problem is investigated for both vertical and horizontal orientations, that is the lamp is pointing downwards and sideways, respectively. Symmetry is imposed on the design to varying degrees for computational, aesthetic and practical purposes. It is desirable to gain as much insight into optimal design for passive coolers as possible and thus no manufacturing constraints, except for a minimum feature size, is imposed. For the vertical and horizontal cases, the computational domain is limited to a half and a quarter of the domain, respectively. Furthermore, eighth-symmetry is imposed on the design field. The minimum feature size is around 2 millimeters. This is very close to that of the existing designs, seen in Figure 6.12, provided by project partners AT Lighting.

Imposed through 4 symmetry planes with 45 degrees between them.

Filter diameter, i.e. twice the filter radius.

Pling FEA module in commercial software COMSOL Multiphysics® and make effort on secondary development [31,32,97]. The thermal-fluid physics model used in this approach is similar to advection-diffusion-reaction euqation for the toppology optimization of catalytic microfluidic reactors [129]. In this approach, heat transfer is evaluated by considering the internal heat exchange between fluid-solid boundary in the fixed design domain. In these studies, the resulting optimized topologies can be reflected by variation of Reynolds number values (Fig. 1.13). However, this approach would be inconvenient to customize the physics model such as imposing an external heat source. Several other studies taken account of external heat source [24, 98, 99] are formulated as multi-objectives problem statements, in which thermal and fluid performance are optimized by a weight-sum approach. Nevertheless, in this method, it has to keep a substantial weighting factor on the objective with respect to fluid flow performance. If this weighting factor is small, or the
objective function is only related to thermal performance, the result may shows dead-end channels, where the fluid flow may be intersected by solid phase and unable to sucessfully pass from inlet to outlet (Fig. 1.14). Recently, other numerical model, such as Lattice-Boltzman method has been proposed as a substitution of finite element analysis [130] but they still need further development to fullfil the practical applications. Finally, in most of current studies, the investigation of how thermal-fluid parameters such as Prandtl number, Nusselt number and thermal diffusivity affect the resulting topologies remains scare.
Figure 1.14. This figure shows how the weighting factors of fluid and thermal performance in a weighting sum approach affect the resulting topology. In (A)-(b) [24] and (B)-(b) [98], with greater weighting factors for thermal-performance, it shows deadend channels may appeared at the location marked with red rectangulars.

1.3 Objective of this dissertation

The objective of this dissertation is to develop new approaches in the areas of multiscale topology optimization, thermomechanical topology optimization including heat convection, and thermal-fluid topology optimization. The dissertation mainly focuses on developing five innovative topology optimization algorithms with respect to structure and multistructure coupling fluid, thermal and mechanical analysis, in order to solve customary design requirements. Most of algorithms are coded as in-house code in MATLAB. The contribution of this dissertation is presented in following five Chapters:

- Chapter 2: Multiphase topology optimization of thermomechanical structures

In this Chapter, a topology optimization approach for lattice structures subjected to thermal and mechanical loads is presented. From the purposed mutiphase approach, the algorithm only requires computation in structural scale. In meta-materials scale, the interpolation functions of properties for the predefined lattice unit cells are determined using asymptotic homogenization. By incorporating these material interpo-
lation functions into structural scale topology optimization, the results can reflect an optimized structure composed of multiphase lattice unit cells.

- **Chapter 3: Multiscale thermomechanical topology optimization of self supporting cellular structures**

  In this Chapter, a multiscale topology optimization method is established. With a hierarchical approach, this method aims to create optimized design for non-periodic, self-supporting cellular structures subjected to thermo-mechanical loads. The proposed method seeks to maximize thermo-mechanical performance at the macroscale in a conceptual design while obtaining AM friendly structure for each unit cell at the mesoscale. Then the macroscale performance is re-estimated and the mesoscale design is updated until the macroscale performance is satisfied.

- **Chapter 4: Design of micropillar arrays for microfluidic devices using multiscale topology optimization for Navier-Stokes flow**

  This Chapter propose a new idea to utilize multiscale approach algorithm to design micropillar arrays in microfluidic devices. In the structural scale, velocity and viscous strain fields are obtained through Navier-Stokes-Brinkman finite element analysis. In the meta-metarials scale, the topology of each micropillar is obtained using inverse homogenization. The boundary conditions of the inverse homogenization problems are derived from finite element analysis of structural scale. The optimal micropillar topologies minimize flow separation and energy loss and maximize average velocity magnitude.

- **Chapter 5: Thermomechanical topology optimization of lattice heat transfer structure including natural convection and design-dependent heat source**

  In this Chapter, heat convection is involved in thermomechanical topology optimization represented by design-dependent heat source and natural convection. Utilizing this approximation method for convective heat transfer in the boundary surface, fluid mechanics model is not required in this method. The method can be applied to gen-
erate multifunctional lattice heat transfer structure having better thermomechanical performance.

- **Chapter 6: Design of conformal cooling channels using a versatile thermal-fluid topology optimization**

  In this Chapter, an improved thermal-fluid topology optimization method is proposed. The method leads versatile topologies with regularities in terms of different combinations of thermal-fluid parameters such as Reynolds number, Prandtl number and thermal diffusivity. The method is applied to design a conformal cooling of an injection mold, which is produced through metal additive manufacturing.
2. MULTIPHASE TOPOLOGY OPTIMIZATION OF THERMOMECHANICAL STRUCTURES

This Chapter presents a topology optimization approach for lattice structures subjected to thermal and mechanical loads. The focus of this work is the design of injection molds. The proposed approach seeks to minimize the injection mold mass while satisfying constraints on mechanical and thermal performance. The optimal injection molds are characterized by a quasi-periodic distribution of lattice unit cells of variable relative density. The resulting lattice structures are suitable for additive manufacturing. The proposed structural optimization approach uses thermal and mechanical finite element analyses at two length scales: mesoscale and macroscale. At the mesoscale, lattice unit cells are utilized to obtain homogenized thermal and mechanical properties as a function of the lattice relative density. At the macroscale, the lattice unit cells are optimally distributed using the homogenized properties. The proposed design approach is demonstrated through 2D and 3D examples including the optimal design of an injection mold. The optimized injection mold is prototyped using additive manufacturing. The numerical model of the optimized mold shows that, with respect to a traditional solid mold design, a mass reduction of over 30% can be achieved with a small increase in nodal displacement (under 5 microns) and no difference in nodal temperature.

2.1 Background and motivation

During the injection molding cycle, injection molds are required to withstand pressure loads and thermal expansions while providing dimensional accuracy to the molded part. Molds are also required to uniformly transfer heat flux from the mold cavity, where the part is molded, to cooling channels filled with running coolant. While design guidelines are known to improve the thermal and mechanical performance of injection molds [131, 132],
the development of structural optimization methods such as topology optimization offers the potential to create novel and complex injection mold designs with higher performance [122].

With reference to heat conduction, topology optimization has been employed to minimize the temperature gradient magnitude distribution (heat dissipation) for thermal components including heat sinks for multichip modules [84] and thermal-fluid electronic microchannels [96]. Studies that consider coupled linear elasticity, heat conduction and the resulting thermoelastic load in topology optimization have been recently proposed for two-dimensional structures [93]. Thermal expansion has been considered in the topology optimization of micro-electro-mechanical-systems (MEMS) [10] and electronic packages [24].

Regardless of the numerical model, the result of the application of a traditional topology optimization algorithm is a solid-void structure in which intermediate densities are penalized. As an alternative to the solid-void structure, this work proposes the design of optimal injection molds with a lattice (porous) structure. The lattice structure uses intermediate densities, which relaxes the optimization problem, expands the design space, and, potentially, increases the performance of the final design [60]. In addition, a lattice injection mold opens possibilities for airflow assisted cooling and more complex heat exchanging design.

An optimal design of a lattice structure can be achieved through multiscale topology optimization. The multiscale topology optimization problem consists on finding the optimal lattice unit cell (LUC) designs (mesoscale structural optimization) as well as their optimal distribution in the structure (macroscale structural optimization). This method requires the application of asymptotic homogenization theory in order to derive the macroscale mechanical properties of the LUCs. The method has been effectively applied to 2D and 3D structures subjected to pure mechanical loads [67, 68, 133, 134]. Despite of their potential, multiscale topology optimization has two main drawbacks. First, it requires the execution of several optimization problems in parallel for each iteration, which makes it computationally expensive, especially for 3D designs. Second, the solutions do not necessarily converge to a manufacturable, connected design and time-consuming post-processing may
be needed. To alleviate the computational cost and to improve the connectivity of the LUCs, concurrent topology optimization strategies have been proposed [64,135]. These strategies lead to the design of an optimal macroscale structure composed of a periodic (uniformly distributed) LUC. Despite of their manufacturability, the LUC periodicity produces a sub-optimal structure when compared to a non-periodic design.

An alternative approach is the use of multiphase topology optimization [58, 59]. This approach uses pre-defined LUCs with homogenized mechanical properties avoiding the mesoscale structural optimization. The geometry of the LUCs is controlled by a few geometric parameters that define their relative density or porosity. Material interpolation schemes are defined to map the LUC relative density to their homogenized mechanical properties. The (macroscale) structural optimization problem consists on finding the optimal relative density distribution, which ultimately provides the optimal LUC distribution within the structure. Multiphase topology optimization has been applied to two-dimensional structures subjected to pure mechanical load [58, 59]. The application of this approach to heat-transferring structures has been less reported in literature.

This work extends the use of multiphase topology optimization to three-dimensional structures composed quasi-periodic LUCs considering thermal and mechanical performance. Integral to the proposed multiphase topology optimization method for lattice injection molds is the use of a thermomechanical finite element model. In this model, the mechanical and thermal load analyses are coupled to predict the structure’s thermoelastic response. Asymptotic homogenization theory is used to predict the isotropic thermal conductivity and the orthotropic linear elasticity of the LUCs.

The results are demonstrated with the topology optimization of lattice structures with minimum mass under elastic mechanical and thermal constraints, which include maximum nodal displacement and maximum nodal temperature on the mold cavity.

The remaining of the paper is organized as follows: The proposed design approach is presented in Sec. 2. The homogenization theory is explained in Sec. 3 and the macroscale structural optimization approach is explained in Sec. 4. Two numerical problems are presented to demonstrate the design approach in Sec. 5: (1) a 2D structure with thermal and
mechanical loads, (2) a core of a 3D injection mold design. Finally, summary and conclusion are provided in Sec. 6.

2.2 Proposed multiphase topology optimization approach

The proposed optimization approach involves finite element models in two length-scales: mesoscale and macroscale. The mesoscale finite element models correspond to the lattice unit cells (LUCs). These models are used to predict the homogenized LUC properties. As a result, homogenized elastic and thermal coefficients are expressed as functions of the LUC relative density. The macroscale finite element model corresponds to the injection mold. This model contains mechanical and thermal boundary conditions, which include external mechanical loads and supports as well as the heat sources (mold cavity) and sinks (cooling channels). The macroscale design problem addressed in this work is to find the optimal distribution of given number of LUCs that minimizes the injection mold mass while satisfying mechanical and thermal constraints. These constraints include mechanical and thermal compliance as well as maximum nodal displacement and maximum nodal temperature.

The macroscale design problem is solved in two steps: First, a relaxed convex problem is addressed so that the mass is minimized subject to constraints on mechanical compliance and a thermal compliance [14]. The result is a global optimum of a convex problem to be used as the initial design of a non-convex problem. Second, using this initial design, a structural optimization algorithm finds the optimal distribution of a discrete number of LUCs so that the maximum displacement and temperature are minimized in specific locations of the injection mold, e.g., mold cavity. The optimization approach is summarized in Fig. 2.1.
2.3 Mesoscale analysis and homogenization of elastic and thermal properties of lattice unit cells

This section summarizes the numerical approaches used to derive the homogenized elasticity tensor $D^H_c$ and the homogenized thermal conductivity tensor $\kappa^H_c$ of an a-priori defined LUC. The theory presented in this section follows the principles of asymptotic homogenization [136–139].

2.3.1 Asymptotic homogenization of the elastic properties

Let a macroscale design domain $\Omega$ to be comprised of $n_c$ LUCs, where $c = 1, \ldots, n_c$. Each of LUC is further discretized into $n_e$ finite elements as illustrated in Fig. 2.2.

According to the homogenization theory for media with a periodic structure, the homogenized elasticity tensor $D^H_c$ of a discretized periodic LUC is given by

$$D^H_c = \frac{1}{|V_c|} \sum_{e=1}^{n_e} \int_{V_e} [I - B_e \chi_e]^T D_e [I - B_e \chi_e] dV_e,$$

where $n_e$ are the number of finite elements of the discretized LUC, $|V_c|$ is the LUC volume, $I$ is the identity matrix, $V_e$ is the volume of the finite element $e$, $B_e$ is the element strain-displacement matrix, $D_e$ is the element elasticity tensor, and $\chi_e$ is the matrix containing the
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Figure 2.2.. Hierarchical organization of the design domain.

element displacement vectors $\chi_{ij}^e$ resulting from globally enforcing the unit test strains $\epsilon_{ij}$ (Fig. 2.3). For a 3D solid finite element, this is

$$\chi_e = [\chi_e^{11}, \chi_e^{22}, \chi_e^{33}, \chi_e^{12}, \chi_e^{23}, \chi_e^{13}],$$

(2.2)

where $\chi_{ij}^e$ are vectors of size $24 \times 1$. The element displacement vectors $\chi_{ij}^e$ are obtained from the global displacement vector of the LUC $\chi_{ij}^c$, which is the solution of the equilibrium equation

$$\left[ \sum_{e=1}^{n_e} \int_{V_e} B^\top e D_e B_e dV_e \right] \chi_{ij}^c = \sum_{e=1}^{n_e} \int_{V_e} B^\top e D_e \epsilon_{ij}^e dV_e.$$  

(2.3)

The first term in the left hand side of Eq. (3.3) is the stiffness matrix of the LUC and the right hand side is the nodal force vector of the LUC.

It is convenient to define the element nodal displacement matrix $\chi_e^0$ within a solid isotropic cell. This isotropic nodal displacement matrix is the solution of the equilibrium equation

$$B_e \chi_e^0 = \mathbf{I}.$$ 

(2.4)

Since $\mathbf{I} = [\epsilon^{11}, \epsilon^{22}, \epsilon^{33}, \epsilon^{12}, \epsilon^{23}, \epsilon^{13}]$, then Eq. (2.4) can be written as

$$\left[ \int_{V_e} B^\top_e D_e B_e dV_e \right] \chi_{ij}^0 = \int_{V_e} B^\top_e D_e \epsilon_{ij}^e dV_e.$$ 

(2.5)

Therefore, each component of the homogenized elasticity tensor $D_{ijkl}^H$ can be expressed as

$$D_{ijkl}^H = \frac{1}{|V|} \sum_{e=1}^{n_e} \int_{V_e} \left[ \chi_{ij}^0 - \chi_{ij}^{ij} \right]^\top \mathbf{k}_e \left[ \chi_{kl}^0 - \chi_{kl}^{ij} \right] dV_e,$$ 

(2.6)
where $k_e$ is the stiffness matrix for an element. The homogenized elasticity tensor is obtained based on periodic boundary conditions. For a 3D LUC, this tensor is a symmetric matrix of the form

$$
D_c^H = \begin{bmatrix}
D_{c,1111}^H & D_{c,1122}^H & D_{c,1133}^H & D_{c,1112}^H & D_{c,1113}^H & D_{c,1123}^H & D_{c,1132}^H & D_{c,1133}^H \\
D_{c,2211}^H & D_{c,2222}^H & D_{c,2233}^H & D_{c,2212}^H & D_{c,2213}^H & D_{c,2223}^H & D_{c,2232}^H & D_{c,2233}^H \\
D_{c,3311}^H & D_{c,3322}^H & D_{c,3333}^H & D_{c,3312}^H & D_{c,3313}^H & D_{c,3323}^H & D_{c,3332}^H & D_{c,3333}^H \\
D_{c,1211}^H & D_{c,1222}^H & D_{c,1233}^H & D_{c,1212}^H & D_{c,1213}^H & D_{c,1223}^H & D_{c,1232}^H & D_{c,1233}^H \\
D_{c,2311}^H & D_{c,2322}^H & D_{c,2333}^H & D_{c,2312}^H & D_{c,2313}^H & D_{c,2323}^H & D_{c,2332}^H & D_{c,2333}^H \\
D_{c,1311}^H & D_{c,1322}^H & D_{c,1333}^H & D_{c,1312}^H & D_{c,1313}^H & D_{c,1323}^H & D_{c,1332}^H & D_{c,1333}^H \\
\end{bmatrix}
$$

(2.7)

Each coefficient $D_{c,i,j,k,l}^H$ can be expressed as a function of the density of the LUC as explained later in this paper.

Figure 2.3. The chosen unit strain tests imposed on (a) 2D representative LUCs and (b) 3D representative LUCs.
2.3.2 Asymptotic homogenization of the thermal conductivity

Following the homogenization theory for thermal conductivity [139], the homogenized thermal conductivity tensor $\kappa_c^H$ of a discretized periodic LUC is given by

$$
\kappa_c^H = \frac{1}{|V_c|} \sum_{e=1}^{n_e} \int_{V_e} [I - B_e^T \kappa_c^e B_e] \kappa_c^e [I - B_e^T \kappa_c^e B_e] \mathrm{d}V_e,
$$

(2.8)

where $n_e$ are the number of finite elements of the discretized LUC, $|V_c|$ is the LUC volume, $I$ is the identity matrix, $V_e$ is the volume of the finite element, $B_e^r$ is the element “strain” (temperature gradient)-temperature matrix, $\kappa_c^e$ is the element thermal conductivity tensor, and $T_e$ is the matrix containing the element nodal temperature vectors $T_e^{ij}$ resulting from globally enforcing the unit test temperature gradients $t^i$ (Fig. 2.4). For a 3D solid finite element, this is

$$
T_e = [T_e^{1j}, T_e^{2j}, T_e^{3j}],
$$

(2.9)

where the size of the vectors $T_e^{ij}$ is $8 \times 1$. As before, the element temperature vectors $T_e^{ij}$ are obtained from the global temperature vector of the LUC $T_c^i$, which is the solution of the equilibrium equation

$$
\left[ \sum_{e=1}^{n_e} \int_{V_e} B_e^T \kappa_c^e B_e \mathrm{d}V_e \right] T_e^{ij} = \sum_{e=1}^{n_e} \int_{V_e} B_e^T \kappa_c^e t^i \mathrm{d}V_e.
$$

(2.10)

The first term in the left hand side of Eq. (3.5) is the “stiffness” thermal matrix of the LUC and the right hand side is the nodal heat flux vector of the LUC.

The element nodal temperature matrix $T_e^0$ within a solid isotropic (solid) cell is the solution of the equilibrium equation

$$
B_e^r T_e^0 = I.
$$

(2.11)

Since $I = [t^1, t^2, t^3]$, then Eq. (2.11) can be written as

$$
\left[ \int_{V_e} B_e^T \kappa_c^e B_e \mathrm{d}V_e \right] T_e^{0(i)} = \int_{V_e} B_e^T \kappa_c^e t^i \mathrm{d}V_e.
$$

(2.12)

Therefore, each component of the homogenized stiffness thermal tensor $\kappa_c^H$ can be expressed as

$$
\kappa_{c,ij}^H = \frac{1}{|V_c|} \sum_{e=1}^{n_e} \int_{V_e} [T_e^{0(i)} - T_e^{ij}] B_e^T \kappa_c^e [T_e^{0(j)} - T_e^{ij}] \mathrm{d}V_e,
$$

(2.13)
where $\mathbf{k}_e$ is the stiffness thermal matrix for an element. For a 3D LUC, this tensor is a symmetric matrix of the form

$$
\kappa^H_c = \begin{bmatrix}
\kappa^H_{c,11} & \kappa^H_{c,12} & \kappa^H_{c,13} \\
\kappa^H_{c,21} & \kappa^H_{c,22} & \kappa^H_{c,23} \\
\kappa^H_{c,31} & \kappa^H_{c,32} & \kappa^H_{c,33}
\end{bmatrix}.
$$

Here as well, each coefficient $\kappa^H_{c,ij}$ can be expressed as a function of the relative density of the LUC as explained in the following section.

### 2.3.3 Interpolation of homogenized thermomechanical properties

For a given set of lattice LUCs with known relative density values $\theta'_c$, the homogenized elasticity tensors $\mathbf{D}^H_c$ and the homogenized thermal conductivity tensors $\kappa^H_c$ are obtained. Then, an interpolation function is derived to correlate the relative density $\theta_c$ of the LUC with its corresponding homogenized tensor coefficients. Using a polynomial approximation, the elasticity tensor coefficients are expressed as follows:

$$
D^H_{c,ijkl}(\theta) = a_0 + \sum_{q=1}^{n_q} a_q \theta^q + \mathcal{O}(\theta^{n_q+1}),
$$

Figure 2.4. Unit temperature gradients imposed on (a) 2D representative LUCs and (b) 3D representative LUCs.
where the coefficients $a_q$, for $q = 0, \ldots, n_q$, are determined by polynomial regression. Similarly, for the components of the homogenized thermal conductivity tensor, one obtains that

$$\kappa^H_{c,ij}(\theta) = b_0 + \sum_{q=1}^{n_q} b_q \theta^q + O(\theta^{n_q+1}). \quad (2.16)$$

Polynomials of order one (linear interpolations) can also be obtained with $a_0 = 0$ and $a_1 = D^H_{c,ijkl}(\theta'_c = 1)$ for the elasticity tensor, and $b_0 = 0$ and $b_1 = \kappa^H_{c,ij}(\theta'_c = 1)$ for the thermal conductivity tensor. These interpolations are inaccurate but make the optimization problem convex; hence, they are utilized to generate the initial design (Step 1) (Sec. 2.4.1). Polynomials of order three are shown to provide sufficient accuracy and are used in the final stage of the optimization process (Step 2) (Sec. 2.4.2).

### 2.4 Macroscale structural optimization

The proposed multiphase structural optimization approach consists of two steps. During the first step, an initial optimal distribution of LUC relative densities $\theta^{\star}_{1c}$, $c = 1, \ldots, n_c$ is obtained. The initial design minimizes the mass of the structure subject to two functional constraints: mechanical compliance and thermal compliance. A linear interpolation of the elastic coefficients and thermal conductivity is used to make the problem convex. During the second step, the relative density values are optimally clustered using a set of predefined values $\theta^{\prime}_{p}$, $p = 1, \ldots, n_p$. The clustering process results in a design that can be easily fabricated using AM techniques. The final optimal design $\theta^{\star}_{2c}$ minimizes the mass of the structure subject to constraints of the maximum displacement and temperature in specific regions of the design domain. The design domain $\Omega$ contains the cavities $\Omega_0$ and heat sinks $S$ of the injection tool to be optimized as well as the mechanical loads $f$, supports, heat flux $q$, and insulated boundaries. Also, let’s define the boundaries $\Gamma_W$ with target of the maximum displacement, and boundaries $\Gamma_Q$ with target of the maximum temperature (Fig. 2.5).

In each step, the optimization is performed using the Globally Convergence Method of Moving Asymptotes (GCMMA) algorithm implemented in the FEA software COMSOL
Multiphysics (COMSOL, Stockholm, Sweden). The convergence $\varepsilon$ in the GCMMA algorithm is given by the following condition:

$$
\varepsilon = \left| \frac{\partial \psi(\lambda)}{\partial \lambda_i} \right| \leq \varepsilon_g,
$$

(2.17)

where $\psi(\lambda)$ is the dual objective function, $\lambda$ is the vector of Lagrange multipliers, and $\varepsilon_g$ is a small positive number [37]. By default, $\varepsilon_g = 10^{-6}$ for the following 2D examples and $\varepsilon_g = 10^{-3}$ for the following 3D examples. Another convergence criterion is the number of maximum objective function evaluations $N$. By default, $N = 500$ for the following 2D examples and $N = 150$ for the following 3D examples.

Figure 2.5. The macroscale design domain: (a) mechanical boundary conditions, (b) thermal boundary conditions, and (c) finite number of lattice LUCs to be optimally distributed.

2.4.1 Step 1: Minimize mass subject to convex functional constrains

The first step aims to find the relative densities $\theta \in \mathbb{R}^{n_c}$ that minimizes the structure’s mass $m(\theta)$, subject to mechanical compliance and thermal compliance constraints of the design domain. The mass of the structure is defined by

$$
m(\theta) = \gamma_0 \sum_{c=1}^{n_c} v_c \theta_c,
$$

(2.18)
where \( v_c \) is the element volume and \( \gamma_0 \) is the base material density. Mechanical compliance reflects the average displacement of the structure. In matrix notation, the mechanical compliance is defined as

\[
W = \int_{\Omega} \epsilon^T D^H \epsilon d\Omega, \tag{2.19}
\]

where \( D^H \) is the homogenized elasticity tensor and \( \epsilon \) is the strain tensor. An appropriate mechanical compliance constraint ensures the structure deformation is small and the linear FEA is feasible. Similarly, the thermal compliance reflects the average temperature of the whole structure. It is defined as

\[
Q = \int_{\Omega} t^T \kappa^H t d\Omega, \tag{2.20}
\]

where \( \kappa^H \) is the homogenized thermal conductivity tensor and \( t \) indicates temperature gradients. This constraint determines the compromise of heat conduction performance of the whole structure. With the discretization of the macroscale domain and the application of finite element analysis (FEA), the equation (2.19) yields the quadratic form

\[
W(\theta) = f^T u(\theta), \tag{2.21}
\]

where \( f \) is the vector of external loads and \( u(\theta) \) is the vector of nodal displacements in the macroscale domain. The vector of nodal displacements satisfies the Hooke’s law equilibrium equation:

\[
K(\theta) u(\theta) = f, \tag{2.22}
\]

where

\[
K(\theta) = \sum_{c=1}^{nc} \int_{V_c} B_c^T D_c^H(\theta_c) B_c dV_c. \tag{2.23}
\]

In Eq. (2.23), \( K(\theta) \) is the stiffness matrix of the macroscale domain, \( B_c \) represents the strain-displacement relations of a LUC, and \( D_c^H(\theta_c) \) is the homogenized elasticity tensor of a LUC. In the same way, the thermal compliance (2.20) yields the quadratic form

\[
Q(\theta) = q^T T(\theta), \tag{2.24}
\]
where \( \mathbf{q} \) is the boundary heat flux and \( \mathbf{T}(\mathbf{\theta}) \) is the vector of nodal temperatures in the macroscale design domain. The vector of nodal temperatures satisfies the Fourier’s law equilibrium equation:

\[
\mathbf{K}_t(\mathbf{\theta}) \mathbf{T}(\mathbf{\theta}) = \mathbf{q},
\]

where

\[
\mathbf{K}_t(\mathbf{\theta}) = \sum_{c=1}^{n_c} \int_{V_c} \mathbf{B}_c^T \mathbf{\kappa}_c^H(\theta_c) \mathbf{B}_c \, dV_c.
\]

In Eq. (5.5), \( \mathbf{K}_t(\mathbf{\theta}) \) is the thermal stiffness matrix of the macroscale domain, \( \mathbf{B}_c^T \) is the temperature and temperature gradient relations of a LUC, and \( \mathbf{\kappa}_c^H(\theta_c) \) is the homogenized thermal conductivity tensor of a LUC.

Finally, the first optimization problem is stated as follows:

find \( \mathbf{\theta}_1^* \in \mathbb{R}^{n_c} \)

minimize \( J_1(\mathbf{\theta}_1) = m(\mathbf{\theta}_1)/m(\mathbf{\theta}_0) \)

subject to \( W(\mathbf{\theta}_1) = \mathbf{f}^T \mathbf{u}(\mathbf{\theta}_1) \leq C_W W(\mathbf{\theta}_0) \)

\( Q(\mathbf{\theta}_1) = \mathbf{q}^T \mathbf{T}(\mathbf{\theta}_1) \leq C_Q Q(\mathbf{\theta}_0) \)

\( \mathbf{\theta}^{\text{min}} \leq \mathbf{\theta}_1 \leq 1 \)

satisfying \( \mathbf{u}(\mathbf{\theta}_1) = \mathbf{K}(\mathbf{\theta}_1)^{-1} \mathbf{f} \)

\( \mathbf{T}(\mathbf{\theta}_1) = \mathbf{K}_t(\mathbf{\theta}_1)^{-1} \mathbf{q} \)

where \( \mathbf{\theta}_0 \) represents the initial solid structure, \( \theta_{0c} = 1 \) for \( c = 1, \ldots, n_c \), \( m(\mathbf{\theta}_0) \) is the initial mass, and \( C_W \geq 1 \) and \( C_Q \geq 1 \) are coefficients that degrade the mechanical compliance and thermal compliance of the initial design—by increasing these coefficients, the mass of the structure decreases and the performance of structure is sacrificed. The lower bound \( \mathbf{\theta}^{\text{min}} \) prevents the singularity of \( \mathbf{K}(\mathbf{\theta}_1) \) and \( \mathbf{K}_t(\mathbf{\theta}_1) \) and also prevents voids within the LUC structure. The value of the lower bound is also determined by the resolution of the AM system (3D printer). In this work, \( \theta_c^{\text{min}} = 0.259 \) for 3D and \( \theta_c^{\text{min}} = 0.190 \) for 2D, for \( c = 1, \ldots, n_c \). Linear material interpolation functions connecting the homogenized properties of \( \theta_c^{\text{min}} \) and the solid material properties are used, in order to interpolate \( \mathbf{D}_c^H(\theta_c) \) in \( \mathbf{K}(\mathbf{\theta}_1) \) and \( \mathbf{\kappa}_c^H(\theta_c) \) in \( \mathbf{K}_t(\mathbf{\theta}_1) \). In this way, the material properties deviate from the real values, but
it ensures the problem is convex and the mass is the global minimum. The results of this design step can be used as the initial designs and the baselines of the second design step.

Notably, since the mechanical elasticity and thermal conductivity of the LUCs are homogenized independently, the thermal and the mechanical fields are decoupled to maintain a consistent analysis. While this may introduce an error in the calculation of the strain and stress fields, the thermo-elastic load in injection molds is considerably smaller than the injected pressure and clamping force; therefore, decoupling the two fields yields acceptable results as reported in literature [131].

2.4.2 Step 2: Minimize the mass of the clustered design subject to non-convex functional constraints

The objective of the second step is to minimize the structure’s mass \( m(\theta) \) subject to five constraints: the functional constraints used in the first step plus two additional non-convex functional constraints. The two additional functional constraints are the maximum nodal displacement \( U(\theta_2) \) and the maximum nodal temperature \( T(\theta_2) \) for each node \( j \) in specific locations of the design domain: \( \Gamma_W \) and \( \Gamma_Q \), respectively. In vector form, \( U_j(\theta_2) \) can be written as \( 1_j^T u(\theta_2) \), and \( T_j(\theta_2) \) can be written as \( 1_j^T T(\theta_2) \), where \( 1_j^T \) is a vector with the value one at the location of node \( j \) and 0 at the other locations. With the implementation of this vector form, the sensitivities of \( U_j(\theta_2) \) and \( T_j(\theta_2) \) can be obtained using adjoint method. The constraint on the maximum nodal displacement and the maximum nodal temperature are

\[
U(\theta_2) = \max_{u_j(\theta_2) \in \Gamma_W} \{u_j(\theta_2)\} \leq C_U U_{\text{max}}^\theta (\theta_0),
\]

\[
T(\theta_2) = \max_{T_j(\theta_2) \in \Gamma_Q} \{T_j(\theta_2)\} \leq C_T T_{\text{max}}^\theta (\theta_0),
\]

which can be written as

\[
U_j(\theta_2) = 1_j^T u(\theta_2) \leq C_U 1_j^T u_{\text{max}}^\theta (\theta_0), \quad j \in \Gamma_W,
\]

\[
T_j(\theta_2) = 1_j^T T(\theta_2) \leq C_T 1_j^T T_{\text{max}}^\theta (\theta_0), \quad j \in \Gamma_Q.
\]
The locations $\Gamma_W$ and $\Gamma_Q$ include the surface of mold cavity (heat source) where the displacement and temperature need to be controlled within a strict threshold in order to guarantee the performance of the mold. Other locations may include the surface of the cooling channel, which is subjected to high stress [131]. The limit values of $U_j(\theta_2)$ and $T_j(\theta_2)$ are the values of the solid structure multiplied by the coefficients $C_U$ and $C_T$, where $C_U \geq 1$ and $C_T \geq 1$. Since these two constraints are satisfied in a solid design, they will not be violated.

The objective function $J_1(\theta)$ is modified to avoid mesh dependency and limit the number of LUCs in the final design. A gradient control regularization function $R(\theta)$ is added to the objective to provide mesh-independent a result and improve the manufacturability [140]. This function is defined as follows:

$$R(\theta) = \sum_{c=1}^{n_c} \nabla \theta_c \nabla \theta_c,$$

where $\nabla \theta_c$ is the spatial gradient of the design variable field evaluated at the discrete location $c$. The intermediate densities caused by the addition of this regularization function are clustered using the following analytically differentiable penalization function:

$$P(\theta, \theta') = \sum_{c=1}^{n_c} \prod_{p=1}^{n_p} \left[ 1 - \cos \left( \frac{\theta_c - \theta'_p}{A} \right) \right],$$

$$\theta_{\text{min}} - 1 \leq (\theta_c - \theta'_p) \leq 1 - \theta_{\text{min}},$$

where $\theta'_p$ are predefined relative density values and $A$ is a normalization factor, $A = 2(1 - \theta_{\text{min}}) / \pi$. A small value $P(\theta, \theta')$ ensures the design can be represented by a discrete number
of LUCs phases. The penalization function in Eq. (2.31) is also added to the objective function. Finally, the optimization problem is defined as follows:

\[
\begin{align*}
\text{find} & \quad \theta^*_2 \in \mathbb{R}^{nc} \\
\text{minimize} & \quad J(\theta_2) = \frac{m(\theta_2)}{m(\theta_1^*)} + C_R R(\theta_2) + C_P \frac{P(\theta_2, \theta')}{P(\theta_1^*, \theta')} \\
\text{subject to} & \quad W(\theta_2) = f^T u(\theta_2) \leq C_W W(\theta_0) \\
& \quad Q(\theta_2) = q^T T(\theta_2) \leq C_Q Q(\theta_0) \\
& \quad U_j(\theta_2) = 1^T_j u(\theta_2) \leq C_U 1^T_j u^{\text{max}}(\theta_0), \quad j \in \Gamma_W \\
& \quad T_j(\theta_2) = 1^T_T T(\theta_2) \leq C_T 1^T_T T^{\text{max}}(\theta_0), \quad j \in \Gamma_Q \\
& \quad \theta^{\text{min}} \leq \theta_2 \leq 1 \\
\text{satisfying} & \quad u(\theta_2) = K(\theta_2)^{-1} f \\
& \quad T(\theta_2) = K_t(\theta_2)^{-1} q,
\end{align*}
\]

where the coefficients \( C_R \) and \( C_P \) are small positive numbers, \( C_R < 1 \) and \( C_P < 1 \). Polynomials material interpolation function of order three (Sec. 2.3.3) are used to interpolate \( D^H(\theta_c) \) in \( K(\theta_2) \) and \( K^H(\theta_c) \) in \( K_t(\theta_2) \). The next section shows numerical examples of the proposed design approach.

2.5 Numerical examples

Two examples are presented to illustrate the design approach. The first example consists of the design of a multiphase 2D plate in cantilever thermo-mechanically loaded. The second example is the design of the cavity and core plates of a multiphase 3D plastic injection mold. In both examples, the properties of the base material are: density \( \gamma_0 = 7850 \text{ kg/m}^3 \), Young’s modulus \( E_0 = 200 \text{ GPa} \), Poisson’s ratio \( \nu_0 = 0.3 \). In the first example, thermal conductivity \( \kappa_0 = 44.5 \text{ W/(m·K)} \) is taken, but in the second example, \( \kappa_0 = 17.8 \text{ W/(m·K)} \) is taken, which is the thermal conductivity of A286 stainless steel alloy at 573.15K.
2.5.1 Design of a multiphase thermomechanically-loaded 2D plate

Let us consider a square plate of dimensions $1 \times 1$ m and thickness $1$ cm. The plate is rigidly fixed along its left lateral side as shown in Fig. 2.6(a). A downward force $F = 1$ kN is applied at the lower right corner. A heat sink with constant temperature $0^\circ C$ ($273.15$ K) is located at the center of the left lateral side as shown in Fig. 2.6(b). All other sides of the plate are insulated. A heat flux $q = 10$ W is uniformly distributed on the plate’s body. The plate is discretized into 2453 quadrilateral elements. The nodal displacement distributions under plane stress analysis and the nodal temperature distributions from FEA are shown in Figs. 2.6(c) and (d), respectively. In this example, the mechanical compliance $W(\theta)$, the thermal compliance $Q(\theta)$, the maximum nodal displacement $U(\theta)$ on the surface $\Gamma_W$, and the maximum nodal temperature $T(\theta)$ on the surface $\Gamma_Q$ are listed in Table. 2.1 (a). $\Gamma_W$ corresponds to the heat sink surface, and $\Gamma_Q$ corresponds to the right free end of the plate.

Figure 2.6. Boundary conditions and results of the FEA for a plate: (a) mechanical load and supports; (b) thermal heat flux, sink, and insulation; (c) nodal displacement; and (d) nodal temperature distribution.
Mesoscale analysis and homogenization

For the interpolation of the elastic and thermal properties, let us consider a sequence of square (2D) representative LUCs with known relative density values \( \theta'_c \) (Fig. 2.7). The size of each 2D LUC is 20 \( \times \) 20 (dimensionless length quantities). The finite element mesh is composed of Lagrange-type quadrilateral square (Q4) elements of size 1 \( \times \) 1. Different sizes of rectangular holes are pre-defined in the center of the LUCs. While these are not optimized mesoscale structures, the shapes of the predefined LUCs are similar to those having maximum bulk modulus and maximum thermal conduction reported in literature [75, 141]. Due to the symmetry of their structure, only \( D_{c,1111}^H, D_{c,1122}^H, D_{c,1212}^H, \) and \( \kappa_{c,11}^H \) need to be computed as shown by Eqs. (2.6) and (2.13). Third-order polynomial approximations for \( D_{c,1111}^H, D_{c,1122}^H, D_{c,1212}^H, \) and \( \kappa_{c,11}^H \) are defined according to Eqs. (2.15) and (2.16). The results are shown for unit elements Young’s modulus and unit thermal conductivity so the approximation can be easily scaled (Fig. 2.7). Notably, the interpolations of the homogenized elastic properties \( D_{c,ijkl}^H(\theta) \) are scaled by a factor of \( E_0 \) and the interpolation of the homogenized thermal conductivity \( \kappa_{c,ij}^H(\theta) \) is scaled by a factor of \( \kappa_0 \).
Macroscale structural optimization

The macroscale structural optimization involves the solution of two problems. The first problem is stated in Eq. (2.27) and the second problem is stated in Eq. (3.10). In this example, \( \theta_c^{\text{min}} = 0.19, \ C_W = 2.0, \ \text{and} \ C_Q = 1.2 \) are utilized. Table 2.1 summarizes the performance and topologies of the solid design \( \theta_0 \), the solution of the first problem \( \theta^*_1 \), and several solutions to the second problem \( \theta^*_2 \). The solid design (row a) depicts the highest mass \( m \), the lowest (best) mechanical compliance \( W \) and thermal compliance \( Q \) as well as the lowest maximum surface nodal temperature \( T(\theta_0) \) and lowest maximum nodal displacement \( U(\theta_0) \).

The solution to the first problem (row b) has the lowest mass satisfying the mechanical and thermal compliance constraints. Since the material interpolation is linear, this design is conceptual but offers a reasonably good initial design for the second problem. Several solutions of the second problem are presented in Table 2.1 (rows c to k). Here, non-convex functional constraints associated with \( U \) and \( T \) are implemented using \( C_U = 1 \) and \( C_T = 1.05 \); this is, no allowed increase in displacement and a five percent increase in temperature with respect to the solid design.

Without regularization \( (C_R = 0) \) and without penalization \( (C_P = 0) \), the solution is binary (row c). This solution has the lowest mass \( m(\theta^*_2) \); however, it depicts thin-members that are difficult or impossible to capture in the additive manufacturing process. This drawback can be addressed with the use of the regularization function \( (C_R = 0.001) \) (row d). While the mass is increased with the respect to the previous design, the thin-members are no longer present. Unfortunately, there is a range of values of \( \theta_c \) that cannot be captured in the additive manufacturing process due to the spatial material gradation.

Optimal manufacturable results (clustered designs) are achieved with the use of regularization \( (C_R = 0.001) \) and penalization \( (C_P = 0.4) \) functions. Table 2.1 includes solutions with two lattice phases (rows e to g), three lattice phases (rows h to j, and four lattice phases (row k). The predefined LUCs used in this problem are: \( \theta'_1 = 0.19, \ \theta'_2 = 0.51, \ \theta'_3 = 0.75, \ \text{and} \ \theta'_4 = 1.00 \) (solid phase). In these designs, \( W, Q \), and \( U(\theta) \) are active constraints. The
constraint associated with $T(\theta)$ is inactive, hence the maximum temperature of these designs have small differences. For the optimization problem considered, the optimal design is the two-phase structure (row e) which has the lowest mass and satisfies all constraints; however, the heaviest two-phase design (row g) may also be considered as an alternative since it has the lowest maximum temperature. With respect to the solid design, the optimal design (row e) reduces the mass in about 31.1% without increasing the maximum displacement, and increasing the maximum temperature in only about 2.0%.

Figure 2.8. Finite element analysis of the two-material, optimal design Table 2.1 (row e): (a) nodal displacement, and (b) nodal temperature distribution.

2.5.2 Design of a plastic injection mold

The proposed approach is applied to the optimal design of a multiphase, lattice plastic injection mold utilized for producing bump caps used in the car shock absorber. The injection mold consists of two main components: the cavity plate and the core plate. Each plate contains a solid volume comprising the surface in contact with the injected part. The mold is designed so that the injected part remains in the core plate and is ejected by ejection pins. The core plate is also referred to as the ejector mold. The geometries of the cavity and the core plates are shown in Fig. 2.9. During the optimization process the cooling channels and other orifices remain unchanged. The surfaces in contact with the cooling channels, orifices, and the injected part remain solid during the optimization process. The surfaces
Table 2.1. Performance function values for the initial and final designs of the 2D plate.

<table>
<thead>
<tr>
<th>Row</th>
<th>Design</th>
<th>$\theta$</th>
<th>$m(\theta)$</th>
<th>$W(\theta)$</th>
<th>$Q(\theta)$</th>
<th>$U(\theta)$</th>
<th>$T(\theta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>[kg]</td>
<td>[mJ]</td>
<td>[kg·m²·K·s⁻³]</td>
<td>[µm]</td>
<td>[K]</td>
</tr>
<tr>
<td>(a)</td>
<td>$\theta_0 = 1$</td>
<td></td>
<td>78.500</td>
<td>1.871</td>
<td>114.75</td>
<td>0.278</td>
<td>288.00</td>
</tr>
<tr>
<td>(b)</td>
<td>$\theta_1^*$</td>
<td></td>
<td>46.970</td>
<td>3.743</td>
<td>137.70</td>
<td>0.384</td>
<td>293.89</td>
</tr>
<tr>
<td>(c)</td>
<td>$\theta_2^*(C_R = 0, C_P = 0)$</td>
<td></td>
<td>51.770</td>
<td>3.743</td>
<td>137.70</td>
<td>0.278</td>
<td>293.89</td>
</tr>
<tr>
<td>(d)</td>
<td>$\theta_2^*(C_R = 0.001, C_P = 0)$</td>
<td></td>
<td>53.255</td>
<td>3.743</td>
<td>137.70</td>
<td>0.278</td>
<td>293.69</td>
</tr>
<tr>
<td>(e)</td>
<td>$\theta_2^* \in {\theta_2^1, \theta_2^4}(C_R = 0.001, C_P = 0.4)$</td>
<td></td>
<td>54.085</td>
<td>3.743</td>
<td>137.70</td>
<td>0.278</td>
<td>294.01</td>
</tr>
<tr>
<td>(f)</td>
<td>$\theta_2^* \in {\theta_2^2, \theta_2^4}(C_R = 0.001, C_P = 0.4)$</td>
<td></td>
<td>58.100</td>
<td>3.743</td>
<td>137.70</td>
<td>0.278</td>
<td>292.45</td>
</tr>
<tr>
<td>(g)</td>
<td>$\theta_2^* \in {\theta_2^3, \theta_2^4}(C_R = 0.001, C_P = 0.4)$</td>
<td></td>
<td>62.524</td>
<td>3.743</td>
<td>137.70</td>
<td>0.278</td>
<td>292.18</td>
</tr>
<tr>
<td>(h)</td>
<td>$\theta_2^* \in {\theta_2^1, \theta_2^2, \theta_2^4}(C_R = 0.001, C_P = 0.4)$</td>
<td></td>
<td>56.320</td>
<td>3.743</td>
<td>137.70</td>
<td>0.278</td>
<td>293.52</td>
</tr>
<tr>
<td>(i)</td>
<td>$\theta_2^* \in {\theta_2^1, \theta_2^3, \theta_2^4}(C_R = 0.001, C_P = 0.4)$</td>
<td></td>
<td>55.114</td>
<td>3.743</td>
<td>137.70</td>
<td>0.278</td>
<td>292.91</td>
</tr>
<tr>
<td>(j)</td>
<td>$\theta_2^* \in {\theta_2^2, \theta_2^3, \theta_2^4}(C_R = 0.001, C_P = 0.4)$</td>
<td></td>
<td>58.305</td>
<td>3.743</td>
<td>137.70</td>
<td>0.278</td>
<td>292.47</td>
</tr>
<tr>
<td>(k)</td>
<td>$\theta_2^* \in {\theta_2^1 \text{ to } \theta_2^4}(C_R = 0.001, C_P = 0.4)$</td>
<td></td>
<td>57.099</td>
<td>3.743</td>
<td>134.41</td>
<td>0.278</td>
<td>293.66</td>
</tr>
</tbody>
</table>

Predefined LUCs

- $\theta_i^0 = 0.190$
- $\theta_i^0 = 0.510$
- $\theta_i^0 = 0.750$
- $\theta_i^0 = 1.000$
in contact with the injected part and the thread taps are simplified in order to improve the mesh quality of the finite element model and facilitate the numerical analysis.

Figure 2.9. The geometry of the original injection mold. Source: Hewitt Molding Company

Mesoscale analysis and homogenization

The homogenization of elastic and thermal properties makes use of cubic (3D) representative LUCs with relative densities $\theta'_c$ as shown in Fig. 2.10. For the analysis, each 3D LUC is discretized into $20 \times 20 \times 20$ Lagrange brick elements. Different sizes of rectangular holes are pre-defined along the three central, orthogonal axes of the LUCs. As before, while these are not optimized mesoscale structures, the shapes of the predefined LUCs are similar to those having maximum bulk modulus and maximum thermal conductivity reported in literature [55,75]. Due to the symmetry of the LUC structure, only $D^{H}_{c,1111}$, $D^{H}_{c,1122}$, $D^{H}_{c,1212}$, and $\kappa^{H}_{c,11}$ need to be computed. Third-order polynomial approximations are defined according to Eqs. (2.15) and (2.16). The results are shown for unit elements Young’s modulus and unit thermal conductivity so the approximation can be easily scaled (Fig. 2.10). A verification with respect to Hashin-Shtrikman (H-S) bounds for two-phase materials is shown in the Appendix.
Macroscale design of the cavity plate

The cavity plate is designed within a design domain of dimensions 5.0 in × 5.0 in × 2.6 in (127 mm × 127 mm × 66 mm). This design domain is discretized into 97705 tetrahedral finite elements. The top surface of the cavity plate sustains a uniformly distributed load of 110 ton (1.08 × 10^6 N). Rollers are applied on the lateral surface nodes. The nodal displacement of the bottom surface is constrained in the z-direction. The injection pressure on the cavity is 131 MPa including the effect of thermal expansion. Straight cooling channels are enclosed the injected part, and the temperature of the cooling channel surfaces is assumed to be 26.7 °C (299.9 K). In steady state, a heat flux of 200 W is imposed on the cavity. All other surfaces of the core are insulated (Fig. 2.11). The boundaries Γ_W and Γ_Q are defined as the cavity’s surface in contact with the injected part. The nodal displacement and temperature distributions of the initial solid mold are shown in Fig. 2.11.

The design θ^* corresponding to the solution of the first optimization problem Eq. (2.27) is shown in Fig. 2.12 (a). The performance of this design is summarized in Table 2.2 (row
b). This initial design has the lowest mass $m$ and satisfies the two functional constraints, i.e., mechanical compliance $W$ and thermal compliance $Q$.

For the second problem Eq. (3.10), three predefined relative density values are used: $\theta_1' = 0.259$, $\theta_2' = 0.741$, and $\theta_3' = 1.000$ (solid phase). The parameters $C_P = 0.01$, $C_R = 0.03$, $C_U = 1$, and $C_T = 1.05$ are used in the optimization problem formulation. Here, two solutions $\theta_2^*$ are presented Fig. 2.12 (b) and (c). These solutions consider two and three lattice phases, respectively. For these two designs, the constraints on $W$, $Q$, and $U(\theta)$ are activate, while the constraint on $T(\theta)$ is inactivate. The performance of each optimal design is summarized in Table 2.2 (rows c and d). The two-phase design shows a 23.8% mass reduction with respect to the solid design. For the surface in contact with injected part, the maximum displacement remains the same and the maximum temperature increases 3.1%. The three-phases design has an improved (inactive) mechanical compliance and higher mass. Based on the problem statement, the two-phase design is preferred.
Figure 2.12. The result optimal LUC phases distribution of the design domain for the cavity plate.

Table 2.2. Performance function values of the initial and final designs of the cavity

<table>
<thead>
<tr>
<th>Row</th>
<th>Design</th>
<th>$m(\theta)$</th>
<th>$W(\theta)$</th>
<th>$Q(\theta)$</th>
<th>$U(\theta)$</th>
<th>$T(\theta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>[kg]</td>
<td>[J]</td>
<td>[kg·m²]</td>
<td>[µm]</td>
<td>[K]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a)</td>
<td>$\theta_0 = 1$</td>
<td>5.275</td>
<td>12.78</td>
<td>3992.8</td>
<td>22.18</td>
<td>337.52</td>
</tr>
<tr>
<td>(b)</td>
<td>$\theta_1^*$</td>
<td>3.112</td>
<td>25.55</td>
<td>4791.4</td>
<td>30.25</td>
<td>348.25</td>
</tr>
<tr>
<td>(c)</td>
<td>$\theta_2^* \in {\theta_1', \theta_3'}$</td>
<td>4.072</td>
<td>25.55</td>
<td>4791.4</td>
<td>22.18</td>
<td>348.00</td>
</tr>
<tr>
<td>(d)</td>
<td>$\theta_2^* \in {\theta_1', \theta_2', \theta_3'}$</td>
<td>4.086</td>
<td>23.80</td>
<td>4792.0</td>
<td>22.18</td>
<td>347.90</td>
</tr>
</tbody>
</table>

**Macroscale design of the core plate**

The dimensions of the design domain for the core plate are 5.0 in × 5.0 in × 2.3 in (127 mm × 127 mm × 66 mm). The design domain is discretized into 113982 tetrahedral
finite elements. The bottom surface of the core sustains a uniformly distributed load of 110 ton (1.08 × 10^6 N). Rollers are applied on the lateral surfaces. The displacement of the top surface is constrained in the z-direction. As before, the injection pressure on the interface between the part and the core is 131 MPa. The temperature on the surface of the cooling channel is set to be 26.7 °C (299.9 K). At the steady state, a heat flux of 200 W is imposed on the interface between the part and the core. All other surfaces of the core are insulated. The boundaries Γ_W and Γ_Q are defined as the plate’s surface in contact with the part. The nodal displacement and temperature distributions of the initial solid mold are shown in Fig. 2.13.

The design θ^*_1 corresponding to the solution of the first optimization problem, Eq. (2.27), is shown in Fig. 2.14 (a). The performance of this design is summarized in Table 2.3 (row b). As expected, this initial design has the lowest mass m and satisfies the functional constraints on mechanical compliance W and thermal compliance Q.
Figure 2.14. The result optimal LUC phases distribution of the design domain for the core plate.

Table 2.3. Performance function values of the initial and final designs of the core.

<table>
<thead>
<tr>
<th>Row</th>
<th>Design</th>
<th>( m(\theta) )</th>
<th>( W(\theta) )</th>
<th>( Q(\theta) )</th>
<th>( U(\theta) )</th>
<th>( T(\theta) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>kg</td>
<td>J</td>
<td>kg·m²</td>
<td>[µm]</td>
<td>[K]</td>
<td>[K·s⁻¹]</td>
</tr>
<tr>
<td>(a)</td>
<td>( \theta_0 = 1 )</td>
<td>6.971</td>
<td>11.20</td>
<td>27037.0</td>
<td>16.95</td>
<td>481.92</td>
</tr>
<tr>
<td>(b)</td>
<td>( \theta_1^* )</td>
<td>3.830</td>
<td>22.40</td>
<td>32444.4</td>
<td>15.05</td>
<td>507.84</td>
</tr>
<tr>
<td>(c)</td>
<td>( \theta_2^* \in { \theta_1^<em>, \theta_3^</em> } )</td>
<td>4.771</td>
<td>22.40</td>
<td>32444.4</td>
<td>14.63</td>
<td>502.10</td>
</tr>
<tr>
<td>(d)</td>
<td>( \theta_2^* \in { \theta_1^<em>, \theta_2^</em>, \theta_3^* } )</td>
<td>5.150</td>
<td>20.85</td>
<td>31652.2</td>
<td>15.61</td>
<td>501.94</td>
</tr>
</tbody>
</table>

For the second problem, Eq. (3.10), the same three predefined relative density values are used, namely, \( \theta_1^* = 0.259 \), \( \theta_2^* = 0.741 \), and \( \theta_3^* = 1.000 \) as well as the same parameters \( C_P = 0.01 \), \( C_R = 0.03 \), \( C_U = 1 \), and \( C_T = 1.05 \) in the optimization problem formulation.
Two solutions $\theta_2^*$ are presented Fig. 2.14 (b) and (c). These solutions consider two and three lattice phases, respectively. For these two designs, the constraints on $W$ and $Q$ are activate, while the constraints on $U(\theta)$ and $T(\theta)$ are inactivate. The performance of each optimal design is summarized in Table 2.3 (rows c and d). The two-phase design shows a 31.6% mass reduction with respect to the solid design. For the surface in contact with injected part, the maximum displacement remains the same and the maximum temperature increases 4.2%.

Conformal cooling

In order to achieve better thermal performance, the proposed design approach can be applied to mold plates with conformal cooling channels. In this example, the straight cooling channel is replaced by a U-shaped cooling channel. This cooling channel conforms to the internal shape of the core plate as shown in Fig. 2.15. This modification significantly decreases the core plate’s maximum temperature $T(\theta)$ and the thermal compliance $Q$ without significantly change the maximum displacement $U(\theta)$ . As in the previous example, the two-phases design is the optimal solution. The FEA results are shown in Fig. 2.15 and the performance of each optimal design n is summarized in Table 2.4.

| Table 2.4. Performance function values for the initial and final designs of the core plate with conformal cooling. |
|---|---|---|---|---|
| Row | Design | $m(\theta)$ [kg] | $W(\theta)$ [J] | $Q(\theta)$ [kg·m$^2$] | $U(\theta)$ [µm] | $T(\theta)$ [K] |
| (a) | $\theta_0 = 1$ | 6.874 | 11.63 | 10966.0 | 19.92 | 388.18 |
| (b) | $\theta_1^*$ | 3.673 | 23.26 | 11325.7 | 18.95 | 389.61 |
| (c) | $\theta_2^* \in \{ \theta_1', \theta_3' \}$ | 4.612 | 23.26 | 11205.1 | 14.91 | 388.85 |
| (d) | $\theta_2^* \in \{ \theta_1', \theta_2', \theta_3' \}$ | 4.978 | 23.26 | 11452.9 | 15.61 | 389.27 |
Figure 2.15.. Boundary conditions and FEA results of the core plate with solid matrix and conformal cooling channels: (a) mechanical loads and supports; (b) thermal heat flux, sink (cooling channel), and insulation; (c) nodal displacement; and (d) nodal temperature distribution.

**Final design and additive manufacturing considerations**

The optimized design domains for the core and cavity plates are defined by nodal density fields. These fields are interpolated in order to generate the final LUC rectangular grid. The rectangular LUC grid is merged to the initial mold design using boolean operations. The commercial software Netfabb® is used for this task. The merging operation eliminates hollow spaces in the interface and guarantees the quality of the final STL file used in additive manufacturing. The size and quality of the STL file depends on the number of triangles (or polygons) to tessellate the geometry. Generally, the STL file size and the number of triangles is limited by the 3D printer and also by the post-processing software. In work, Formlab Form 2 SLA printer (Formlabs, Somerville, MA) and the software
Figure 2.16. The result optimal LUC phases distribution of the design domain for the core plate with conformal cooling.

Netfabb® (Autodesk, San Rafael, CA) are utilized. In order to keep the size of the STL small and tractable, only a two to four predefined LUCs are used in this work.

The final cavity and the core plate designs with conformal cooling channels are prototyped using a Formlabs Form 2 stereolithography (SLA) printer. Clear resin is used to visualize the internal lattice structure and the conformal cooling channels (Fig. 2.18). The lattice structure is embodied by cubic LUCs. The size of each cubic LUC is 0.2 in × 0.2 in × 0.2 in (5 mm × 5 mm × 5 mm). The minimum strut size and the minimum hole size within the LUC are 0.067 in (1.7 mm). The core plate is composed of 25 × 25 × 13 LUCs. The cavity plate is composed of 25 × 25 × 12 LUCs. Experimental verification in the SLA unit shows that there is no need for an internal support structure. The relative LUC size effect for homogenized properties of this structure is small [142].

In order to demonstrated the feasibility for metal additive manufacturing, a sample containing 125 functionally graded LUCs (5 × 5 × 5) is prototyped in a Direct Metal Laser Sintering (DMLS) unit (EOS M280, Hamburg, Germany) (Fig. 2.18 g). The test shows that
Figure 2.17. Finite element analysis of the two-material optimal design: (a) The nodal displacement distribution of Table 2.2 (row c); (b) the nodal temperature distribution of Table 2.2 (row c); (c) the nodal displacement distribution of Table 2.4 (row c); and (d) the nodal temperature distribution of Table 2.4 (row c).

without internal support structure, the quality of any lattice cube with strut and hole size greater than 0.03 in (0.762 mm) is guaranteed: smaller strut members may curl during and smaller holes may be completely filled during the additive manufacturing process.

2.6 Conclusion

This Chapter presents a multiphase topology optimization approach to obtain lightweight lattice injection molds. The mesoscale LUC thermomechanical properties are derived using asymptotic homogenization. A polynomial fitting function is conveniently defined in order to conduct the macroscale structural optimization. The optimal macroscale design is obtained through thermomechanical, FEA-based structural optimization.
The proposed approach allows the systematic optimal design of lightweight lattice structures satisfying the global and local mechanical and thermal constraints. The optimal structure is defined by the optimal distribution of predefined lattice LUCs. In this study, homogenization is extended to three-dimensional structures and includes elastic properties as well as thermal properties. The numerical examples show that, with respect to a traditional solid design, a small change in nodal displacement (less than 5 \( \mu m \)) and no change in nodal temperature allows for significant mass reduction (over 30\%). Since less material is used in the optimized designs, this translates into manufacturing cost savings. The resulting three-dimensional structures are manufacturable using additive manufacturing. With the development of additive manufacturing technologies for metallic tools (rapid tooling) it is expected that lattice molds become more popular in the near future.

Ongoing work focuses on the thermal and mechanical experimental tests. In addition, the influence of the lattice LUC’s architecture on the additive manufacturing cost and fea-
sibility will be investigated. Finally, rather than assuming the constant temperature on the surface of the pipe, effort should be devoted on including heat convection and advection effects in pipe flows in the future design. To improve the steady state analysis, cooling cycles of the optimal design may be investigated. In addition, coupled thermo-elastic homogenization is being implemented so that the effect of thermo-elastic load will be consistently taken into account so this approach can be extended to general thermo-mechanical applications.

Appendix 1: Verification of the homogenization using Hashin-Shtrikman bounds

For verification of the homogenization and interpolation procedures, let us consider lattice LUCs using linear elasticity and thermal conductivity theories. The bulk modulus is given by

\[
K(\theta) = D_{c,1111}^H(\theta) - \frac{4}{3} D_{c,1212}^H(\theta) = D_{c,1122}^H(\theta) - \frac{2}{3} D_{c,1212}^H(\theta),
\]

(2.33)

the shear modulus is given by

\[
\mu(\theta) = D_{c,1212}^H(\theta),
\]

(2.34)

and thermal conductivity is given by

\[
\kappa(\theta) = \kappa_{c,1}^H(\theta).
\]

(2.35)

The bulk modulus, shear modulus, and thermal conductivity are compared with the Hashin-Shtrikman (H-S) bounds for two-phase materials [143, 144]. Figure 2.19 represents H-S bounds and functions corresponding to the 3D LUCs. As expected, the polynomial approximations falls within the H-S bound, closer to the upper bound.
Figure 2.19. The comparison between continuous 3D LUCs properties derived by polynomial regression and Hashin-Strikman bounds.
3. MULTISCALE, THERMOMECHANICAL TOPOLOGY OPTIMIZATION OF SELF-SUPPORTING CELLULAR STRUCTURES

This chapter aims to establish a multiscale topology optimization method for the optimal design of non-periodic, self-supporting cellular structures subjected to thermo-mechanical loads. The result is a hierarchically complex design that is thermally efficient, mechanically stable, and suitable for additive manufacturing. The proposed method seeks to maximize thermo-mechanical performance at the macroscale in a conceptual design while obtaining maximum shear modulus for each unit cell at the mesoscale. Then the macroscale performance is re-estimated and the mesoscale design is updated until the macroscale performance is satisfied. A two dimensional MBB beam withstanding thermo-mechanical load is presented to illustrate the proposed design method. Furthermore, the method is implemented to optimize a three-dimensional injection mold, which is successfully prototyped using 420 stainless steel infiltrated with bronze. By developing a computationally efficient and manufacturing friendly inverse homogenization approach, the novel multiscale design could generate porous molds which can save up to 30% material compared to their solid counterpart without decreasing thermo-mechanical performance. This study is a useful tool for the designer in molding industries to reduce the cost of the injection mold and take full advantage of additive manufacturing.

3.1 Background and motivation

Molds used in the plastic injection molding process must withstand extreme pressure loads and thermal expansion, while at the same time providing dimensional accuracy of the molded part. These molds are required to efficiently and uniformly transfer heat flux
from the molded part to cooling channels [131]. In conventional molds, the cooling system often consists of straight-line cooling channels, which can be manufactured using machining processes; however, they are thermally inefficient and unable to cool the injected part uniformly. The emergence of metal based Additive Manufacturing (AM) enables the design and production of intricate conformal cooling channels in molds, offering significant cost savings, particularly in designs having high geometric complexity. These AM technologies include Direct Metal Laser Sintering (DMLS), Electron Beam Melting (EBM) and Selective Laser Melting (SLM) [145]. The unique capabilities of AM technologies allow innovative design approaches that challenge traditional guidelines of the several major industries including plastics injection molding [146, 147].

These approaches, aiming to reduce the AM cost without decreasing the performance of design part, can be divided into three groups, namely macroscale (structural) design, mesoscale (meta-material) and multiscale design. In macroscale, structural optimization, including size optimization, shape optimization and topology optimization, are the most commonly used methods for parts design of additive manufacturing. Among them, topology optimization has the best design flexibility since it allows material distributed in terms of physics requirement, offering the potential to create novel and complex parts with high performance and reducing material cost [42, 148]. Some studies have been investigated to develop design frameworks of topology optimization for additive manufacturing for mechanical, thermal and thermo-mechanical structures [42, 122, 149]. In mesoscale, the solid phase meta-materials can be replaced with open cell lattice or porous materials, without changing the macroscale geometry contours [48, 146, 150]. Finally, in a multiscale design, both macroscale and mesoscale design method are simultaneously applied [58, 63, 65, 151]. The most computationally efficient and manufacturing friendly multiscale approach is called Topology Optimization with Functionally Graded Unit Cells [58, 151]. In this method, homogenized properties of a series of pre-defined lattice unit cells with functionally graded relative densities, from void to solid, are derived. The properties of these unit cells are synthesized and implemented in the macroscale topology optimization, leading optimal structures that composed of quasi-periodically distributed, functionally
graded unit cells. As an example, in our previous work [151], injection molds designed using this method can ideally save 10% to 30% of material cost without compromising thermo-mechanical performance of the mold, as well as maintaining the geometry in contact with other mold assemblies (Fig.3.1).

Despite of the straightforward of this method, in such optimal design, the geometry complexity of the unit cells are limited since they are controlled by limited functionally graded parameters. Furthermore, these lattice unit cells may consist of some undesirable long overhanging struts, which lead risks of deformation or sagging in the manufacture process. To support these unstable structures, additional material would be required during AM process. As a result, the actual material usage is more than anticipated. In addition, the removal of large amount of support materials for delicate lattice unit cell structures is time consuming and may breaking off small pieces of lattices. An efficient strategy to reduce support structure materials is to construct self-supporting lattice unit cells in mesoscale design. Self-supporting structure ensures that, during the manufacturing process of these cells, one building layer can be supported by its underneath layer without distorted too
much or even fail [48]. To obtain a self-supporting lattice structure, the fabrication angle between horizontal plane and downward face of the lattice unit cell should be more than some critical values between 40° to 45° [150]. Typical design strategies to design structures fulfilled this fabrication angle criterion include Computer Aided Design (CAD), biological architecture image data based design, and implicit surface design based on analytical mathematical equations. However, all of these strategies are developed by means of designers’ intuition and experience, often requiring a tedious trial and error process to achieve the expected properties. Fortunately, the inverse homogenization method can complement this weakness [49]. With application of inverse homogenization, the optimum topologies of a lattice unit cell with maximum bulk modulus, shear modulus or heat conduction can be obtained [55, 75]. Among these topologies, the lattice unit cell having maximum shear modulus represents a diamond shape that benefit to reduce the support structure material in AM process.

However, inverse homogenization method is mainly implemented in a mesoscale design rather than in a multiscale design, probably due to the high computational cost to optimize each unit cell. In this study, a multiscale thermo-mechanical topology optimization algorithm involved a computationally efficient inverse homogenization method is proposed. A multiscale topology optimization specifies that, the optimized topologies are achieved in both macroscale structure and mesoscale unit cells. The two scales topologies can be optimized either concurrently or hierarchically. The concurrent approach is computationally efficient but it results in only one periodically distributed mesoscale topology [63], while the hierarchically approach can attain optimized properties for each lattice unit cell but it costs significant computational resource and time. Although this hierarchical approach has been an active research topic for many years [65], few of them are applied this approach in three dimensional design with consideration of manufacture issues. In our study, by implementing a computationally efficient inverse homogenization method to maximize shear modulus of each unit cell, the whole structure is self-supporting and easy to manufacture. Furthermore, a Hybrid Cellular Automata (HCA) [66] updating scheme is employed to guaranteed the thermo-mechanical performance of the macroscale structure. Also, com-
pared to our previous work [151], the method brings a manufacturing friendly design and the design accuracy is improved since each mesoscale unit cell is optimized.

The paper is organized as following: homogenization method, which is the foundation of the proposed approach, will be briefly reviewed in section 2. Then, the proposed multiscale thermo-mechanical topology optimization is presented in section 3. In section 4, the method is demonstrated by optimizing a solid mold to a porous injection mold. In Section 5, the issues with respect to final design, manufacturing as well as future experiment plan are described. Finally, conclusion is presented in section 6.

3.2 Representative volume element based homogenization

The material design is formulated as a structural optimization problem and be optimized using inverse homogenization method [152]. The objective function of this method contains effective properties of investigated material, which are found by numerical homogenization. Numerical homogenization can be implemented in asymptotic method (AH), mutual energy approach and represent volume element (RVE)-based approach. All of them can be used to derive homogenized elasticity tensor $D_c^H$ and thermal conductivity tensor $\kappa_c^H$ of an a-priori defined unit cell. In this section, these methods are briefly reviewed before presenting the proposed multiscale thermomechanical topology optimization approach.

3.2.1 Asymptotic homogenization and energy-based homogenization

Asymptotic homogenization (AH) assumes each mesoscale unit cell in a macroscale structure follows periodic boundary condition (PBC). The measurable quantity of a unit cell $u$ is the superposition of macroscale quantity $u_0(x,y)$ and a small periodically fluctuated mesoscale quantity $u_1(x,y)$, which can be represented using first order asymptotic expansion:

$$u^\varepsilon = u_0(x,y) + \varepsilon u_1(x,y) + \mathcal{O}(\varepsilon^2), \quad y = x/\varepsilon, \quad \varepsilon \ll 1.$$ (3.1)
Asymptotic homogenization can be rewritten in an equivalent discretized form in terms of element mutual energies:

$$D_c^H = \frac{1}{|V_c|} \sum_{e=1}^{n_e} \int_{V_e} [\mathbf{I} - \mathbf{B}_e \chi_e] \mathbf{D}_e [\mathbf{I} - \mathbf{B}_e \chi_e] dV_e, \tag{3.2}$$

where $n_e$ are the number of finite elements of the discretized unit cell, $|V_c|$ is the unit cell volume, $\mathbf{I}$ is the identity matrix, $V_e$ is the volume of the finite element $e$, $\mathbf{B}_e$ is the elemental strain-displacement matrix, $\mathbf{D}_e$ is the elemental elasticity tensor, and $\chi_e$ is the matrix containing the element displacement vectors $\chi_e^{ij}$ resulting from globally enforcing the unit test strain fields $\varepsilon^{ij}$ ($[\chi_e^{11}, \chi_e^{22}, \chi_e^{12}]$ for a 2D finite element). The elemental displacement vectors $\chi_e^{ij}$ are obtained from the global displacement vector of the unit cell $\chi_c^{ij}$, which is the solution of the equilibrium equation

$$\left[ \sum_{e=1}^{n_e} \int_{V_e} \mathbf{B}_e^T \mathbf{D}_e \mathbf{B}_e dV_e \right] \chi_c^{ij} = \sum_{e=1}^{n_e} \int_{V_e} \mathbf{B}_e^T \chi_e^{ij} dV_e. \tag{3.3}$$

The first term in the left hand side of Eq. (3.3) is the stiffness matrix of the unit cell and the right hand side is the nodal force vector of the unit cell.

In analogy to homogenization theory for elasticity tensor, homogenized thermal conductivity tensor $\kappa_c^H$ of a discretized periodic unit cell is given by

$$\kappa_c^H = \frac{1}{|V_c|} \sum_{e=1}^{n_e} \int_{V_e} [\mathbf{I} - \mathbf{B}_e^T \mathbf{T}_e] \kappa_e [\mathbf{I} - \mathbf{B}_e^T \mathbf{T}_e] dV_e, \tag{3.4}$$

where $n_e$ are the number of finite elements of the discretized unit cell, $|V_c|$ is the unit cell volume, $\mathbf{I}$ is the identity matrix, $V_e$ is the volume of the finite element, $\mathbf{B}_e^T$ is the elemental (temperature gradient)-temperature matrix, $\kappa_e$ is the element thermal conductivity tensor, and $\mathbf{T}_e$ is the matrix containing the element nodal temperature vectors $\mathbf{T}_e^{ij}$ resulting from globally enforcing the unit test temperature gradient fields ($[\mathbf{T}_e^1, \mathbf{T}_e^2]$ for a 2D solid finite element). As before, the element temperature vectors $\mathbf{T}_e^{ij}$ are obtained from the global temperature vector of the unit cell $\mathbf{T}_c^i$, which is the solution of the equilibrium equation

$$\left[ \sum_{e=1}^{n_e} \int_{V_e} \mathbf{B}_e^T \kappa_e \mathbf{B}_e dV_e \right] \mathbf{T}_c^i = \sum_{e=1}^{n_e} \int_{V_e} \mathbf{B}_e^T \kappa_e \mathbf{T}_e^i dV_e. \tag{3.5}$$
Figure 3.2. Comparison of Dofs setting between energy-based homogenization and asymptotic homogenization. (a) The discretized unit cell. (b) Dofs used in energy-based homogenization. (c) Dofs used in asymptotic homogenization.

The first term in the left hand side of Eq. (3.5) is the “stiffness” thermal matrix of the unit cell and the right hand side is the nodal heat flux vector of the unit cell.

Energy-based homogenization is an equivalent approach to asymptotic homogenization. In this method, the mutual energy form (Eq. (3.2) or (3.4)) and PBC are adopted as well. The difference between these two methods are the implementation of PBC and test strains. In energy-based homogenization, nodal displacement constraints are imposed on each pair of opposites boundaries $k−$ and $k+$ to satisfy PBC:

$$\chi^k_{i} - \chi^k_{i-} = \varepsilon_{ij}^0 \Delta y,$$

where $\varepsilon_{ij}^0$ is a given strain and $\Delta y$ is the length of the unit cell [153]. In asymptotic homogenization, each pair of opposite boundaries share same Dofs (Fig.3.2) [154], and the test strains are imposed on the whole finite element.

### 3.2.2 Representative volume element method

Compared to above two methods, Representative volume element (RVE)-based method is straightforward. It is derived based on the assumption of constant strain fields are uni-
formly distributed over a RVE, thus homogenized elasticity tensor can be computed by average stress and strain using Hooke’s law:

$$\langle \sigma \rangle = \langle E \rangle \langle \varepsilon \rangle,$$  \hspace{1cm} (3.7)

where $\langle \sigma \rangle$ is average stress, and $\langle \varepsilon \rangle$ is average strain of a RVE. In finite element analysis, by applying a group of prescribed unit test strain on the RVE’s boundaries, the homogenized properties can be obtained through computation of average stress of the whole element. Using the strain and displacement relations (for 2D problem):

$$\varepsilon_x = \frac{\partial u}{\partial x}, \hspace{0.5cm} \varepsilon_y = \frac{\partial u}{\partial y}, \hspace{0.5cm} \gamma_{xy} = 0.5 \times (\frac{\partial u}{\partial y} + \frac{\partial v}{\partial x}),$$  \hspace{1cm} (3.8)

applying prescribed displacement $[u = x \hspace{0.5cm} v = 0]$ on RVE’s boundary yields an average stresses equal to $E_{1111}$ and $E_{2211}$, applying prescribed displacement $[u = 0 \hspace{0.5cm} v = y]$ yields average stresses equal to $E_{2222}$ and $E_{1122}$, and applying prescribed displacement $[u = 0.5 \times y \hspace{0.5cm} v = 0.5 \times x]$ yields $E_{1212}$.

In analogy to this, homogenized thermal conductivity tensor can be computed by average heat flux and temperature gradient using Fourier’s law:

$$\langle q \rangle = \langle \kappa \rangle \langle \nabla T \rangle,$$  \hspace{1cm} (3.9)

where $\langle q \rangle$ is average heat flux. It can be obtained by applying prescribed temperature $T_1 = x$ and $T_2 = y$ on boundaries.

To compare RVE and AH methods, a test using a group of 3D cubes with rectangular holes are implemented as Fig.3.3 shown. The resulting values from RVE-based method are slightly higher than those derived from AH method and the equivalent energy-based approach, which implies using RVE-based approach may over-evaluate stiffness of the structure. However, RVE-based method has two main advantages over AH method. First, this method is appropriate to evaluate properties of non-periodic mesoscale material, because assumption of periodic boundary condition is not required. In addition, since prescribed displacements on the boundaries are linear functions of geometry coordinate, symmetry
condition can be used for finite element analysis, if RVE’s center located on the coordinate (0, 0, 0). The computation cost will thus be saved.

3.3 Multiscale thermomechanical topology optimization

In this section, proposed multiscale thermomechanical topology optimization is presented. A flow chart (Fig. 3.4) is shown to describe this approach. First, in terms of the force \( \mathbf{f} \) and heat flux \( \mathbf{f}_t \) applied to design domain \( \Omega \) and surface \( \Gamma \), a conceptual design having a density distribution \( \theta_c \) is generated, using macroscale thermo-mechanical topology optimization with a linear material interpolation. Elemental strains \( \varepsilon_1 \cdots \varepsilon_{\text{nel}} \) and relative densities \( \theta_1 \cdots \theta_{\text{nel}} \) of this conceptual design are evaluated. Based on these information, each unit cell is optimized through RVE-based inverse homogenization. Then, homogenized tensor \( \left( \mathbf{D}_{C,1}^H \cdots \mathbf{D}_{C,\text{nel}}^H, \kappa_{C,1}^H \cdots \kappa_{C,\text{nel}}^H \right) \) and local stiffness matrix \( \left( \mathbf{K}_1^H \cdots \mathbf{K}_{\text{nel}}^H, 
\kappa_1^H \cdots \kappa_{\text{nel}}^H \right) \) of each optimal unit cells are computed through asymptotic homogenization (AH). With assembled global stiffness matrix \( \left( \Sigma \mathbf{K}_C^H, \Sigma \mathbf{K}_t^H \right) \), the macroscale thermo-mechanical finite element analysis is performed to re-evaluated the objective. After these steps, the first iteration of multiscale optimization is finished. Since in the conceptual design, the linear interpolation represents a stiffer property than the actual material with same densities, the internal energy or compliance of resulting porous structure from the
first iteration would be underestimated. Hence, design variables are updated by enabling additional mass and next iteration is performed. The approach contains three key concepts, namely macroscale structural design, mesoscale material design, and design updating scheme, which will be described in following sections.

![Flow chart of multiscale thermomechanical topology optimization](image)

---

3.3.1 Macroscale structure design: topology optimization

The purpose of macroscale optimization is to use given mass, minimize the internal energy or compliance arising from external load $f^T \mathbf{u}$ and thermal expansion $f^T_{th} \mathbf{u}$, while remaining thermal compliance $f^T_{th} \mathbf{T}$ that adopted as a measurement of heat conduction, employed as a constraint. The constraint aims to use relax factor $C_Q$ to define an upper bound of thermal compliance, in order to ensure a small thermal compliance which indicating high thermal performance. Additionally, In the optimization process, Hooke’s and Fourier’s law
are served as physics constraints. Finally, macroscale thermomechanical topology optimization is stated as

\[
\begin{align*}
given & \quad m(\theta_1) \\
m & \quad \text{minimize} \quad f^T u(\theta_1) + f_{th}^T T(\theta_1) \\
& \quad \text{subject to} \quad f_i^T T(\theta_1) \leq C_0 f_i^T T(\theta_0) \\
& \quad \quad \quad m(\theta_{\text{min}}) \leq m(\theta_1) \leq m(\theta_0) \\
& \quad \quad \quad \theta_{\text{min}} \leq \theta_1 \leq 1 \\
& \quad \quad \quad \text{satisfying} \quad K(\theta_1) u(\theta_1) = f + f_{th} \\
& \quad \quad \quad \quad \quad K_t(\theta_1) f_i = T(\theta_1),
\end{align*}
\]

where \( \theta_1 \) represents relative density distribution and \( \theta_0 \) is the initial design; \( m \) is mass of macroscale structure; \( f \) is mechanical load and \( f_{th} \) is thermal expansion load; \( u \) is nodal displacement vector; \( f_i \) represents nodal heat flux and \( T \) nodal temperature. \( K \) is global stiffness matrix for mechanical; \( K_t \) is global stiffness for heat conduction. The sensitivity analysis of a coupled thermomechanical topology optimization is described in [25]. To analysis sensitivity of this problem, Eq. (3.10) can be rewritten as the form of Lagrangian function \( L \):

\[
\begin{align*}
\text{find} & \quad \theta_1^* \in \mathbb{R}^{n_c} \\
& \quad \text{minimize} \quad L(\theta_1) = (f + f_{th})^T u(\theta_1) + \omega f_i^T T(\theta_1) \\
& \quad \quad \quad \lambda_m^T (K(\theta_1) u(\theta_1) - f - f_{th}) + \lambda_t^T (K_t(\theta_1) T(\theta_1) - f_i) \\
& \quad \quad \quad \text{subject to} \quad m(\theta_{\text{min}}) \leq m(\theta_1) \leq m(\theta_0) \\
& \quad \quad \quad \theta_{\text{min}} \leq \theta_1 \leq 1,
\end{align*}
\]

where \( \omega \) is a weighting factor, \( \lambda_m \) and \( \lambda_t \) are adjoint vectors. Notably, here the design dependent load \( f_{th} \) is not only a function of relative density \( \theta_1 \), but also a function of
temperature $T$. Indeed, $T$ is a function of $\theta_1$. Thus, by using chain rule, the derivatives of the Lagrangian for each element $\theta_c$ are written as

$$\begin{align*}
\frac{\partial L(\theta_1)}{\partial \theta_c} &= u(\theta_1)\frac{\partial f_{th}}{\partial \theta_c} + u(\theta_1)^\top \frac{\partial f_{th}}{\partial T(\theta_1)} \frac{\partial T(\theta_1)}{\partial \theta_c} + (f + f_{th})\frac{\partial u(\theta_1)}{\partial \theta_c} + \omega f_{th}^\top \frac{\partial T(\theta_1)}{\partial \theta_c} + \\
&\quad \lambda_m^\top \left( \frac{\partial K(\theta_1)}{\partial \theta_c} u(\theta_1) + K(\theta_1) \frac{\partial u(\theta_1)}{\partial \theta_c} - \frac{\partial f_{th}}{\partial \theta_c} - \frac{\partial f_{th}}{\partial T(\theta_1)} \frac{\partial T(\theta_1)}{\partial \theta_c} \right) + \\
&\quad \lambda_i^\top \left( \frac{\partial K_i(\theta_1)}{\partial \theta_c} T(\theta_1) + K_i(\theta_1) \frac{\partial T(\theta_1)}{\partial \theta_c} \right)
\end{align*}$$

(3.12)

where $\lambda_m^\top$ and $\lambda_i^\top$ are the vectors of adjoint variables. In order to cancel $\frac{\partial u(\theta_1)}{\partial \theta_c}$ term and $\frac{\partial T(\theta_1)}{\partial \theta_c}$, the value in adjoint vectors can be defined to satisfy

$$\begin{align*}
((f + f_{th})^\top + \lambda_m^\top K(\theta_1)) \frac{\partial u(\theta_1)}{\partial \theta_c} &= 0 \\
\left( u(\theta_1)^\top \frac{\partial f_{th}}{\partial T(\theta_1)} + \lambda_i^\top K_i(\theta_1) - \lambda_m^\top \frac{\partial f_{th}}{\partial \theta_c} + \omega f_{th}^\top \right) \frac{\partial T(\theta_1)}{\partial \theta_c} &= 0,
\end{align*}$$

(3.13)

where

$$\frac{\partial f_{th}}{\partial T(\theta_1)} = K_{mt}(\theta_1),$$

(3.14)

where $K_{mt}$ is the thermo-mechanical coupling matrix. By sequentially solving the above two equations, finally, the sensitivity is derived as

$$\begin{align*}
\frac{\partial L(\theta_1)}{\partial \theta_c} &= u(\theta_1)^\top \frac{\partial f_{th}}{\partial \theta_c} + \lambda_m^\top\left( \frac{\partial K(\theta_1)}{\partial \theta_c} u(\theta_1) - \frac{\partial f_{th}}{\partial \theta_c} \right) + \lambda_i^\top \frac{\partial K_i(\theta_1)}{\partial \theta_c} T(\theta_1)
\end{align*}$$

(3.15)

In proposed multiscale approach, macroscale topology optimization is only called one time to generate a conceptual design. The design is generated using linear material interpolation, method of moving asymptotes (MMA) solver [?] and no filters.

### 3.3.2 Mesoscale material design: inverse homogenization

By using the information provided by macroscale conceptual design, maximum bulk modulus, shear modulus and heat conduction for each unit cell can be found through RVE-based inverse homogenization method. With application of elemental relative density
It is stated as a displacement based, multiple-load cases topology optimization:

\[
\text{given } m(\theta_{ne}), \varepsilon(\theta_{ne}), \nabla T(\theta_{ne})
\]

\[
\text{minimize } \sum_{i=1}^{n} f_i(u_i(m(\theta_{ne}), \varepsilon(\theta_{ne}))) \quad \text{or} \quad \sum_{i=1}^{n} f_{t,i}(\nabla T)_i(m(\theta_{ne}), \nabla T(\theta_{ne}))
\]

subject to \( m(\theta_{min}) \leq m(\theta) \leq m(\theta_{ne}) \)

\[
\theta^{min} \leq \theta \leq \theta^{max}
\]

satisfying \( K(\theta_{ne})^{-1} u(\theta_{ne}) = f \)

\( K_t(\theta_{ne})^{-1} T(\theta_{ne}) = f_t, \)

where mechanical compliance (extreme elasticity property) or thermal compliance (extreme heat conduction) for each unit cell is stated as an objective. \( n \) is the number of load cases. For a 2D RVE, \( n = 2 \), and for a 3D RVE, \( n = 6 \). The loads in each load case are induced by prescribed displacement or temperature gradient, which are defined in Fig. 3.5 for a 2D RVE.

Figure 3.5. Prescribed displacement (or temperature gradient) and supports (or insulated boundary) for the purpose of maximizing extreme properties.
The inverse homogenization problems for 2D RVEs are solved using in-house Matlab code, in which solid isotropic material penalization (SIMP) method [?], MMA solver and density based filter are used. Fig. 3.6 shows resulting topologies using given relative density \( m(\theta_{ne}) = 0.19, 0.5 \) and \( 0.81 \), prescribed strain \( \varepsilon(\theta_{ne}) = (1, 1, 1) \), and prescribed temperature gradient \( \nabla \kappa(\theta_{ne}) = (1, 1) \). Each unit cell is composed of \( 80 \times 80 \) elements, but only a quarter of the structure \( (40 \times 40 \) elements) is required to be analyzed. The results are consistent with reference ([54, 75, 107]). 3D extension is developed based on Top3d program [155]. Similarly, the optimum topologies are obtained using SIMP method, MMA solver and density based filter with \( m(\theta_{ne}) = 0.259, 0.5 \) and \( 0.74 \), prescribed strain \( \varepsilon(\theta_{ne}) = (1, 1, 1, 1, 1) \), and prescribed temperature gradient \( \nabla \kappa(\theta_{ne}) = (1, 1, 1) \) (Fig. 3.7). The results are shown as a distribution of \( 2 \times 2 \times 2 \) unit cells to illustrate the connectivity. Each unit cell is composed of \( (40 \times 40 \times 40) \) elements, but only \( 1/8 \) of the structure \( (20 \times 20 \times 20) \) is required to be analyzed. To facilitate the removal of extra material cost in AM process, open channels are defined as passive elements, making \( m(\theta_{max}) = 0.8 \).

As mentioned in the introduction, among the optimum topologies in Fig. 3.6 and Fig. 3.7, for the unit cells having maximum shear modulus (the first row), the angle between

![Diagram showing topologies](image-url)
each tilt bar and horizontal plane is approximately 45°, obtaining a self-supporting structure. Compared to them, those unit cells having maximum bulk modulus and heat conduction contain overhangs that required additional support materials. In terms of maintaining a self-supporting structure, maximum shear modulus is a preferred objective function in material design. Notably, this objective function may not guarantee the overall material’s thermo-mechanical properties, which will be achieved through design updating.

### 3.3.3 Updating rule of multiscale design

After macroscale topology optimization and mesoscale material design for each unit cell, one iteration is finished. Next, the homogenized properties of each unit cell are evaluated through asymptotic homogenization. Then global stiffness matrices are assembled and a new macroscale objective value can be evaluated by calling thermomechanical finite element analysis. This value may be a suboptimal value compared to conceptual design for two reasons: First, the material interpolation used in conceptual design is stiffer hence the thermomechanical performance would be overestimated; Second, the objective function in
the material design is maximizing shear modulus, which may not ensure the overall optimality of thermo-mechanical performance for each unit cell. A design update scheme is therefore required to revise the suboptimal macroscale objective value close to the anticipated value:

$$\eta_i = \frac{\| J_i - J_0 \|}{J_0} \leq \eta,$$

(3.17)

where $J_i$ is the objective evaluation of $i$th iteration, $J_0$ is objective of conceptual design, $\eta$ is a small number. The following Hybrid Cellular Automata (HCA) [66] principle is employed to update elemental design variable $x_i$ or its Moore neighborhood $\mathcal{N}_M$, based on local objective value:

if \( J_{i,ne} \geq J_{0,ne} \) and \( x_{i,ne} \leq x_{\text{max}} \), \( x_{i+1,ne} = x_{i,ne} + \delta \)

elseif \( J_{i,ne} \leq J_{0,ne} \) and \( x_{i,ne} \geq x_{\text{min}} \), \( x_{i+1,ne} = x_{i,ne} - \delta \)

elseif \( J_{i,ne} \geq J_{0,ne} \) and \( x_{i,ne} \leq x_{\text{max}} \), \( x_{i+1,\mathcal{N}_M} = x_{i,\mathcal{N}_M} + \delta \)

elseif \( J_{i,ne} \leq J_{0,ne} \) and \( x_{i,ne} \geq x_{\text{min}} \), \( x_{i+1,\mathcal{N}_M} = x_{i,\mathcal{N}_M} - \delta \)

These updated design variables are adopted to material design in next iteration.

### 3.4 Two dimensional numerical example

A 2D example is presented to illustrate the proposed multiscale approach. A $3cm \times 1cm$ MBB beam is meshed by $15 \times 5$ square voxels (Fig. 3.8). A downward mechanical load $F = 1N$ is located at the top left corner, and the fixed constraint is located at the bottom right corner. Meanwhile, a point-wise heat flux $q = 1W$ is located at the top left corner, and a boundary temperature $T = 0^\circ C$ is located at the bottom right corner. The specified material is 420 stainless steel infiltrated with bronze, having density $7.86g/cm^3$, Young’s stiffness $E = 147GPa$, heat conductivity $k = 22.6W/m\cdot K$, thermal expansion coefficient $\alpha = 7.4 \times 10^{-6}K^{-1}$. Assume in the conceptual design, the objective is minimizing the compliance due to the thermo-mechanical load within 50% volume fraction. The minimum relative density for each unit cell is $m(\theta_{ne}) = 0.19$. The coefficient of thermal performance $C_Q$ is equal to 3. The resulting topology is shown in Fig. 3.8 (a), having a normalized compliance equal to 1. Then in mesoscale, the shear modulus of each unit cell in this
15 × 5 frame is optimized based on the strain and relative density information derived from conceptual design.

After the first iteration, the topology of the MBB beam is shown as Fig. 3.8 (b). The homogenized properties of this structure is assembled to re-estimate the actual compliance and strain information via thermo-mechanical finite element analysis. In this example, the re-estimate compliance is about 61.4 % greater than the conceptual design. Thus the design updating allows unit cells having local compliance greater than conceptual design to add material, while in the unit cell having smaller local compliance compared to conceptual design, material would be partly removed. The material adding and removal rate \( \delta \) is defined as

\[
\delta = 0.05 \times \eta_i,
\]

(3.19)

where \( \eta_i = 0.05 \). Based on the updated strain and relative density information, the topology of each unit cell is optimized in the second iteration. This iterative process is repeated 28 times before the convergence criteria satisfied. The final volume fraction to achieve the expected compliance is 65.5 %. The total computation time is 741.9 seconds, using Matlab in a Macbook Pro computer having 3.1 GHZ Intel Core i7 and 16 GB MHZ DDR3 memory. Finally, the optimal design is converted to a solid file with 0.1cm thickness, and verified

Table 3.1.. Comparison between the solid MBB beam, optimized porous MBB beam and the uniform porous MBB beam.

<table>
<thead>
<tr>
<th></th>
<th>Weight (g)</th>
<th>Max Von Mises stress (MPa)</th>
<th>Max temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid MBB beam</td>
<td>2.358</td>
<td>1.840</td>
<td>102.2</td>
</tr>
<tr>
<td>Optimized porous MBB beam</td>
<td>1.179</td>
<td>2.417</td>
<td>190.8</td>
</tr>
<tr>
<td>Uniform porous MBB beam</td>
<td>1.179</td>
<td>4.932</td>
<td>213.4</td>
</tr>
</tbody>
</table>

by thermo-mechanical finite element simulation using COMSOL Multiphysics. The results of stress and temperature fields are compared to the simulation results of a uniform porous
MBB beam having the same volume fraction, as well as a solid MBB beam (Fig. 3.9 and Table 3.1). It indicates that, an optimal porous structure, although compromising stiffness and heat transfer capability with respect to a solid counterpart, significantly improves thermo-mechanical performance compared to a uniform porous MBB beam with the same volume fraction.

![Fig. 3.8.](image)

**Figure 3.8.** A 2D MBB beam example presented to illustrate the proposed algorithm.

### 3.5 Application to porous injection mold

A 3D porous injection mold design is presented in this section. The mold is a 3 in × 3 in × 1.25 in core insert. Based on the geometry of the mold, a quarter of mold section is investigated. Besides, the top core of the mold is reserved as solid structure for conformal cooling design (Fig. 3.10 (a) to (e)). Injection load located at the injected part surface, clamping pressure at imposed on bottom, and press-fit load on lateral sides are served as mechanical force. For heat conduction, a heat flux imposed on the injected part surface,
and the temperature of cooling pipe is assumed as a constant value. All physics values are normalized in this problem.

In the problem statement, define given macroscale mass fraction \( m(\theta) = 0.5 \), \( C_Q = 1.1 \), \( \eta = 0.2 \), \( \delta = 0.05 \times \eta \). A \( 6 \times 6 \times 5 \) cubic mesh is applied to the macroscale problem, while a \( 20 \times 20 \times 20 \) cubic mesh is used for each of mesoscale voxel. However, in mesoscale, only \( 1/8 \) of each cubic is required to analyze. The convergence is satisfied after 15 iteration with \( m(\theta) = 0.71 \) (Fig. 3.10 (f) and (g)). The total computation time is 61652 seconds (17.4 hours), using Matlab in a Macbook Pro computer having 3.1 GHZ Intel Core i7 and 16 GB MHZ DDR3 memory.

Finally, the optimal design is remeshed using 3-Matics and verified by thermo-mechanical finite element simulation using COMSOL Multiphysics. The results of stress field and temperature are compared to the simulation results of a uniform porous mold having the same volume fraction, as well as a solid mold (Fig. 3.11 and Table 3.2). It indicates that, unlike a uniform porous mold having the same volume fraction, though the weight of the optimal porous mold is 29% lighter than the solid counterpart, the maximum Von Mises stress is
below the yield strength of the material (427 MPa), and the maximum temperature in the mold doesn’t have a significant change.

Table 3.2. Comparison between the solid mold, optimized porous mold and the uniform porous mold.

<table>
<thead>
<tr>
<th></th>
<th>Weight (g)</th>
<th>Max Von Mises stress (MPa)</th>
<th>Max temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid mold</td>
<td>2.095</td>
<td>280.3</td>
<td>126.9</td>
</tr>
<tr>
<td>Optimized porous mold</td>
<td>1.487</td>
<td>325.5</td>
<td>127.1</td>
</tr>
<tr>
<td>Uniform porous mold</td>
<td>1.487</td>
<td>720.7</td>
<td>312.3</td>
</tr>
</tbody>
</table>
The optimal structure is approximated to an iso-surface and meshed to a STL file. The file size is 125.7Mb, composed of 2511164 triangles. After modification in Netfabb, the triangle number is reduced to 374558, with a limit of deformation 0.01 in.

Figure 3.12. Assemble and prototyping process of the injection mold.
3.6 Additive manufacturing and planning of experimental test

After mirroring the resulting section and performing Boolean operations to assemble the top core and conformal cooling channel, the porous injection mold is prototyped using Direct Metal Laser sintering (DMLS), with a scale factor 0.4 (Fig. 3.12). The scaled prototype was fabricated by an additive manufacturing service company (Shapeways, Newyork, U.S.). The printed steel is Stainless Steel Alloy 420 infiltrated with Bronze (90% Cu / 10% Sn). It is a matrix material composed of 60% stainless steel and 40% bronze. The minimum wall thickness of this protocol is 1.0 mm, and the maximum length of hole allowing the materials to be removed is 2.0 mm. This scaled down prototype proves the internal lattice structure is self-supporting without the requirement to change the orientation of the mold. In the near future, the original size of the injection mold will be manufactured and experimental test will be employed. Before that, samples will be generated using the same machine and material, and experimental tests are planned to validate the mechanical and thermal properties (Fig. 3.13). These samples, composed of solid and porous materials, are designed based on ASTM E8, ASTM E9 and ASTM E1530 standards for the tensile, compression and thermal conductivity experiments, respectively. The experimental properties such as Young’s modulus, Poisson’s ratio, yield strength and thermal conductivity will be incorporated into the aforementioned examples to improve the accuracy of the solution.

3.7 Conclusion

In this Chapter, an innovative multiscale thermo-mechanical topology optimization method has been presented for generating injection molds. Compared to traditional studies, the proposed method is computationally efficient, and amiable to additive manufacturing by consisting of self-supporting lattice/porous structures. The thermo-mechanical performance of the injection mold is maximized with given volume fraction, and the self-supporting unit cells are formed by maximizing shear modulus with taking account of local relative densities and strains. The design is updated after comparing local objective value and the desired value after each iteration until the thermo-mechanical performance of the
mold is satisfied. The proposed design method is proved through the optimization of a solid mold insert. The optimized porous injection mold is about 30% lighter than the solid counterpart, but the thermo-mechanical performance including Von Mises stress and surface temperature is approved. The resulting porous structure is tessellated in a stereolithography (STL) file. A scaled down physical prototype of the mold was fabricated using DMLS procedure without internal support structure to demonstrate the manufacturability of the optimal design.

Some limitations of this study should also be considered. First, since the macroscale design only provides a conceptual design by using a coarse mesh, the feasibility of the final design is required to be verified by simulation of entire structure involving both scales, or by experiments. In addition, the assembling process often requires a reduction of surface mesh to adapt the computer memory, which will slightly change the lattices’ shape and compromise the accuracy. Furthermore, post processing CAD software such as Netfabb is still required in combination with the proposed algorithm, to assemble porous structure with mold pipes, ejector pins, injection gate, bolts and other detail geometries, which may
require high computer memory (more than 12GB RAM). In the future work, a more efficient assembling method is worth to investigate. Furthermore, the field testing for the optimized design will be implemented, in order to collect the experimental data and improve the design method.
4. DESIGN OF MICROPILLAR ARRAYS FOR MICROFLUIDIC DEVICES USING MULTISCALE TOPOLOGY OPTIMIZATION FOR NAVIER-STOKES FLOW

Micropillar arrays are frequently found in microfluidic devices. Applications involve heat exchange and mass transportation or mixing. Traditionally, micropillar arrays are composed of simple cylindrical structures. Advances in microscale additive manufacturing and topology optimization provide an opportunity to design complex, high-performance micropillar arrays. This Chapter introduces a novel multiscale topology optimization algorithm suitable for micropillar array design. In the macroscale, velocity and viscous strain fields are obtained through Navier-Stokes-Brinkman finite element analysis. In the microscale, the topology of each micropillar is obtained using inverse homogenization. The boundary conditions of the inverse homogenization problem are derived from the macroscale velocity and viscous strain fields. The optimal micropillar topologies minimize flow separation and energy loss and maximize average velocity magnitude. The numerical results show the performance of the simple cylindrical structures and the one optimized micropillar arrays.

4.1 Background and motivation

Micropillar arrays are composed of cylindrical, slender structures, which provide a large surface-area-to-volume ratio (Fig. 4.1A). The arrangement of the cylindrical structures can be tailored to make micropillar arrays suitable for microfluidic devices in operations including cell sorting [156–160], bio-sensor detectors [161, 162], microchannel heat sinks [113,163,164], and other microfluidic devices involving heat transfer and mass transportation/mixing mechanisms [165, 166]. The relatively simple micropillar architecture
can be fabricated with high accuracy—today’s microscale 3D printers are able to manufacture cylindrical micropillar with diameters of under 20 µm [114]. However, the viscous fluid drag in cylindrical micropillar arrays remains large enough to cause flow separation [167]. It can be found from digital holographic microscopy technologies that, when laminar flow passing through cylindrical micropillar, flow separation may occur around cylinder, which causing energy loss [167]. The effects of flow separation include adverse pressure gradient and the formation of recirculation bubbles. This reduces the advective and convective heat and mass transfer rates, which leads to energy loss and energy efficiency reduction. Recently, bioinspired micropillar array designs have been proposed to reduce viscous fluid. These include shapes from fish skin, rice leaf, lotus leaf, and butterfly wing [114, 165, 166, 168] (Fig. 4.1B). While these designs are not proven to be optimal, their effectiveness has been demonstrated in laboratory settings.

An alternative approach is topology optimization. Topology optimization allows for changes in the connectivity of the fluid layout during optimization. With application of this method, flow passages having minimized energy loss can be found for multiple flow conditions [73, 80, 81, 85–87, 89, 90]. In existing researchs, these flow conditions include Stokes flow [80, 81], steady laminar flow [73, 85], and transient laminar flow [86, 87]. Topology optimization based on turbulent flow model is still a new research area, in which only a few of recent studies have been performed [89, 90]. Nevertheless, though current topology optimization method is useful in the design of a single micropillar or a small set of micropillars, this method is computationally expensive for the design of a micropillar array, which potentially contains hundreds of micropillars.

To mitigate the computation cost of a similar problem, which containing a macroscale design domain composed of artificial cellular materials, a multiscale topology optimization framework has been developed. In this method, the macroscale design domain is divided into multiple microscale domains. In each of microscale design domain, inverse homogenization can be applied to obtain its local optimal material distribution. The final macroscale topology is composed of all of these material designs in microscale [65]. Currently, the multiscale approach has been applied to optimize structures related to lin-
ear [65, 169] and non-linear [170] solid mechanics, as well as thermomechanical [151] structures. For fluid problems, limited studies about material optimization are found in the [88, 103]. In these studies, the fluid permeability for material units are maximized under Stokes-Darcy flow. However, the research about multiscale topology optimization for fluid flow remains scarce.

In this study, a novel multiscale topology optimization algorithm for Navier-Stokes flow is proposed to achieve an optimal micropillar arrays that having maximum energy efficiency. The proposed method develops a represent volume element (RVE) based inverse homogenization approach to maximize the energy efficiency of each local micropillar. By applying the proposed method, each micropillar is optimal by means of the local velocity and viscous strain derived from macroscale finite element analysis, the optimal micropillar structure is thus formed in macroscale. The detailed methodology including finite element analysis and inverse homogenization, is described in Sec. 2. In both macroscale and microscale, finite element analysis model of Navier-Stokes flow is applied. In Sec. 3, the numerical results of individual micropillars with specified boundary conditions are illustrated, and the results of multiscale design are presented. The conclusion and future work is summarized in Sec. 4.

Figure 4.1. (A) A scanning electron microscopy of the physical domain of a micropillar heat sink [113]. (B) A membrane composed of bio-inspired micropillar arrays composed of shark denticles shape micropillars [114].
4.2 Fluid flow finite element model

A steady state Navier-Stokes equations without fluid body force can be described by the momentum and continuity equations

\[
\text{Re}(\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p + \nabla^2 \mathbf{u} - \alpha(\theta) \mathbf{u} \\
\nabla \cdot \mathbf{u} = 0,
\]

where \( \text{Re} \) is Reynolds number, which measures the relation of inertia-force-dominated flow and viscous-force-dominated flow:

\[
\text{Re} = \frac{\rho U L}{\mu}.
\]

Here, \( U \) and \( L \) are the characteristic velocity and length, \( \rho \) is the fluid density, \( \mu \) is the viscosity. The parameter \( \alpha(\theta) \) is interpolation function of Brinkman Stiffness and is defined as

\[
\alpha(\theta_e) = \rho \left( \theta_{\text{min}} + (1-\theta_{\text{min}}) \frac{p_b (1-\theta_e)}{p_b + \theta_e} \right),
\]

where \( \theta_e \) is the proportion of fluid in an element, \( p_b \) is a positive penalty parameter used for tuning the function shape of \( \alpha(\theta_e) \) (Fig. 6.3). This term can be interpreted as a large damping term that stops flow, which ensures the velocity in the solid domain (\( \alpha(\theta_e)=0 \)) vanishes. The given governing equations of can be discretized using finite element analysis [171].

By applying Galerkin method and Green identity, Eq. (6.1) can be discretized to

\[
\begin{bmatrix}
K & -G^T \\
-G & 0
\end{bmatrix}
\begin{bmatrix}
u \\
p
\end{bmatrix}
=
\begin{bmatrix}
f \\
0
\end{bmatrix},
\]

where \( \mathbf{u}, \mathbf{p} \) and \( \mathbf{f} \) are nodal velocity, pressure and force, respectively. In a two dimensional problem, each node contains two directions of velocities: \( \mathbf{u}_e = \{ \mathbf{u}_x, \mathbf{u}_y \} \). The matrix \( \mathbf{K} \) is constructed as

\[
\mathbf{K} = \mathbf{K}_s + \mathbf{K}_b + \mathbf{K}_a.
\]
2 Derivation of the thermal-fluid model

The paper is organized as follows. The thermal-fluid model is described in this section. The details of these methods are illustrated in [20, 23, 29]. Section 2, with respect to the proposed algorithm is described in Section 2, in which the finite element model is frequently called, and the feasibility of final three dimensional design is department the convenience to run the tool path for final fitting.

Besides, the results occasionally represented an unbalanced flow, which ensures the velocity in the solid domain conformal to the injected part. For the fluid model, to reduce the cooling uniformity demand for an injection mold, the flow is treated as natural and forced convection. In addition, to specify the assemblage of the field, leaded an improvement of optimality [31–33]. In addition, flow to Laminar flow model. However, these studies only considered from a Stokes tail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33].

2.1 Fluid-flow model

The proposed method aims to evaluate and optimize the comprehensive heat transfer performance of the entire design and evaluated quantitatively on the fluid-solid boundary [32]. In these studies, the fluid model has been broaden from a Stokes flow to Laminar flow model. However, these studies only considered from a Stokes tail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accomplished in detail, leaded an improvement of optimality [31–33]. In addition, this approach has been accompl
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Figure 4.2. The Shape of Interpolation Function \( \alpha(\theta_e) \) is Influenced by Penalty Parameter \( p_b \).

where \( \mathbf{K} \) can be considered as a union of the matrices with respect to two directions of velocities \( \mathbf{K} = \{ \mathbf{K}^x, \mathbf{K}^y \} \). In this equation, the stiffness matrix of the Stokes flow is

\[
\mathbf{K}_s = \sum_{e=1}^{n_e} \mu \nabla \mathbf{u}^T \mathbf{I}_0 \nabla \mathbf{u} dV_e,
\]

where \( \mathbf{N}_u \) is the matrix containing shape functions of the elemental velocity, and

\[
\mathbf{I}_0 = \begin{bmatrix} 2 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

For a two-dimensional element, \( \mathbf{K}_b \) is the Brinkman damping matrix, which can be considered as a union of matrices with respect to two directions of velocities: \( \mathbf{K}_b = \{ \mathbf{K}_b^x, \mathbf{K}_b^y \} \). For both \( x \) and \( y \) directions, the matrix is constructed as:

\[
\mathbf{K}_b^x = \mathbf{K}_b^y = \sum_{e=1}^{n_e} b \alpha(\theta_e) \mathbf{N}_u^T \mathbf{N}_u, dV_e,
\]
where \( b \) is a constant reflecting resistance level. \( \mathbf{K}_a \) is the advection matrix, which can be considered as a union of matrices with respect to two directions of velocities: \( \mathbf{K}_a = \{ \mathbf{K}_a^x, \mathbf{K}_a^y \} \). For both \( x \) and \( y \) directions, the matrix is constructed as:

\[
\mathbf{K}_a^x = \mathbf{K}_a^y = \sum_{e=1}^{n_e} \int_{V_e} \text{Re} \left( \left( \mathbf{N}_u^x \mathbf{u}_e^x \nabla \mathbf{N}_u + \mathbf{N}_u^y \mathbf{u}_e^y \nabla \mathbf{N}_u \right) \mathbf{K}_a^{xx} \mathbf{N}_u^x + \mathbf{K}_a^{xy} \mathbf{N}_u^y \right) \mathbf{d}V_e.
\]

(4.9)

In Eq. (6.4), \( \mathbf{G} \) is the coupling matrix of the pressure and velocity of \( x \) and \( y \) directions:

\[
\mathbf{G} = \{ \mathbf{G}^x, \mathbf{G}^y \},
\]

where

\[
\mathbf{G}^x = \sum_{e=1}^{n_e} \int_{V_e} \nabla \mathbf{N}_u^x \mathbf{N}_p \mathbf{d}V_e,
\]

(4.10)

and

\[
\mathbf{G}^y = \sum_{e=1}^{n_e} \int_{V_e} \nabla \mathbf{N}_u^y \mathbf{N}_p \mathbf{d}V_e.
\]

(4.11)

Since nodal velocity is presented in both left hand side \( \mathbf{K}_g \) and right hand side \( \mathbf{U} \) of Eq. (6.4), an iterative method is required to solve this equation. In this study, a Newton’s iterative method is used. Assume in \( k \) th iteration, the residual of Eq. (6.4) is

\[
\mathbf{K}_g^k \mathbf{U}^k - \mathbf{F}^k = \mathbf{R}(\mathbf{U}^k)
\]

(4.12)

which can be rewritten using Taylor expansion:

\[
\mathbf{R}(\mathbf{U}^k) + \frac{\partial \mathbf{R}}{\partial \mathbf{U}} \bigg|_{\mathbf{U}^k} \delta \mathbf{U} + \mathcal{O}(\delta \mathbf{U})^2 = \mathbf{0}
\]

(4.13)

where

\[
\delta \mathbf{U} = \mathbf{U}^{k+1} - \mathbf{U}^k.
\]

(4.14)

Omitting the terms of order two and higher, the following equation is obtained:

\[
\mathbf{U}^{k+1} = \mathbf{U}^k - \mathbf{J}^{-1,k}(\mathbf{U}^k)\mathbf{R}(\mathbf{U}^k)
\]

(4.15)

where

\[
\mathbf{J}^k = \frac{\partial \mathbf{R}^k}{\partial \mathbf{U}^k}
\]

(4.16)
is the Jacobian matrix (also known as tangent matrix) of $k$th iteration, that can be derived analytically for this problem. The detailed procedures of its derivation refers to [171], the result is

$$J^k = K^k + \hat{J}^k$$

(4.17)

where $\hat{J}^k$ assembles $\{N^k_{xx}, N^k_{xy}, N^k_{yx}, N^k_{yy}\}$ and

$$
N^k_{xx} = \sum_{e=1}^{n_e} \int_{V_e} \nabla N_u, u_{e}^{x,k} \left( N_u \nabla N_u \right) \, dV_e,
$$

$$N^k_{xy} = \sum_{e=1}^{n_e} \int_{V_e} \nabla N_u, y u_{e}^{x,k} \left( N_u \nabla N_u \right) \, dV_e,
$$

(4.18)

$$N^k_{yx} = \sum_{e=1}^{n_e} \int_{V_e} \nabla N_u, y u_{e}^{y,k} \left( N_u \nabla N_u \right) \, dV_e,
$$

$$N^k_{yy} = \sum_{e=1}^{n_e} \int_{V_e} \nabla N_u, y u_{e}^{y,k} \left( N_u \nabla N_u \right) \, dV_e.
$$

Finally, in $k$th iteration, a SUPG stabilization matrix $S$ is applied to improve the stability of advection and the algorithm convergence:

$$S^k = \{S^k_{x}, S^k_{y}\}$$

(4.19)

where

$$S^k_{x} = S^k_{xx} + S^k_{xy} + S^k_{yx} + S^k_{yy}
$$

(4.20)

and

$$S^k_{xx} = \sum_{e=1}^{n_e} \int_{V_e} \left( u_{e}^{x,k} N_u \nabla N_u, x \right) \nabla N_u, x \left( u_{e}^{x,k} N_u \nabla N_u \right) \, dV_e,
$$

$$S^k_{xy} = \sum_{e=1}^{n_e} \int_{V_e} \left( u_{e}^{x,k} N_u \nabla N_u, y \right) \nabla N_u, x \left( u_{e}^{y,k} N_u \nabla N_u \right) \, dV_e,
$$

(4.21)

$$S^k_{yx} = \sum_{e=1}^{n_e} \int_{V_e} \left( u_{e}^{y,k} N_u \nabla N_u, x \right) \nabla N_u, y \left( u_{e}^{x,k} N_u \nabla N_u \right) \, dV_e,
$$

$$S^k_{yy} = \sum_{e=1}^{n_e} \int_{V_e} \left( u_{e}^{y,k} N_u \nabla N_u, y \right) \nabla N_u, y \left( u_{e}^{y,k} N_u \nabla N_u \right) \, dV_e.
$$

As a result, the updated advection matrix for the next iteration is

$$K^{k+1}_{a} = K^{k}_{a} + S^k$$

(4.22)
Using the updated advection matrix, the updated nonlinear residual can be written as

\[ K^{k+1}_g U^{k+1} - F^{k+1} = R(U^{k+1}) . \]  

(4.23)

The algorithm is converged if the norm of the nonlinear residual is small enough. The finite element model is programming in MATLAB and connected with the following presented multiscale topology optimization method.

4.3 Proposed multiscale topology optimization method

In proposed multiscale topology optimization method, macroscale and microscale design domain are defined in Fig. 6.2. The macroscale domain \( \Omega \) can be considered as a substrate composed of a group of micropillar arrays. In macroscale design domain, the fluid flow passes from inlet \( \Gamma_{in\text{flow}} \) to outlet \( \Gamma_{out\text{flow}} \) driven by a pressure difference between \( p_1 \) and \( p_0 \). The flow velocity at the edges of macroscale design domain \( \Gamma_{wall} \) is assumed as zero, which also called no-slip boundaries. Each finite element in the macroscale design domain is defined as a microscale design domain \( \omega_j \). The initial design of each microscale design domain is defined as a unit cell containing a cylindrical micropillar at the center. Therefore, the initial design of macroscale design domain is an assembling of all of the cylindrical micropillars.

![Figure 4.3. The macroscale and microscale design domains of the proposed methodology.](image)
To implement the method, the macroscale finite element analysis dominated by Navier-Stokes equation with Brinkman penalization term is employed. From this step, the velocity and viscous strain fields required for optimization of each micropillar are required. Utilizing this information, a set of inverse homogenization problems from $P_1$ to $P_{ne}$ are created to optimize each micropillars. The number of problem statements is equal to the number of macroscale element $ne$. These optimized micropillars are assembled as the final design of micropillar arrays.

$$\Omega = \sum_{j=1}^{ne} \omega_j.$$  \hfill (4.24)

Next, the details of inverse homogenization method are illustrated.

---

Figure 4.4. Proposed multiscale topology optimization.
4.3.1 Inverse homogenization for fluid flow models

Following the assumption of periodicity, the velocity field of the unit cell subject to a given rate $\varepsilon_{ij}^0$ can be accounted for the sum of a macroscale velocity field and a fluctuate velocity $u_i^*$:

$$u_i = \varepsilon_{ij}^0 y_j + u_i^*$$  \hspace{1cm} (4.25)

In practice, for each unit cell the velocity imposed on the boundaries $u_c \in u_i$ can be obtained from macroscale finite element results through

$$u_c = N_u^\top u_c$$  \hspace{1cm} (4.26)

where $u_c$ is the sum of $u_{X,c}$ and $u_{Y,c}$ (Fig. 4.5), and $u_c$ denotes discretized corresponding nodal velocity in the finite element model. Further, a local velocity boundary condition due to local strain $\varepsilon_{ij,c}^0 \in \varepsilon_{ij}^0$ for each unit cell is derived as follows. In Eq. (4.25), the velocity on a pair of opposite boundaries have the relations:

$$u_{i}^{k+} = \varepsilon_{ij}^{0} y_{j}^{k+} + u_{i}^{*}$$
$$u_{i}^{k-} = \varepsilon_{ij}^{0} y_{j}^{k-} + u_{i}^{*},$$  \hspace{1cm} (4.27)

where the superscripts $k+$ and $k−$ denotes the pair of opposite parallel boundary surfaces that are oriented perpendicular to the $k_{ih}$ direction. Taking the difference of these two equation derives

$$u_{i}^{k+} - u_{i}^{k-} = \varepsilon_{ij}^{0} (y_{j}^{k+} - y_{j}^{k-}) = \varepsilon_{ij}^{0} \Delta y_{j}.$$  \hspace{1cm} (4.28)

Figure 4.5. The local velocity boundary condition imposed on a unit cell due to velocity field obtained from macroscale finite element analysis.
For a two dimensional unit cell, \(\Delta y^k_j, j, k = 1, 2\). In particular,

\[
\begin{align*}
\Delta y^1_1 &= y^1_1, \quad \Delta y^2_1 = 0 \\
\Delta y^1_2 &= 0, \quad \Delta y^1_2 = y^0_2
\end{align*}
\]  
(4.29)

Therefore, local strain \(\epsilon_{ij,c}^0\) for a unit cell can be translated to a group of velocity vectors applied to the edges of the unit cell \(u(\epsilon_{ij,c}^0)\) that satisfying

\[
\begin{align*}
\frac{\partial u_{y1}(\epsilon_{11,c}^0)}{\partial y_1} &= \epsilon_{11,c}^0 \\
\frac{\partial u_{y2}(\epsilon_{22,c}^0)}{\partial y_2} &= \epsilon_{22,c}^0 \\
\frac{\partial u_{y1}(\epsilon_{12,c}^0)}{\partial y_2} + \frac{\partial u_{y2}(\epsilon_{12,c}^0)}{\partial y_1} &= 2\epsilon_{12,c}^0
\end{align*}
\]  
(4.30)

As an example, Fig. 4.6 shows how this velocity boundary condition imposed on a unit cell when the strain fields obtained from macroscale finite element analysis are \(\epsilon_{11,c}^0 = \{1, 0, 0\}\), \(\epsilon_{22,c}^0 = \{0, 1, 0\}\) and \(\epsilon_{12,c}^0 = \{0, 0, 1\}\) respectively. In general cases, the strain field is derived from macroscale finite element analysis as:

\[
\epsilon_{11,c}^0 = \nabla u^\top u_c
\]  
(4.31)
Finally, the total local velocity imposed on the periodic boundaries of a unit cell is:

\[
\mathbf{u}_{c,\Gamma_c} = \mathbf{u}_c + \mathbf{u}(\epsilon_{ij,c}^0)
\]  

(4.32)

Consequently, with incorporation of the periodic boundary condition, the fluctuate velocity field for the unit cell \( \mathbf{v} \in u^* \) can be solved through the finite element analysis:

\[
\begin{bmatrix}
\mathbf{K} & -\mathbf{G}^\top \\
-\mathbf{G} & \mathbf{0}
\end{bmatrix}
\begin{bmatrix}
\mathbf{v} \\
\mathbf{p}
\end{bmatrix} =
\begin{bmatrix}
\mathbf{f}_c \\
\mathbf{0}
\end{bmatrix} 
\]  

(4.33)

where \( \mathbf{f}_c \) is the boundary fluid drag force interpolated from \( \mathbf{u}_{c,\Gamma_c} \). Notably, to ensure the non-singularity, the nodal pressure \( \mathbf{p} \) of the four corner nodes are fixed in solving this equation.

The proposed inverse homogenization method aims to optimally distribute limited channels within a design domain, i.e.:

\[
\sum_{e=1}^{n_e} v_e \theta_e \leq V_{\Omega},
\]  

(4.34)

in order to obtain a structure having minimum energy loss \( Q_c \) caused by fluid drag force in terms of boundary velocity \( \mathbf{u}_{c,\Gamma_c} \):

\[
Q_c = \frac{1}{2} \mathbf{v}^\top \mathbf{K} \mathbf{v} - \mathbf{f}_c^\top \mathbf{v}.
\]  

(4.35)

Where \( V_{\Omega} \) equal to the porosity assigned in finite element analysis, \( \mathbf{v} \) defines the nodal velocity of the specific unit cell. Therefore, the objective is to find a structure consisting of optimal micropillar shape \( \theta_c^* \) that minimizes energy loss \( Q_c \) per unit cell, under physics
constraint Eq. (6.4), periodic boundary condition defined in Eq. (4.32), as well as volume constraint Eq. (6.35):

\[
\text{find } \theta^*_c \in \Omega^\eta_e
\]

\[
\min Q_c = \frac{1}{2} v^\top K v - f_c^\top v
\]

\[
\text{s.t. } \begin{bmatrix} K & -G^\top \\ -G & 0 \end{bmatrix} \begin{bmatrix} v \\ p \end{bmatrix} = \begin{bmatrix} f_c \\ 0 \end{bmatrix},
\]

(4.36)

\[
u_{c,\Gamma_c} = u_c + u^0(e_{ij,c})
\]

\[
\sum_{e=1}^{\eta_e} v_e \theta_e \leq V_\Omega,
\]

4.3.2 Sensitivity analysis

The sensitivity analysis is performed using the adjoint method. The evaluation of the sensitivity coefficients is demonstrated for a general objective function \(Q_c(\theta, v(\theta))\). Nodal velocity \(v(\theta)\) is required to satisfy the constraint governed by finite element analysis equation

\[
R(\theta, v(\theta)) = K g U - F.
\]

(4.37)

The objective function is augmented in terms of a Lagrange multiplier vector \(\lambda\) and the Lagrangian function \(\mathcal{L}\) is written as

\[
\mathcal{L} = Q_c(\theta, v(\theta)) + \lambda^\top R(\theta, v(\theta))
\]

(4.38)

The sensitivity of this Lagrangian function is

\[
\frac{d\mathcal{L}}{d\theta_e} = \frac{\partial Q_c}{\partial \theta_e} + \frac{\partial Q_c}{\partial U} \frac{\partial U}{\partial \theta_e} + \lambda^\top \left( \frac{\partial R}{\partial \theta_e} + \frac{\partial R}{\partial U} \frac{\partial U}{\partial \theta_e} \right)
\]

(4.39)

\[
= \frac{\partial Q_c}{\partial \theta_e} + \lambda^\top \frac{\partial R}{\partial \theta_e} + \left( \frac{\partial Q_c}{\partial U} \frac{\partial U}{\partial \theta_e} + \lambda^\top \frac{\partial R}{\partial U} \right) \frac{dU}{d\theta_e}
\]

To avoid the computation of \(\frac{dU}{d\theta_e}\), define

\[
\frac{\partial Q_c}{\partial U} + \lambda^\top \frac{\partial R}{\partial U} = 0
\]

(4.40)
From Eq. (6.44), adjoint vector $\lambda$ can be solved. Hence, the analytical sensitivity of Lagrangian is

$$\frac{dL}{d\theta_e} = \frac{\partial Q_c}{\partial \theta_e} + \frac{\partial R^T}{\partial \theta_e} \lambda.$$  \hfill (4.41)

To solve Eq. (6.44), let’s rewrite global stiffness $K_g$ as

$$K_g = K_u + K_p,$$  \hfill (4.42)

where

$$K_u = \begin{bmatrix} K & 0 \\ 0 & 0 \end{bmatrix},$$  \hfill (4.43)

and

$$K_p = \begin{bmatrix} 0 & -G^T \\ -G & 0 \end{bmatrix}. \hfill (4.44)$$

Using this definition accompanied with global force $F$ and assembling vector of velocity and pressure $U$ remarked in Eq. (6.4), the energy loss $Q_c$ can be rewritten as

$$Q_c = \frac{1}{2} U^T K_u U - F^T U,$$  \hfill (4.45)

and the partial derivative of $Q_c$ is

$$\frac{\partial Q_c}{\partial U} = K_u U + \frac{1}{2} U^T \frac{\partial K_u}{\partial U} U - F^T.$$  \hfill (4.46)

From Eq. (6.18), the above equation is equivalent to

$$\frac{\partial Q_c}{\partial U} = K_u U + \frac{1}{2} J U - F^T.$$  \hfill (4.47)

Then, recall $\frac{\partial R}{\partial U}$ in (6.43) and (6.44) is Jacobian matrix $J$ from Eq. (6.16) and (6.17). Therefore, $\lambda$ in Eq. (6.44) is obtained and the sensitivity $\frac{dL}{d\theta_e}$ in Eq. (6.45) is derived.

Specifically, for a Stokes flow model, $\hat{J}$ is zero, the adjoint vector $\lambda$ becomes

$$\lambda = \begin{bmatrix} 0 \\ p \end{bmatrix}$$  \hfill (4.48)

and the sensitivity is

$$\frac{\partial L}{\partial \theta_e} = \frac{1}{2} U^T \frac{\partial K_u}{\partial \theta_e} U = \frac{1}{2} u^T \frac{\partial K_b}{\partial \theta_e} u.$$  \hfill (4.49)
4.4 Numerical examples

Let us consider a macroscale design domain \( \Omega \) (Fig. 4.7a) defined by a rectangular substrate composed of 20\( \times \)60 unit cells. In this example, dimensionless variables are used. The initial design of each unit cell is a cylinder that occupies 25% of the microscale design domain (Fig. 4.7b). A fixed pressure \( P_0 = 1 \) is applied to the surface \( \Gamma_{\text{in}} \). A no slip boundary condition (zero velocity, \( u_0 = 0 \)) is applied to the surface \( \Gamma_{\text{wall}} \).

Figure 4.7.. A macroscale design domain contains 60\( \times \)20 mesoscale square elements.

Two notifications with respected to this numerical example is remarked. First, the Reynolds numbers of the macroscale and microscale design domains are different, since characteristic length of macroscale \( L_Y \) is about 60 times of the microscale \( L_y \), makes the Reynolds numbers of macroscale 60 times of the microscale. Two scenarios having different Reynolds numbers are analyzed (Table 4.1). In scenario A, the Reynolds number for the macroscale is 50, therefore the Reynolds number in the microscale becomes 0.83, which is approximated to zero. In scenario B, the Reynolds number is 900 for the macroscale and 15 for the microscale. Second, in this numerical example, Q2Q1 element is applied. Each
of element contains eighteen degrees of freedom for velocity and four degrees of freedom for pressure (Fig. 6.4). In the following paragraphs, firstly, the results of microscale optimization problems for selected typical boundary conditions are presented to illustrate the proposed inverse homogenization method. Then, the multiscale approach is implemented to generate final designs of optimal micropillar arrays. For each scenarios, in microscale, twenty-one typical boundary conditions are employed. Each of these boundary conditions consists of an superposition of a local velocity vector and a unit strain (Fig. 4.9a).

### 4.4.1 Scenario A for microscale: Reynolds number Re=0

In Scenario A, when \( u = \{1, 0\} \) and \( \varepsilon = \{0, 0, 0\} \), the resulting topology verifies the example shown in literature [80, 81]. The rest of topologies in Scenario A indicate how the optimal topology changing with variation of the boundary velocity and strain fields (Fig. 4.9b). The optimal topologies have shapes coinciding to fish bodies. Each of them has

---

Table 4.1. Two analyzed scenarios and their relevant Reynolds numbers.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Re for ( L_y )</th>
<th>Re for ( L_y )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>50</td>
<td>0.83(≈0)</td>
</tr>
<tr>
<td>B</td>
<td>900</td>
<td>15</td>
</tr>
</tbody>
</table>

---

Figure 4.8. An Illustration of A Quadratic Velocity/Linear Pressure (Q2Q1) Element.
reduced flow separation compared to their counterparts, when same boundary conditions applied to the initial design (Fig. 4.9a and b). In this figure, the reduced flow separation can be observed by comparing variation of the velocity magnitudes between each pair of corresponding unit cells (Fig. 4.9a and b). Further, the optimal designs have lower energy loss (Table 4.2) and higher average velocity magnitude (Table 4.3) that could benefit the convective heat and mass transfer.

Table 4.2. Energy loss of the initial design (Init.) and optimal designs (Opt.) under selected boundary conditions for Scenario A (Re=0, Stokes flow).

<table>
<thead>
<tr>
<th>(a) $u={1,0}$</th>
<th>(b) $u={0,1}$</th>
<th>(c) $u={1,1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon={0,0,0}$</td>
<td>1142.1</td>
<td>594.9</td>
</tr>
<tr>
<td>$\epsilon={1,0,0}$</td>
<td>3634.9</td>
<td>2423.2</td>
</tr>
<tr>
<td>$\epsilon={0,1,0}$</td>
<td>2529.8</td>
<td>1822.6</td>
</tr>
<tr>
<td>$\epsilon={0,0,1}$</td>
<td>2995.4</td>
<td>1405.4</td>
</tr>
<tr>
<td>$\epsilon={-1,0,0}$</td>
<td>1376.6</td>
<td>1218.6</td>
</tr>
<tr>
<td>$\epsilon={0,-1,0}$</td>
<td>2507.5</td>
<td>1822.6</td>
</tr>
<tr>
<td>$\epsilon={0,0,-1}$</td>
<td>647.3</td>
<td>209.6</td>
</tr>
</tbody>
</table>

4.4.2 Scenario B for microscale: Reynolds number Re=15.

Similar to Scenario A, in Scenario B, optimal designs shown in Fig. 4.10b also have lower flow separation, lower energy loss (Table. 4.4) and higher average velocity magnitude (Table. 4.5) compared to the initial cylinder micropillars (Fig. 4.10a and b). Compared Scenario B to A, it indicates a higher Reynolds number leads additional energy loss. However, since in the microscale the Reynolds number difference is small, this additional energy loss is less than 10 %, and their optimal shapes are resemblance. On the other hand,
Table 4.3. Average velocity magnitude of the original design (Init.) and optimal designs (Opt.) under selected boundary conditions for Scenario A (Re=0, Stokes flow)

<table>
<thead>
<tr>
<th></th>
<th>(a) $u={1,0}$</th>
<th>(b) $u={0,1}$</th>
<th>(c) $u={1,1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) $\varepsilon={0,0,0}$</td>
<td>0.8440</td>
<td>0.9289</td>
<td>0.8440</td>
</tr>
<tr>
<td>(2) $\varepsilon={1,0,0}$</td>
<td>1.2696</td>
<td>1.3964</td>
<td>0.9455</td>
</tr>
<tr>
<td>(3) $\varepsilon={0,1,0}$</td>
<td>0.9509</td>
<td>1.0239</td>
<td>1.2676</td>
</tr>
<tr>
<td>(4) $\varepsilon={0,0,1}$</td>
<td>1.3627</td>
<td>1.4705</td>
<td>1.3523</td>
</tr>
<tr>
<td>(5) $\varepsilon={-1,0,0}$</td>
<td>0.4303</td>
<td>0.4763</td>
<td>0.9453</td>
</tr>
<tr>
<td>(6) $\varepsilon={0,-1,0}$</td>
<td>0.9483</td>
<td>1.0239</td>
<td>0.4321</td>
</tr>
<tr>
<td>(7) $\varepsilon={0,0,-1}$</td>
<td>0.6235</td>
<td>0.6959</td>
<td>0.6117</td>
</tr>
</tbody>
</table>

In Scenario B, Newton solver is called twenty times to obtain the convergence of the nonlinear finite element analysis, hence the computational time of Scenario B is twenty times compared to Scenario A. To balance the accuracy and computational cost, in the following multiscale design, Stokes flow is assumed for both Scenario A and B in microscale.

### 4.4.3 Scenario A for multiscale: Reynolds number Re=50.

In order to obtain an optimal multiscale design, as mentioned, a macroscale finite element analysis should be required before inverse homogenization. The porosity for Brinkman damping term is defined as 0.25, which indicates the volume fraction of cylinder micropillar in an initial design:

$$1 - \theta_e = 0.25 \quad (4.50)$$

In Scenario A, Reynolds number Re=50 is employed. From the macroscale finite element analysis, the velocity and strain fields data is obtained (Fig. 4.11a). The data is incorporated...
Table 4.4. Energy loss of the original design (Init.) and optimal designs (Opt.) under selected boundary conditions for Scenario B (Re=15).

<table>
<thead>
<tr>
<th></th>
<th>(a) $u={1,0}$</th>
<th>(b) $u={0,1}$</th>
<th>(c) $u={1,1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) $\epsilon={0,0,0}$</td>
<td>1149.3</td>
<td>606.2</td>
<td>1149.2</td>
</tr>
<tr>
<td>(2) $\epsilon={1,0,0}$</td>
<td>3683.4</td>
<td>2451.6</td>
<td>2511.1</td>
</tr>
<tr>
<td>(3) $\epsilon={0,1,0}$</td>
<td>2549.7</td>
<td>2224.8</td>
<td>3710.7</td>
</tr>
<tr>
<td>(4) $\epsilon={0,0,1}$</td>
<td>3054.2</td>
<td>1550.6</td>
<td>2989.1</td>
</tr>
<tr>
<td>(5) $\epsilon={-1,0,0}$</td>
<td>1377.6</td>
<td>1221.7</td>
<td>2541.7</td>
</tr>
<tr>
<td>(6) $\epsilon={0,-1,0}$</td>
<td>2525.7</td>
<td>1880.9</td>
<td>1364.9</td>
</tr>
<tr>
<td>(7) $\epsilon={0,0,-1}$</td>
<td>651.6</td>
<td>229.4</td>
<td>719.1</td>
</tr>
</tbody>
</table>

Table 4.5. Average velocity magnitude of the original design (Orig.) and optimal designs (Opt.) under selected boundary conditions for Scenario B (Re=15).

<table>
<thead>
<tr>
<th></th>
<th>(a) $u={1,0}$</th>
<th>(b) $u={0,1}$</th>
<th>(c) $u={1,1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) $\epsilon={0,0,0}$</td>
<td>0.8428</td>
<td>0.9297</td>
<td>0.8426</td>
</tr>
<tr>
<td>(2) $\epsilon={1,0,0}$</td>
<td>1.2816</td>
<td>1.4112</td>
<td>0.9521</td>
</tr>
<tr>
<td>(3) $\epsilon={0,1,0}$</td>
<td>0.9455</td>
<td>1.1344</td>
<td>1.2519</td>
</tr>
<tr>
<td>(4) $\epsilon={0,0,1}$</td>
<td>1.3659</td>
<td>1.4824</td>
<td>1.3432</td>
</tr>
<tr>
<td>(5) $\epsilon={-1,0,0}$</td>
<td>0.4251</td>
<td>0.4763</td>
<td>0.9362</td>
</tr>
<tr>
<td>(6) $\epsilon={0,-1,0}$</td>
<td>0.9513</td>
<td>1.0465</td>
<td>0.4356</td>
</tr>
<tr>
<td>(7) $\epsilon={0,0,-1}$</td>
<td>0.6236</td>
<td>0.7023</td>
<td>0.6115</td>
</tr>
</tbody>
</table>
to microscale inverse homogenization problem statements, consequently the optimal micropillar arrays are generated (Fig. 4.11b and c). The resulting optimal micropillar arrays should in coordinate with macroscale velocity and strain fields.

4.4.4 **Scenario B for multiscale: Reynolds number Re=900.**

Following the same procedure, the final design of optimal micropillar arrays for Scenario B is obtained. With Reynolds number Re=900, the velocity and strain data derived from finite element analysis is shown in Fig. 4.12a. Since the Reynolds number is increased, the velocity and strain magnitudes of Scenario B are significantly higher than Scenario A. Remarkably, a zone containing high strain value is existed in the upper side of the macroscale design domain, due to dramatical velocity variation caused by the fluid jetting from the inflow and impinging to the right side boundary. The resulting optimal micropillar arrays in coordinate with the velocity and strain fields are shown in (Fig. 4.11b and c). These two panels can be converted to STL format and printed by micro and nano-scribe 3D printer.

4.5 **Conclusion**

In this Chapter, multiscale topology optimization has been applied to the design of micropillar arrays in microfluidic devices, using non-linear Navier-Stokes flow model. A novel approach of inverse homogenization for fluid flow is proposed. The resulting micropillars are in fish-body alike shapes and in coordinate with the macroscale velocity and strain fields. In contrast to common utilized micropillar arrays, the optimal micropillar arrays leading a design with lower flow separation, lower energy loss and higher average velocity magnitude. Furthermore, compared with the common utilized micropillar arrays, the proposed method is customized to specific geometric boundary conditions and physics features.

Two simplifications are assumed in the proposed model. First, the laminar flow model is assumed. Second, the proposed microscale design model assume each micropillar is
composed of Brinkman penalization term, which reduces fluid-structural interaction of the fluid around the micropillar. To calibrate the method and analysis the errors, we are planing to produce the design using microscale additive manufacturing, and implementing experimental studies. In addition, further update of this method includes application to three-dimensional elements, parallel computation, as well as extension to transient and turbulent problems.
Figure 4.9. The optimal micropillars and the resulting velocity magnitude plots under specific boundary conditions for Scenario A (Re=0, Stokes flow).
Figure 4.10. The optimal micropillars and the resulting velocity magnitude plots under specific boundary conditions for Scenario B (Re=15).
Figure 4.11. Final design of micropillar arrays for Scenario A(Re=50).
Figure 4.12. Final design of micropillar arrays for Scenario B (Re=900).
5. THERMOMECHANICAL TOPOLOGY OPTIMIZATION OF LATTICE HEAT TRANSFER STRUCTURE INCLUDING NATURAL CONVECTION AND DESIGN DEPENDENT HEAT SOURCE

Lattice Heat Transfer (LHT) structures provide superior structural support whilst improving the heat transfer coefficient by means of their high surface-to-volume ratio. By using current Additive Manufacturing (AM) technologies, LHT with highly complex structures is possible. In this Chapter, the design concept of LHT is further improved by implementing a thermomechanical topology optimization method. With utilization of design-dependent heat source, the method can be applied to generate stiffer LHT structure under mechanical and thermomechanical load, without decreasing its thermal performance, compared to a design made of uniform LTH having the same mass fraction. Two numerical examples are presented to illustrate how to use the proposed approach to design LHT sections. The result shows, by applying the proposed approach, the mechanical performance can be improved more than 50% compared to a uniform LTH with the same mass fraction, without decreasing the thermal performance. The method does not require fluid mechanics model thus it is computational effective and particularly suitable for the conceptual design stage. The resulting optimized lattice made possible by utilizing additive manufacturing technologies.

5.1 Background and motivation

Lattice Heat Transfer (LHT) structures provide superior structural support whilst improving the heat transfer coefficient by means of their high surface-to-volume ratio [125, 172, 173]. Especially, the accelerated development of additive Manufacturing (AM/3D Printing) technologies enables the design and production of intricate lattice structure, of-
ferring significant cost savings, particularly in designs having high geometric complexity [48, 174, 175]. In terms of this multifunctional advantages, lattice structure recently attracted great research interests in the applications which simultaneously requiring mechanical high strength and heat transfer rate [123, 124]. These application includes e.g. gas turbine blade and cooling system of injection molds. In gas turbine blades, inserting lattice structure as cooling layer provides the sufficient structural strength of the blade and an overall heat transfer rate two to three times compared to those of a smooth channel [176–178]. Lattice layers have been implemented as cooling system for injection mold, leading a 20% reduction in cooling time, compared to the design having non-lattice conformal cooling [179–181].

Current lattice heat transfer structures are mainly composed of uniformly distributed unit cells each having the same porosity, randomly generated foam-like porous media, as well as structures similar to fins and pillar arrays. The common way to find the optimised LHT structures is carrying out analysis based on simulation data collected after designs are generated, and experimental data recorded after the structures are produced [123–125, 172, 173]. However, the limited design freedom and collected data could hardly prove the satisfied optimality of the structure. To overcome these drawbacks, in this research, a topology optimization approach is proposed to attain flexible and complex lattice structures that significantly improve the design optimality. As a LHT structure concurrently requires transferring heat, and withstanding pure mechanical load as well as thermal stress induced by the temperature gradient, a thermomechanical topology optimization could be incorporated to optimize a LHT structure. Traditional thermomechanical topology optimization has been employed to create thermal actuator [91,182,183], thermal management device for spacecraft [10, 92], and injection mold [151]. However, in these approaches, the investigation involve convective heat transfer on the structure’s boundary surfaces remains scarce in literature and is explored in this work.

Convective heat transfer that have been discussed in the context of topology optimization theory are mainly composed of either a thermal-fluid (conjugate) heat transfer model, or a heat transfer model only consisting of solid structure. In a thermal-fluid model based
topology optimization, the natural and forced convective heat transfer are affected by fluid field resulting from Navier-Stokes equation or Darcy equation [32, 94, 128], which maybe time-consuming to couple with thermomechanical model, and unattractive for early stage conceptual design studies. An alternative approach is to employ design-dependent heat source in the topology optimization of heat transfer problem without a fluid model. The design-dependent heat source means that the heat source varies with the element states or material itself, and it was initially tackled topology optimization of heat conduction problem [84]. Further, design-dependent heat source has been incorporated to analyze heat transfer model taking into account heat conduction, convection, and internal heat generation [77, 78, 121].

In this study, convective heat transfer and design-dependent heat source is coupled with thermomechanical model, resulting in a novel topology optimization method. The method is especially tailored to the design of multifunctional lattice heat transfer (LHT) structures requiring adequate thermal, mechanical and thermomechanical performance. In this method, it is assumed the design-dependent heat source is only located at fluid phase, and the optimised fluid and solid phase distribution is available as a result of thermomechanical topology optimization. The paper is organized as follows: In Section two, the finite element analysis of thermomechanical model is briefly presented; In Section three, the proposed thermomechanical topology optimization including sensitivity analysis is illustrated; Two numerical examples are shown in Section Four. Finally, the summary of this work is presented in Section Five.

5.2 Finite element analysis of thermomechanical model

In a coupled thermomechanical model, both pure mechanical load and thermomechanical load caused by non-uniform temperature field should be considered. The overall thermal and mechanical performance is significantly influenced by the heat source distribution. In this study, it is assumed that the heat source is only applied to areas containing fluid. With the application of the proposed method, the optimized shape, location and numbers
of areas are obtained. Before the illustration of the method, procedures of thermomechanical finite element analysis (FEA) is briefly described as follows, where natural convection and design-dependent heat source is incorporated.

5.2.1 Thermal model with convection and design-dependent heat load

In a thermal model, the energy dissipation can be written as

\[ Q = \frac{1}{2} \int_{\Omega} \nabla T^\top \kappa(\theta) \nabla T d\Omega - W_q, \] (5.1)

where \( \kappa \) is the thermal conductivity tensor, \( \nabla T \) indicates temperature gradients, and \( W \) is the external work. Discretize Eq. (5.1) yields

\[ Q = T(\theta)^\top K_t(\theta) T(\theta) - q^\top T(\theta), \] (5.2)

In a static equilibrium state \( \frac{\partial Q}{\partial T} = 0 \), Fourier equation in Matrix form is formulated:

\[ K_t(\theta) T(\theta) = q(\theta) \] (5.3)

where the global stiffness of heat transfer \( K_t \) is composed of stiffness matrix of thermal conduction \( K_{\text{cond}} \) and natural convection \( K_{\text{conv}} \):

\[ K_t(\theta) = K_{\text{cond}}(\theta) + K_{\text{conv}}(\theta). \] (5.4)

In Eq. (5.4),

\[ K_{\text{cond}}(\theta) = \sum_{e=1}^{n_e} \int_{\Omega} \nabla N^\top \kappa(\theta) \nabla N dV, \] (5.5)

where

\[ \kappa(\theta) = \kappa_{\text{min}} + (\kappa_s - \kappa_{\text{min}}) \theta^p_1, \] (5.6)

where \( p_1 \) is a penalty number. This material interpolation scheme indicates the thermal conductivity is higher when the solid material containing more volume in an element. Notably, \( \kappa_{\text{min}} \) is the minimum thermal conductivity for an element to avoid singularity in matrix computation. The stiffness of natural convection is formulated as

\[ K_{\text{conv}} = \sum_{e=1}^{n_e} h \int_{V} N^\top N dV, \] (5.7)
where \( h \) is convective heat transfer coefficient. In Eq. (5.3), \( q \) is the boundary heat source vector which composed of constant heat source \( q_0 \) and a design-dependent heat source \( q_0(\theta) \).

\[
q(\theta) = q_0 + q_0(\theta),
\]  
(5.8)

In this equation,

\[
q_0(\theta) = \sum_{e=1}^{n_e} h_1(\theta) \int_V N dV.
\]  
(5.9)

The design-dependency is represented by the following material interpolation function

\[
h_1(\theta) = h_f (1 - \theta^{p_3})
\]  
(5.10)

In terms Eq. (5.10), the design-dependent heat source is provided by voids containing fluid. This material interpolation scheme assumes there is a maximum design-dependent heat source \( h_f \) when the element \( V \) is filled with fluid, and zero when the element is filled with solid. When the element is filled with fluid, the design dependent heat source \( q_0 \) reaches its maximum value \( q_0^0 \).

### 5.2.2 Thermomechanical model with convection and design-dependent heat load

Solving the heat transfer model, it will result in a non-uniform temperature field, which induce thermo-elastic strain and stress fields. For a thermomechanical structure, the strain and stress relations can be described as

\[
D(\epsilon - \epsilon_T) = \sigma
\]  
(5.11)

In Eq. (5.11), \( D \) is elasticity tensor, and \( \epsilon \) is strain due to mechanical load. \( \epsilon_T \) is strain due to thermal-elastic load coupling the temperature field derived from thermal model. The elementwise thermal-elastic strain \( \epsilon_T \) is formulated as

\[
\epsilon_{Te} = \alpha(\theta)(NT_e(\theta) - T_0)1
\]  
(5.12)

where \( \alpha \) is thermal expansion coefficient related to proportion of solid phase in the an element \( \theta \) and penalty number \( p_3 \):

\[
\alpha(\theta) = \alpha_{\text{min}} + (\alpha_0 - \alpha_{\text{min}}) \theta^{p_3}.
\]  
(5.13)
\( T_e(\theta) \) is the elemental temperature obtained from thermal model. The strain energy density is

\[
\Phi = \frac{1}{2} \int_{\Omega} (\epsilon - \epsilon_T)^\top D(\theta) (\epsilon - \epsilon_T) \, d\Omega - W,
\]

Discretize Eq. (5.14) yields

\[
\Phi = \frac{1}{2} u^\top K_{\text{elast}}(\theta) u - f_{\text{th}}^\top (\theta, T(\theta)) u - f^\top u,
\]

In Eq. (5.15), the thermo-elastic load \( f_{th} \) is represented as

\[
f_{th}(\theta, T(\theta)) = K_{\text{mt}}(\theta) T(\theta),
\]

where \( K_{\text{mt}} \) is thermo-mechanical coupling stiffness matrix

\[
K_{\text{mt}}(\theta) = \sum_{e=1}^{n_e} \int_V B^\top D(\theta_e) \alpha N dV,
\]

and node temperature \( T(\theta) \) is derived from Eq. (5.15) associated to the thermal model. \( B \) is the matrix representing strain-displacement relation. The stiffness matrix of elasticity \( K_{\text{elast}} \) is

\[
K_{\text{elast}}(\theta) = \sum_{e=1}^{n_e} \int_V B^\top D(\theta_e) B dV.
\]

\( u \) is the nodal displacement, and \( f \) is the external force.

In a static equilibrium state \( \frac{\partial \Phi}{\partial u} = 0 \), Hook’s law in matrix form is formulated:

\[
K_{\text{elast}}(\theta) u(\theta) = \left( f_{th}(\theta, T(\theta)) + f \right)^\top u(\theta)
\]

### 5.3 Proposed thermomechanical topology optimization

As aforementioned, the heat source can be divided to constant heat source \( q_0 \) and design-dependent heat source \( q^i_0(\theta) \). In this problem, we assume constant heat source is applied to the boundary surface \( \Gamma \) in Figure. 5.1. As described in Eq. (5.9) and Eq. (5.10), the heat source is applied to the cavities \( \omega_1 \) to \( \omega_n \) in Figure. 5.1. The shape, location, area, and numbers of these cavities are unknown, which will be defined from the proposed algorithm. However, the two equations show, the sum of these design-dependent
heat source should have an upper bound $\bar{q}$, if the volume fraction of all the cavities have an upper bound. These heat source conditions can be formulated as:

$$q_0 \in \Gamma, \quad q_i^j(\theta) \in \omega_i \quad (i = 1 \ldots n),$$

$$\sum_{i=1}^{n} q_i^j = \bar{q}$$

(5.20)

The heat load could induce a non-uniform temperature field, thus a thermal load field $f_{th}(\theta, T(\theta))$ is obtained. A superposition of the internal thermal load and external mechanical load $f$ is applied as the total load to formulate the load of thermomechanical problem.

In a thermomechanical topology optimization problem, it is desire to obtain high thermal and mechanical performance. A common used measurement for thermal performance is heat compliance

$$J_t = q(\theta)^\top T(\theta).$$

(5.21)

For mechanical performance, the mechanical compliance is adopted as

$$J_m = \left( f_{th}(\theta, T(\theta)) + f \right)^\top u(\theta).$$

(5.22)

In this article, mechanical compliance is utilized as objective function of thermomechanical topology optimization, while the thermal compliance is defined as a constraint that should be smaller than the reference value of the initial design $J_t^0$:

$$\minimize \quad J_m(\theta)$$

subject to $J_t(\theta) \leq J_t^0(\theta)$

(5.23)
At the same time, the mass constraints for the structure and each elements

\[ m(\theta) \leq m(\theta_0) \]
\[ \theta_{\text{min}} \leq \theta \leq \theta_{\text{solid}}, \]  \hspace{1cm} (5.24)

where \( m \) is the mass of the structure, and \( m(\theta)_0 \) is a given constant. \( \theta_{\text{min}} \) is the minimum allowable density for each element, which is the relative density of fluid phase in this study. \( \theta_{\text{solid}} \) is the relative density of solid phase, equal to 1. Finally, Fourier’s law Eq. (5.3) and Hook’s law Eq. (5.19) are required to be satisfied. Finally, the problem statement of proposed thermomechanical topology optimization is

\[
\text{find } \theta^* \in \mathbb{R}^{n_c} \\
\text{minimize } J_m(\theta) \\
\text{subject to } J_t(\theta) \leq J_t^0(\theta) \\
\quad \quad m(\theta) \leq m(\theta_0) \\
\quad \quad \theta_{\text{min}} \leq \theta \leq \theta_{\text{solid}} \\
\quad \quad \mathbf{q}_0 \in \Gamma, \quad \mathbf{q}_0^i(\theta) \in \omega_i \quad (i = 1 \ldots n), \\
\quad \quad \sum_{i=1}^n \mathbf{q}_0^i = \bar{\mathbf{q}} \\
\text{satisfying } \mathbf{q}(\theta) = \mathbf{K}_t(\theta)\mathbf{T}(\theta) \\
\quad \quad \mathbf{f}_{\text{th}}(\theta, \mathbf{T}(\theta)) + \mathbf{f} = \mathbf{K}_{\text{elast}}(\theta)\mathbf{u}(\theta). 
\]  \hspace{1cm} (5.25)

To analysis sensitivity of this problem Eq. (5.25) can be rewritten as the form of Lagrangian function \( \mathcal{L} \):

\[
\mathcal{L} = \left( \mathbf{f}_{\text{th}}(\theta, \mathbf{T}(\theta)) + \mathbf{f} \right)^\top \mathbf{u}(\theta) + \lambda_T \left( \mathbf{q}(\theta)^\top \mathbf{T}(\theta) - \beta J_t^0(\theta) \right) + \\
\lambda_m \left( \mathbf{K}_{\text{elast}}(\theta)\mathbf{u}(\theta) - \mathbf{f} - \mathbf{f}_{\text{th}}(\theta, \mathbf{T}(\theta)) \right) + \\
\lambda_T \left( \mathbf{K}_t(\theta)\mathbf{T}(\theta) - \mathbf{q}(\theta) \right) 
\]  \hspace{1cm} (5.26)
Where $\lambda_m^T$ and $\lambda_t^T$ are adjoint vectors, and $\lambda_J$ is a penalty which is activated when the thermal compliance is greater than the initial design value, $\beta$ is a relaxation factor equal to 1.1:

\[
\text{if } J_t(\theta) \leq \beta J_t^0(\theta), \quad \lambda_J = 0
\]
\[
\text{otherwise } \lambda_J = 1
\] (5.27)

Since $f_{th}$ a function of relative density $\theta$ and temperature $T(\theta)$, $T(\theta)$ is a function of $\theta$, and $q(\theta)$ is a function of $\theta$, the derivatives of the Lagrangian for each element $\theta$ are written as

\[
\frac{\partial L(\theta)}{\partial \theta} = u(\theta)^T \frac{\partial f_{th}}{\partial u(\theta)} + u(\theta)^T \frac{\partial f_{th}}{\partial T(\theta)} + (f + f_{th})^T \frac{\partial u(\theta)}{\partial \theta} + \lambda_J T(\theta)^T \frac{\partial q}{\partial \theta} + \lambda_J T(\theta)^T \frac{\partial T(\theta)}{\partial \theta} + \lambda_m^T \left( \frac{\partial K_{elast}(\theta)}{\partial u(\theta)} u(\theta) + K_{elast}(\theta) \frac{\partial u(\theta)}{\partial \theta} - \frac{\partial f_{th}}{\partial \theta} - \frac{\partial f_{th}}{\partial T(\theta)} \frac{\partial T(\theta)}{\partial \theta} \right) + \lambda_t^T \left( \frac{\partial K_t(\theta)}{\partial \theta} T(\theta) + K_t \frac{\partial T(\theta)}{\partial \theta} - \frac{\partial q}{\partial \theta} \right)
\] (5.28)

In order to cancel $\frac{\partial u(\theta)}{\partial \theta}$ term and $\frac{\partial T(\theta)}{\partial \theta}$, the value in adjoint vectors can be defined to satisfy

\[
((f + f_{th})^T + \lambda_m^T K_{elast}(\theta)) \frac{\partial u(\theta)}{\partial \theta} = 0
\]
\[
\left( u(\theta)^T \frac{\partial f_{th}}{\partial u(\theta)} + \lambda_t^T K_t(\theta) - \lambda_m^T \frac{\partial f_{th}}{\partial T(\theta)} + \lambda_J q(\theta)^T \right) \frac{\partial T(\theta)}{\partial \theta} = 0.
\] (5.29)

By sequentially solving the above two equations, finally, the sensitivity is derived as

\[
\frac{\partial L(\theta)}{\partial \theta_c} = u(\theta)^T \frac{\partial f_{th}}{\partial \theta} + \lambda_J T(\theta)^T \frac{\partial q}{\partial \theta} + \lambda_m^T \left( \frac{\partial K_{elast}(\theta)}{\partial u(\theta)} u(\theta) - \frac{\partial f_{th}}{\partial \theta} \right) + \lambda_t^T \left( \frac{\partial K_t(\theta)}{\partial \theta} T(\theta) - \frac{\partial q}{\partial \theta} \right)
\] (5.30)

### 5.4 Numerical examples

Two numerical examples are shown in this section, namely Design 1 and Design 2. Both of these two designs share the same boundary conditions associated to heat transfer, but their boundary condition for thermomechanical models are different. In Design 1, the
bottom edge is fixed, and compressive pressure is imposed on the top edge. In Design 2, the boundary condition and mechanical load locations are following a typical Messerschmitt-Bölkow-Blohm (MBB) beam example. Assume the initial design domain is composed of X-bracing lattice structure having a mass fraction of $m(\theta_0)=0.5$. X-bracing lattice structure is adopted since it can be produced without requiring additional materials for supporting structure in additive manufacturing.

To reveal the capability of the proposed method, for each design, four scenarios (A-D) are examined. The results of initial design for each four scenarios are listed as Scenarios a to d. In Scenario A and a, only thermal boundary conditions and supports for thermo-mechanical model are applied. All the mechanical loads are induced from non-uniform temperature field derived from heat transfer model. In Scenario B and b, an additional external constant heat flux is applied. Then, in Scenario C and c, an external pressure or force is imposed on the boundary. Finally, in Scenario D and d, the convective heat transfer coefficient is doubled. The penalization numbers values are $p_1=5$, $p_2=3$, and $p_3=1.2$. The relative density of fluid phase $\theta_{\text{min}}$ is equal to 0.15. For all of these examples, non-dimensional parameters are used.

5.4.1 Example 1: A lattice heat transfer section withstanding compressive mechanical load

In the first example, a rectangular design domain having $120 \times 240$ elements are fixed at the bottom edge. In the thermal model, design-dependent heat source is imposed on the entire design domain. The maximum value of the heat source value per element $q_0$ is 0.01, convective heat transfer coefficient $h$ is equal to 0.005. The thermal model results in a non-uniform temperature field, inducing thermomechanical loads. In Scenario A and a, only the induced thermomechanical loads are considered in the mechanical model. In Scenario B and b, apply boundary heat source $q_2=0.1$ to each node on the bottom edge (Fig. 5.3). Then, in Scenario C and c, compressive pressure $p=0.005$ is applied to the each node on
Table 5.1. A summary of boundary condition for Scenarios

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Boundary condition of thermal problem</th>
<th>Boundary condition of thermomechanical problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ and $A$</td>
<td>Volumetric design-dependent heat source</td>
<td>Thermomechanical load</td>
</tr>
<tr>
<td>$b$ and $B$</td>
<td>In addition to volumetric design-dependent heat source, apply a constant heat source to the bottom edge</td>
<td>Thermomechanical load</td>
</tr>
<tr>
<td>$b$ and $B$</td>
<td>In addition to volumetric design-dependent heat source, apply a constant heat source to the bottom edge</td>
<td>In addition to Thermomechanical load, apply external mechanical load to the boundary edges</td>
</tr>
<tr>
<td>$b$ and $B$</td>
<td>In addition to volumetric design-dependent heat source, apply a constant heat source to the bottom edge, increasing convective heat transfer coefficient</td>
<td>In addition to Thermomechanical load, apply external mechanical load to the boundary edges</td>
</tr>
</tbody>
</table>

the top edge (Fig. 5.4). Then, in Scenario $D$ and $d$, the convective heat transfer $h$ is doubled from 0.005 to 0.01 (Fig. 5.5).

The topology, temperature distribution and displacement magnitude plot of the first example are shown in Fig. 5.2 to Fig. 5.5, and the key results are listed in Table 5.2. The mechanical compliance of optimal designs are only 40\% to 52\% of the initial designs, while thermal compliance are maintained 95\% to 102\% of the initial designs. In addition, it is interest to observe some key results such as mean displacement magnitude $\| u \|$, maximum displacement magnitude $\| u \|$, maximum temperature $\hat{T}$ and mean temperature $\bar{T}$. The mean displacement magnitudes of the optimal designs are 56\% to 77\% of the initial designs, and the maximum displacements of the optimal designs are only 21\% to 27\% of the initial designs. The mean temperature of the optimal designs are 91\% to 94\% of ini-
Figures 5.2. Topology, temperature distribution, and displacement magnitude distribution of initial and optimal designs for scenario 1A and 1a.

tial designs, which implies a limited compromising of thermal performance to ensure the significant mechanical performance. The maximum temperature of the optimal designs are 72% to 102% of the initial designs, implies though the overall heat transfer performance is generally maintained, the local heat transfer performance may not be guaranteed.
5.4.2 Example 2: A lattice heat transfer section with boundary conditions of a MBB beam

In the second example, the thermal model remains the same as the first example, and the supports are located at left edge and the right bottom corner, in terms of a half MBB beam. In Scenario A and \( a \), only the induced thermomechanical loads are considered in the mechanical model (Fig. 5.6). In Scenario B and \( b \), apply boundary heat source \( q_2 = 0.1 \) to each node on the bottom edge (Fig. 5.7). Then, in Scenario C and \( c \), an external load \( p = 1.2 \)
is applied to the left top corner (Fig. 5.8). Then, in Scenario D and d, the convective heat transfer $h$ is doubled from 0.005 to 0.01 (Fig. 5.9).

The topology, temperature distribution and displacement magnitude plot of the second example are shown in Fig. 5.2 to Fig. 5.5, and the key results are listed in Table 5.3. The results show trends similar to the first example: The mechanical compliance of optimal designs are only 27% to 46% of the initial designs, while thermal compliance are maintained 94% to 110% of the initial designs. The mean displacement magnitudes of the optimal
Figure 5.5. Topology, temperature distribution, and displacement magnitude distribution of initial and optimal design for scenario 1D and 1d.

designs are 26% to 79% of the initial designs, and the maximum displacements of the optimal designs are only 22% to 46% of the initial designs. The mean temperature of the optimal designs are 91% to 100% of initial designs, which implies a limited compromising of thermal performance to ensure the significant mechanical performance. The maximum temperature of the optimal designs are 73% to 103% of the initial designs, which shows though the overall heat transfer performance is generally maintained, the local heat transfer performance may not be guaranteed.
Table 5.2. Key results of example 1: A LHT section withstanding compressive mechanical load

<table>
<thead>
<tr>
<th>Case</th>
<th>$J_m(\theta)$</th>
<th>$J_t(\theta)$</th>
<th>$| u |$</th>
<th>$| u |$</th>
<th>$\hat{T}$</th>
<th>$\bar{T}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design 1a</td>
<td>285.90</td>
<td>1843.1</td>
<td>2.3133</td>
<td>47.617</td>
<td>0.9331</td>
<td>2.1032</td>
</tr>
<tr>
<td>Design 1A</td>
<td>160.38</td>
<td>1736.4</td>
<td>1.7944</td>
<td>10.006</td>
<td>0.9027</td>
<td>2.1518</td>
</tr>
<tr>
<td>Design 1b</td>
<td>282.53</td>
<td>1863.1</td>
<td>2.3755</td>
<td>47.718</td>
<td>1.0408</td>
<td>2.7952</td>
</tr>
<tr>
<td>Design 1B</td>
<td>152.36</td>
<td>1758.1</td>
<td>1.8206</td>
<td>10.172</td>
<td>0.9477</td>
<td>2.153</td>
</tr>
<tr>
<td>Design 1c</td>
<td>301.76</td>
<td>1863.1</td>
<td>4.2062</td>
<td>50.115</td>
<td>1.0408</td>
<td>2.7952</td>
</tr>
<tr>
<td>Design 1C</td>
<td>158.8</td>
<td>1798.4</td>
<td>2.672</td>
<td>11.392</td>
<td>0.9571</td>
<td>2.164</td>
</tr>
<tr>
<td>Design 1d</td>
<td>83.613</td>
<td>958.25</td>
<td>3.1024</td>
<td>27.8121</td>
<td>0.5212</td>
<td>1.8108</td>
</tr>
<tr>
<td>Design 1D</td>
<td>33.704</td>
<td>984.42</td>
<td>1.7487</td>
<td>7.5790</td>
<td>0.4945</td>
<td>1.3121</td>
</tr>
</tbody>
</table>

Table 5.3. Key results of example 2: A LHT section with boundary conditions of a MBB beam

<table>
<thead>
<tr>
<th>Case</th>
<th>$J_m(\theta)$</th>
<th>$J_t(\theta)$</th>
<th>$| u |$</th>
<th>$| u |$</th>
<th>$\hat{T}$</th>
<th>$\bar{T}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design 2a</td>
<td>350.86</td>
<td>1855.4</td>
<td>3.5224</td>
<td>53.560</td>
<td>0.9981</td>
<td>2.109</td>
</tr>
<tr>
<td>Design 2A</td>
<td>164.04</td>
<td>1753.6</td>
<td>2.2592</td>
<td>12.1389</td>
<td>0.9049</td>
<td>2.1697</td>
</tr>
<tr>
<td>Design 2b</td>
<td>347.32</td>
<td>1874.7</td>
<td>3.8300</td>
<td>52.242</td>
<td>1.0457</td>
<td>2.7952</td>
</tr>
<tr>
<td>Design 2B</td>
<td>156.20</td>
<td>1886.1</td>
<td>3.0133</td>
<td>15.246</td>
<td>0.9923</td>
<td>2.1489</td>
</tr>
<tr>
<td>Design 2c</td>
<td>814.94</td>
<td>1874.7</td>
<td>127.36</td>
<td>416.61</td>
<td>1.0457</td>
<td>2.7952</td>
</tr>
<tr>
<td>Design 2C</td>
<td>327.53</td>
<td>2032.2</td>
<td>55.0129</td>
<td>192.24</td>
<td>1.0517</td>
<td>2.1649</td>
</tr>
<tr>
<td>Design 2d</td>
<td>551.70</td>
<td>963.79</td>
<td>126.97</td>
<td>394.31</td>
<td>0.5236</td>
<td>1.8108</td>
</tr>
<tr>
<td>Design 2D</td>
<td>152.30</td>
<td>1058.7</td>
<td>32.516</td>
<td>111.15</td>
<td>0.5128</td>
<td>1.3163</td>
</tr>
</tbody>
</table>
5.5 Conclusion

This Chapter presents a novel thermomechanical topology optimization method with consideration of convective heat transfer and design-dependent heat source, that exploits the benefits of multifunctional lattice heat transfer structure. The heat source is dependent on if the material is solid or fluid, thus the optimised solid-fluid interface and heat source distribution can be obtained through the method. Since the method does not require a fluid mechanics model, it is computationally efficient and especially appropriate to be applied in
the conceptual design stage. With the application of this method, the mechanical stiffness of the lattice heat transfer structure due to mechanical and thermomechanical loads is significantly improved, while the overall heat transfer performance is maintained. The final design shows complex lattice structures that can augment current additive manufacturing technologies.

Finally, limitations of this method and future work are addressed. First, the method use design-dependent heat source to replace accurate fluid mechanics model, it could not reflect velocity field, therefore it could not reflect the temperature gradient caused by forced con-
Figure 5.8. Topology, temperature distribution, and displacement magnitude distribution of initial and optimal design for scenario 1C and 1c.

Convection in the fluid. Therefore, it implies the method is limited to investigate the problem that the velocity difference in the fluid is small. Second, the results of numerical example show the method may not ensure to maintain the local heat transfer performance. For a detailed design, thermal-fluid-structure coupled simulation and experimental study is also required.
Figure 5.9. Topology, temperature distribution, and displacement magnitude distribution of initial and optimal design for scenario 1D and 1d.
6. DESIGN OF CONFORMAL COOLING CHANNELS USING A VERSATILE THERMAL-FLUID TOPOLOGY OPTIMIZATION

Current design methods of conformal cooling systems are either intuitive or parametric optimization based that lack of optimally and complexity. Thermal-fluid topology optimization has the potential to generate free-form, complex and optimal channels distribution. However, existing research about thermal-fluid topology optimization remain scarce and they have restricted flexibility to allow thermal-fluid parameters changing in a wide range, or unable to involve external heat source in analysis. To solve these issues, we code a novel thermal-fluid topology optimization algorithm in this study. The proposed method contains a Navier-Stokes flow and heat transfer coupled finite element analysis with a Newton iterative solver. Further, the sensitivity analysis of the coupled thermal-fluid field is analytically derived using adjoint method, which avoids the appearance of dead-end channels. Applying this method leads versatile topologies with regularities in terms of different combinations of thermal-fluid parameters such as Reynolds number, Prandtl number and thermal diffusivity. Finally, the method is applied to design a conformal cooling of an injection mold, which is produced through Direct Metal Laser Sintering additive manufacturing.

6.1 Background and motivation

Additive manufacturing allows the fabrication of highly complex parts and tools, extending the design possibilities of conformal cooling systems in heat exchangers and components that require heat dissipation. In particular, increasing the complexity and optimally of the cooling system in an injection mold offers the potential to increase the heat transfer rate in a uniform manner across the surface of the injected part, which improves the efficiency of the injection process, enhances the quality of the part, and significantly reduces the production cost [145]. The optimization methods of conformal cooling systems have
been extensively investigated [184, 185]. In these studies, conformal cooling systems were optimized in terms of parametrized geometric control points, and their optimal shapes were obtained through parameters optimization with surrogate models. Unfortunately, these design methods are limited by the constraints of their simple architecture. To attain an architecture with a higher geometric complexity, a morphological surface based cooling network has been proposed. In this method, a surface conformal to the heat source is pre-defined to allow cooling channels positioning, hence the channels have equal distance to the heat source and a uniform cooling is expected to achieve [186]. The cooling channels can be located with regard to thermal performance results from steady-state finite-element analysis (FEA) (Fig. 6.1a) [187]. The channels also can be designed based on a Centroid Voronoi diagram to generate a complex flow network thoroughly covering the entire morphology surface, which reminds the capillary network in nature [188] (Fig. 6.1b). However, these intuitive driven design methods cannot ensure the thermal-fluid optimally of the system.

An innovative and potentially transformational alternative is a freeform conformal cooling design, characterized by its complexity and optimally. One of the most potentially effective way to generate an optimal freeform channel distribution is via finite element analysis (FEA)-based thermal-fluid topology optimization. Studies associated to un-coupled
heat transfer and fluid flow topology optimization can be found in many literature. A topology optimization focused on heat transfer problem aims to obtain optimal structure with respect to thermal conduction [14, 83, 84], natural convection [76, 77] and forced convection [78, 79]. In these studies, surrogate material models are adopted to approximating the characteristic of fluid field and convective heat transfer. On the other hand, the objective of a topology optimization focused on fluid is to find channels that minimizing energy dissipation due to drag force under certain flow categories such as Stokes [73, 80] and laminar flow [86, 87]. Topology optimization of turbulent flow is still a new research area, in which only a few of recent studies have been published [89, 90].

Comparatively, less studies in connection with a coupled thermal-fluid FEA based topology optimization can be found. A thermal-fluid FEA has been incorporated to obtain heat sinks targeting optimal thermal conduction and natural convection [94, 95]. To investigate optimal channel shapes under forced convection, a thermal-fluid topology optimization algorithm is proposed with incorporation of FEA coupling Stokes flow and heat transfer [96]. However, a linear Stokes flow model is limited in application since the non-linear advection term is neglected. To substitute the effect of non-linear advection term, in a latest study, a Darcy flow FEA is employed as an approximate fluid flow model in the thermal-fluid analysis [128]. Some researchers have attempted to exploit the non-linear Navier-Stokes flow and convection-diffusion coupling FEA module in commercial software COMSOL Multiphysics® and make effort on secondary development [31, 32, 97]. In this approach, heat transfer is evaluated by considering the internal heat exchange between fluid-solid boundary in the fixed design domain. However, a topology optimization utilizing commercial software would be inconvenient to customize the physics model such as impose an external heat source. Another studies consider the external heat source [24, 98, 99], and formulate multi-objectives problem statements, in which thermal and fluid performance are optimized as a weight-sum approach. However, in this method, it has to remain a substantial weighting factor on the objective with respect to fluid flow performance. When this weighting factor is small, or the objective function is pure thermal performance, the result may shows dead-end channels, where the fluid flow may be intersected by solid phase
and not be able to sucessfully pass from inlet to outlet. Additionally, these models has a restricted flexibility to allow thermal-fluid parameters such as Reynolds number, Prandtl number and thermal diffusivity changing in a wide range, and unable to properly reflect how different combinations of these thermal-fluid parameters influence the resulting optimal topologies.

To solve these issues, in this study, a novel thermal-fluid topology optimization algorithm is developed. An in-house finite element code is created in MATLAB to solve coupled nonlinear Navier-Stokes flow and heat transfer problem. This code consists of an external heat source term, and it allows thermal-fluid parameters shifting in a wide range and leads versatile solutions. With incorporation of non-linear FEA code with a Newton iterative solver, a coupled thermal-fluid topology optimization is formulated. Further, the sensitivity analysis of the coupled thermal-fluid field is analytically derived using adjoint method, which avoids the appearance of dead-end channels. It intriguingly shows, in terms of different combinations of thermal-fluid parameters, the algorithm results in diverse optimal shapes with regularities. Further, the proposed method is applied to design an optimal conformal cooling channels for our industries partner. Several efforts in order to achieve an applicable industrial product from a conceptual design are presented, which including generation of a symmetric and flow-balanced design, parametric computer-aided final design and additive manufacturing.

This Chapter is organized as follows. In Section Two, the procedure to develop the coupled thermal-fluid finite element model is described, and numerical results are presented. In Section Three, the topology optimization algorithm is formulated and sensitivity analysis is explained. Also, the numerical example of the proposed topology optimization is presented in Section Three. The procedure of design optimization of the conformal cooling of injection mold by means of proposed algorithm is described in Section Four. Finally, the conclusion and future work are signified in Section Five.
6.2 Derivation of the thermal-fluid finite element analysis

The governing equations and their discretized form of thermal-fluid finite analysis required in the proposed method, including fluid-flow model and heat transfer model are briefly described in this section. The details of these methods are illustrated in [171]. The schematic figure of the design domain $\Omega$ in this study is shown in Fig. 6.2. The following components are included in the boundary conditions: A prescribed heat source $q$, inflow and outflow locations ($\Gamma_{in}$ and $\Gamma_{out}$), inflow and outflow properties such as inflow pressure $p_1$, temperature $T$ and outflow pressure $p_0$, and no slip and insulated boundary $\Gamma_{wall}$.

![Figure 6.2. Problem Description of The Proposed Finite Element Analysis Model.](image)

In this thermal-fluid analysis, assume there is no temperature field induced buoyancy force field involved in Navier-Stokes equation, hence the fluid and thermal problem can be solved segregately as explained in the next section.
6.2.1 Fluid-flow model

A fluid finite element model is based on Navier-Stokes equations. A steady state Navier-Stokes equations without fluid body force can be described by momentum and continuity equations are presented as follows:

\[
\text{Re} \left( u \cdot \nabla \right) u = -\nabla p + \nabla^2 u - \alpha(\theta)u
\]
\[
\nabla \cdot u = 0,
\]

where \( \text{Re} \) is Reynolds number which measures the relation of inertia force dominated flow and viscous force dominated flow:

\[
\text{Re} = \frac{\rho U L}{\mu},
\]

here \( U \) and \( L \) are the characteristic length and velocity, \( \rho \) is the fluid density, \( \mu \) is the viscosity, \( u \) is the velocity field, \( p \) is the pressure field. \( \alpha(\theta) \) is interpolation function of Brinkman Stiffness:

\[
\alpha(\theta_e) = \rho \left( \theta_{\text{min}} + (1 - \theta_{\text{min}}) \frac{p_b(1-\theta_e)}{p_b + \theta_e} \right),
\]

where \( \theta_e \) is the proportion of fluid in an element, \( p_b \) is a positive penalty parameter used for tuning the function shape of \( \alpha(\theta_e) \) (Fig. 6.3). This term can be interpreted as a large damping term that stops flow, which ensures the velocity in the solid domain \( \alpha(\theta_e)=0 \) vanishes.

By applying Galerkin method and Green identity, Eq. (6.1) can be discretized as

\[
\begin{bmatrix}
K & -G^T \\
-G & 0
\end{bmatrix}
\begin{bmatrix}
u \\
p
\end{bmatrix}
= \begin{bmatrix}
f \\
0
\end{bmatrix},
\]

where \( u, p \) and \( f \) are nodal velocity, pressure and force, respectively. In a two dimensional problem, each node contains two directions of velocities: \( u_e = \{ u_e^x, u_e^y \} \). The matrix \( K \) is constructed as

\[
K = K_s + K_b + K_a.
\]

\(^1\)The context of Section 6.2.1 is the same as Chapter 4, Section 4.2. It is repeated here for the convenience of reading.
The Shape of Interpolation Function $\alpha(\theta_e)$ is Influenced by Penalty Parameter $p_b$. 

$K$ can be considered as a union of the matrices with respect to two directions of velocities $K = \{K^x, K^y\}$. In this equation, the stiffness matrix of Stokes flow

$$K_s = \sum_{e=1}^{n_e} \int_{V_e} \mu \nabla N_u \nabla I_0 \nabla N_u dV_e,$$

where $N_u$ is the matrix containing shape functions of the elemental velocity, and

$$I_0 = \begin{bmatrix} 2 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 1 \end{bmatrix}.$$

for a two-dimensional element. $K_b$ is the Brinkman damping matrix, which can be considered as a union of matrices with respect to two directions of velocities: $K_b = \{K_b^x, K_b^y\}$. For both $x$ and $y$ directions, the matrix is constructed as:

$$K_b^x = K_b^y = \sum_{e=1}^{n_e} \int_{V_e} b \alpha(\theta_e) N_u \nabla N_u dV_e,$$
where $b$ is a constant reflecting resistance level. $K_a$ is the advection matrix, which can be considered as a union of matrices with respect to two directions of velocities: $K_a = \{K^x_a, K^y_a\}$. For both $x$ and $y$ directions, the matrix is constructed as:

$$K^x_a = K^y_a = \sum_{e=1}^n \int_{V_e} \text{Re} \left( N_u^T N_u u^T e \nabla N_u x + N_u^T N_u u^T e \nabla N_u y \right) dV_e. \tag{6.9}$$

$G$ is the coupling matrix of the pressure and velocity of $x$ and $y$ directions: $G = \{G^x, G^y\}$, where

$$G^x = \sum_{e=1}^n \int_{V_e} \nabla N_u x^T N_p dV_e, \tag{6.10}$$

and

$$G^y = \sum_{e=1}^n \int_{V_e} \nabla N_u y^T N_p dV_e. \tag{6.11}$$

Since nodal velocity is presented in both left hand side $K_g$ and right hand side $U$ of Eq. (6.4), an iterative method is required to solve this equation.

In this work, a Newton’s iterative method is used. Assume in $k$-th iteration, the residual of Eq. (6.4) is

$$K_g^k U^k - F^k = R(U^k) \tag{6.12}$$

which can be rewritten using Taylor expansion:

$$R(U^k) + \frac{\partial R}{\partial U} \bigg|_{U^k} \delta U + \mathcal{O}(\delta U)^2 = 0 \tag{6.13}$$

where

$$\delta U = U^{k+1} - U^k. \tag{6.14}$$

Omitting the terms of order two and higher, the following equation is obtained:

$$U^{k+1} = U^k - J^{-1,k}(U^k) R(U^k) \tag{6.15}$$

where

$$J^k = \frac{\partial R^k}{\partial U^k} \tag{6.16}$$
is the Jacobian matrix (also known as tangent matrix) of \( k \)-th iteration, that can be derived analytically for this problem. The detailed procedures of its derivation refers to \([171]\), the result is

\[
J^k = K^k + \hat{J}^k
\]  
(6.17)

where \( \hat{J}^k \) assembles \( \{N_{xx}^k, N_{xy}^k, N_{yx}^k, N_{yy}^k\} \) and

\[
N_{xx}^k = \sum_{e=1}^{n_e} \int_{V_e} \nabla N_{u,x} u_e^{x,k} \left( N_u \nabla N_u \right) dV_e, \\
N_{xy}^k = \sum_{e=1}^{n_e} \int_{V_e} \nabla N_{u,y} u_e^{y,k} \left( N_u \nabla N_u \right) dV_e, \\
N_{yx}^k = \sum_{e=1}^{n_e} \int_{V_e} \nabla N_{u,x} u_e^{x,k} \left( N_u \nabla N_u \right) dV_e, \\
N_{yy}^k = \sum_{e=1}^{n_e} \int_{V_e} \nabla N_{u,y} u_e^{y,k} \left( N_u \nabla N_u \right) dV_e.
\]  
(6.18)

Finally, in \( k \) th iteration, a SUPG stabilization matrix \( S \) is applied to improve the stability of advection and the algorithm convergence:

\[
S^k = \{S^{k,x}, S^{k,y}\}
\]  
(6.19)

where

\[
S^{k,x} = S^{k,y} = S_{xx}^k + S_{xy}^k + S_{yx}^k + S_{yy}^k
\]  
(6.20)

and

\[
S_{xx}^k = \sum_{e=1}^{n_e} \int_{V_e} \left( u_e^{x,k} N_u \nabla N_{u,x} \right) \nabla N_{u,x} \left( u_e^{x,k} N_u \right) \nabla N_{u,x} dV_e, \\
S_{yx}^k = \sum_{e=1}^{n_e} \int_{V_e} \left( u_e^{y,k} N_u \nabla N_{u,x} \right) \nabla N_{u,x} \left( u_e^{y,k} N_u \right) \nabla N_{u,x} dV_e, \\
S_{yx}^k = \sum_{e=1}^{n_e} \int_{V_e} \left( u_e^{x,k} N_u \nabla N_{u,y} \right) \nabla N_{u,y} \left( u_e^{x,k} N_u \right) \nabla N_{u,y} dV_e, \\
S_{yy}^k = \sum_{e=1}^{n_e} \int_{V_e} \left( u_e^{y,k} N_u \nabla N_{u,y} \right) \nabla N_{u,y} \left( u_e^{y,k} N_u \right) \nabla N_{u,y} dV_e.
\]  
(6.21)

As a result, the updated advection matrix for the next iteration is

\[
K_a^{k+1} = K_a^k + S^k
\]  
(6.22)
Finally, the updated nonlinear residual is

$$K^k_{g}U^{k+1} - F^{k+1} = R(U^{k+1}). \quad (6.23)$$

The algorithm is converged if the norm of the nonlinear residual is small enough.

### 6.2.2 Heat transfer model

On the other hand, a steady state heat transfer equation (convection-diffusion equation) is also required in a coupled thermal-fluid finite element analysis:

$$\text{Re} \text{Pr}(\theta) [u(\theta) \cdot \nabla] T = \nabla^2 T - hT - q. \quad (6.24)$$

where $u(\theta)$ is the fluid velocity derived from the Navier-Stokes finite element analysis. $Pr(\theta)$ is Prandtl number reflecting to fluid fraction:

$$Pr(\theta) = Pr_0 (\theta_{\min} + (1 - \theta_{\min}) \theta^p), \quad (6.25)$$

and $Pr_0$ is the Prandtl number of the fluid, which represents the relation of momentum and thermal diffusivities:

$$Pr_0 = \frac{c_p \mu}{\kappa}, \quad (6.26)$$

where $c_p$ is thermal capacity, $\kappa$ is thermal diffusivity. The term $\text{RePr}(\theta)$ is Nusselt number $Nu(\theta)$ providing a measure of convection heat transfer.

$$Nu(\theta) = \text{RePr}(\theta). \quad (6.27)$$

Besides, in Eq. (6.24), $h$ is natural convective coefficient, $q$ is external heat source. With the application of Galerkin method and Green identity, Eq. (6.24) can be discretized to

$$K_r T = q. \quad (6.28)$$

where $q$ is external heat source, and $T$ is the vector of nodal temperatures. The matrix $K_r$ is constructed as

$$K_r = K_c + K_n + K_v + S. \quad (6.29)$$
In this equation, the stiffness matrix of thermal conduction is

\[ K_c = \sum_{e=1}^{n_e} \int_{V_e} \nabla N_T^T I \nabla N_T dV_e, \]  

(6.30)

where \( N_T \) is the matrix containing shape functions of the elemental temperature, and

\[ I = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}. \]  

(6.31)

for a two dimensional element. \( K_n \) is the natural convection matrix, which is constructed as

\[ K_n = \sum_{e=1}^{n_e} \int_{V_e} h N_T^T N_T dV_e. \]  

(6.32)

\( K_v \) is the convection matrix, which is constructed as:

\[ K_v = \sum_{e=1}^{n_e} \int_{V_e} \left( \text{Nu}(\theta) \left( \frac{N_u^T N_u u_e^T \nabla N_T}{N_v^T} \right)^x \right. \left. + \frac{N_u^T N_u u_e^T \nabla N_T}{N_v^T} \right) dV_e. \]  

(6.33)

Finally, \( S \) is the stabilization matrix:

\[ S = S_{xx} + S_{xy} + S_{yx} + S_{yy}. \]  

(6.34)

Since in Eq. (6.28), the global stiffness matrix \( K_v \) includes velocity field \( u \) derived from fluid model, the resulting temperature field \( T \) is influenced by thermal fluid parameters. In the following numerical example, the influence of three parameters, namely Reynolds number \( Re \), Prandtl number \( Pr_0 \) and thermal diffusivity \( \kappa \) are illustrated.

6.3 Numerical implementation of thermal-fluid finite element analysis

Let us consider the rectangular design domain \( \Omega \) shown in Fig. 6.2 is 60 mm \( \times \) 60 mm and meshed by 60 \( \times \) 60 quadratic velocity/linear pressure Q2Q1 elements. Each element contains eighteen degrees of freedom (dofs) for velocity, four dofs for pressure and nine dofs for temperature.
Figure 6.4. An Illustration of A Quadratic Velocity/Linear Pressure (Q2Q1) Element.

The entire system consists of 3600 elements, 29282 dofs for velocity, 3721 dofs for pressure, and 14641 dofs for temperature. Apply fixed pressure $P_0 = 1Pa$ and fixed temperature $T_0 = 0$ to $\Gamma_{in}$, and fixed pressure $P_0 = 0Pa$ to $\Gamma_{out}$, zero velocity $u_0 = 0$ to no slip boundary $\Gamma_{wall}$, and external heat source $q = 1kW$ uniformly distributed in the design domain $\Omega$.

The results of finite element analysis could be effected by thermal-fluid parameters associated with fluid advection, thermal convection as well as thermal conduction. In this example, the fluid advection is characterized by Reynolds number $Re$, the thermal convection is determined by Prandtl number $Pr_0$, and thermal conduction is measured by thermal diffusivity $\kappa$. First, the effect of Reynolds numbers $Re$ to the resulting velocity magnitude distribution is depicted in Fig. 6.5. Three cases are compared using Reynolds numbers $Re = 100$, $Re = 500$ and $Re = 1000$, while other parameters of these three cases are the same. It shows, along with a higher Reynolds number, the velocity magnitudes are higher, and the flow driven by inertia force is capable to cover a broader region of design domain. For instance, in Fig. 6.5(a), a U-shape flow path with low velocity magnitude is emerged, in terms of high relative significant viscous resistance. In constrast, in Fig. 6.5(c), high velocity flow is jetted from the inlet, impinging the right top edge because of high advection.

Then, Fig. 6.6 illustrates the common effect of Reynolds number, Prandtl number and thermal diffusivity to the temperature distribution in a fluid design domain. In addition to
applying three different Reynolds numbers, three Prandtl numbers $Pr_0 = 7.56$ that equal to the value of 16.85°C liquid water, $Pr_0 = 1.53$ that equal to the value of 111.85°C liquid water and $Pr_0 = 0.024$ that equal to liquid metal are applied to the thermal-fluid model. Besides, two thermal diffusivities $\kappa = 3.35 \times 10^{-6} \text{ m}^2/\text{s}$ that equal to the value of stainless steel 310) and $\kappa = 1.88 \times 10^{-5} \text{ m}^2/\text{s}$ that equal to the value of steel AISI 1010 are applied. The resulting temperature distribution associated to these parameter combinations are summarized in a $3 \times 3$ matrix (Fig. 6.6). The effect of Reynolds numbers can be seen by comparing three columns (C1 to C3). It indicates when Reynolds number changes, the convective heat transfer are improved at locations that velocity magnitude increase, and reduced at where velocity magnitude decrease. The effect of Prandtl numbers is presented by observing the first and second row (R1 and R2). It shows a higher Prandtl number provides better heat transfer performance while thermal diffusivity is unchanged. However, a high Prandtl number does not ensure better heat transfer performance when thermal diffusivities of two cases are different. For example, the comparison of second and third row (R2 and R3) indicates that, a higher thermal diffusivity leads a better heat transfer performance even with a smaller Prandtl number.

In terms of this example, it clearly shows, with a same external heat source, different combinations of thermal-fluid parameters may resulting in versatile results such as velocity
Figure 6.6. The Temperature Field Plot Associated with Different Combinations of Reynolds Numbers, Prandtl Numbers, and Thermal Diffusivities. In this figure, C is the abbreviation of Column, and R is the abbreviation of Row.

<table>
<thead>
<tr>
<th></th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>Pr₀ = 7.56&lt;br&gt;κ = 3.35x10⁻⁶(m²/s)</td>
<td>Re = 100</td>
<td>Re = 500</td>
</tr>
<tr>
<td></td>
<td>(a)</td>
<td>(b)</td>
<td>(c)</td>
</tr>
<tr>
<td>R2</td>
<td>Pr₀ = 1.53&lt;br&gt;κ = 3.35x10⁻⁶(m²/s)</td>
<td>(d)</td>
<td>(e)</td>
</tr>
<tr>
<td>R3</td>
<td>Pr₀ = 0.024&lt;br&gt;κ = 1.88x10⁻⁵(m²/s)</td>
<td>(g)</td>
<td>(h)</td>
</tr>
</tbody>
</table>

This thermal-fluid FEA acts as a substantial role in the following presented topology optimization method, since it is served as sources of objectives as well as constraints, and the FEA module is called in each iteration during the optimization process.
6.4 Proposed thermal-fluid topology optimization method

With incorporation of the finite element analysis, the proposed thermal-fluid topology optimization method aims to optimally distribute limited channels within a design domain, i.e.,

\[ \sum_{e=1}^{n_e} v_e \theta_e \leq V_\Omega, \]  
(6.35)
in order to obtain a structure having minimum energy dissipation caused by fluid drag force and thermal resistance. For a pure Navier-Stokes flow problem, the energy dissipation caused by drag force takes the form

\[ Q_1 = \frac{1}{2} u^T K u - f^T u. \]  
(6.36)

Therefore, the objective is to find a structure consisting of channel distribution \( \theta_1^* \) that minimizes energy dissipation \( Q_1 \) under physics constraint Eq. (6.4) and volume constraint Eq. (6.35):

\[
\begin{align*}
\text{find} & \quad \theta_1^* \in \Omega^{n_e} \\
\text{min} & \quad Q_1 = \frac{1}{2} u^T K u - f^T u \\
\text{s.t.} & \quad \begin{bmatrix} K & -G^T \\ -G & 0 \end{bmatrix} \begin{bmatrix} u \\ p \end{bmatrix} = \begin{bmatrix} f \\ 0 \end{bmatrix} \\
& \quad \sum_{e=1}^{n_e} v_e \theta_e \leq V_\Omega,
\end{align*}
\]  
(6.37)

For a pure thermal problem, the energy dissipation caused by thermal resistance is defined as thermal compliance:

\[ Q_2 = q^T T, \]  
(6.38)
Similarly, the objective of a pure thermal problem is to find a structure consisting of channel
distribution \( \theta_2^* \) that minimizes thermal compliance \( Q_2 \) under physics constraint Eq. (6.28)
and volume constraint Eq. (6.35):

\[
\begin{align*}
\text{find } & \quad \theta_2^* \in \Omega_{ne} \\
\text{min } & \quad Q_2 = T^T K_f T \\
\text{s.t. } & \quad K_f T = q \\
& \quad \sum_{e=1}^{ne} v_e \theta_e \leq V_{\Omega},
\end{align*}
\]

(6.39)

Compared to a pure thermal problem, in the proposed thermal-fluid topology optimization
the fluid and heat transfer physics constraints are required to simultaneously satisfied, and
a upper bound of energy dissipation caused by fluid drag force \( \bar{Q}_1 \) is determined. Finally,
the problem statement of thermal-fluid topology optimization is defined as

\[
\begin{align*}
\text{find } & \quad \theta_3^* \in \Omega_{ne} \\
\text{min } & \quad Q_3 = T^T K_f T \\
\text{s.t. } & \quad \begin{bmatrix} K & -G^T \\ -G & 0 \end{bmatrix} \begin{bmatrix} u \\ p \end{bmatrix} = \begin{bmatrix} f \\ 0 \end{bmatrix} \\
& \quad K_f (u) T = q \\
& \quad \sum_{e=1}^{ne} v_e \theta_e \leq V_{\Omega}.
\end{align*}
\]

(6.40)

In this study, a gradient-based sequential convex programming algorithm called Method of
Moving Asymptotes (MMA) [36] is used to solve these constrained optimization problems.
The analytic gradients of the problems Eq. (6.37) to (6.40) are derived in the following
sensitivity analysis procedure.

6.4.1 Sensitivity analysis

In this work, the sensitivities of these three problems are derived using the adjoint
method. For a fluid problemThe evaluation of gradients is demonstrated for a generic
objective $Q_1(\theta, u(\theta))$. Nodal velocity $u(\theta)$ is required to satisfy the constraint governed by finite element analysis equation

$$ \mathbf{R}(\theta, u(\theta)) = \mathbf{K}_g \mathbf{U} - \mathbf{F}, $$

(6.41)

where $\mathbf{R}$ is the residual. The objective function is augmented in terms of a Lagrange multiplier vector $\lambda_f$ and the Lagrangian function $\mathbf{L}_1$ is written as

$$ \mathbf{L}_1 = Q_1(\theta, u(\theta)) + \lambda_f^\top \mathbf{R}(\theta, u(\theta)) $$

(6.42)

The sensitivity of this Lagrangian function is

$$ \frac{d\mathbf{L}_1}{d\theta_e} = \frac{dQ_1}{d\theta_e} + \lambda_f^\top \frac{d\mathbf{R}}{d\theta_e} $$

(6.43)

$$ = \frac{\partial Q_1}{\partial \theta_e} + \frac{\partial Q_1}{\partial \mathbf{U}} \frac{\partial \mathbf{U}}{\partial \theta_e} + \lambda_f^\top \left( \frac{\partial \mathbf{R}}{\partial \theta_e} + \frac{\partial \mathbf{R}}{\partial \mathbf{U}} \frac{\partial \mathbf{U}}{\partial \theta_e} \right) $$

(6.44)

To avoid the computation of $\frac{d\mathbf{U}}{d\theta_e}$, define

$$ \frac{\partial Q_1}{\partial \mathbf{U}} + \lambda_f^\top \frac{\partial \mathbf{R}}{\partial \mathbf{U}} = 0 $$

(6.45)

and $\lambda_f$ can be solved. Hence, the analytical sensitivity of Lagrangian is

$$ \frac{d\mathbf{L}_1}{d\theta_e} = \frac{\partial Q_1}{\partial \theta_e} + \frac{\partial \mathbf{R}}{\partial \theta_e} \lambda_f. $$

(6.46)

To solve Eq. (6.44), let’s rewrite global stiffness $\mathbf{K}_g$ as

$$ \mathbf{K}_g = \mathbf{K}_u + \mathbf{K}_p, $$

where

$$ \mathbf{K}_u = \begin{bmatrix} \mathbf{K} & 0 \\ 0 & 0 \end{bmatrix}, $$

(6.47)

and

$$ \mathbf{K}_p = \begin{bmatrix} 0 & -\mathbf{G}^\top \\ -\mathbf{G} & 0 \end{bmatrix}. $$

(6.48)
Using this definition accompanied with global force $F$ and assembling vector of velocity and pressure $U$ remarked in Eq. (6.4), the energy dissipation $Q_1$ can be rewritten as

$$Q_1 = \frac{1}{2} U^\top K_u U - F^\top U,$$

(6.49)

and the partial derivative of $Q_1$ is

$$\frac{\partial Q_1}{\partial U} = K_u U + \frac{1}{2} U^\top \frac{\partial K_u}{\partial U} U - F^\top.$$

(6.50)

Then, remind $\frac{\partial R}{\partial U}$ in (6.43) and (6.44) is Jacobian matrix $\mathbf{J}$ from Eq. (6.16) to (6.18). Incorporate Eq. (6.18), the above equation is equivalent to

$$\frac{\partial Q_1}{\partial U} = K_u U + \frac{1}{2} \mathbf{J} U - F^\top.$$

(6.51)

Therefore, $\lambda_f$ in Eq. (6.44) is obtained and the sensitivity $\frac{d\mathbf{L}_2}{d\theta_e}$ in Eq. (6.45) is derived. Similarly, the Lagrangian function of the pure thermal problem is

$$\mathbf{L}_2 = Q_2 + \lambda_f^\top (K_t T - \mathbf{q}).$$

(6.52)

The sensitivity of this augmented expression is

$$\frac{d\mathbf{L}_2}{d\theta_e} = \mathbf{q}^\top \frac{\partial T}{\partial \theta_e} + \lambda_f^\top \left( \frac{\partial K_t}{\partial \theta_e} T + K_t \frac{\partial T}{\partial \theta_e} \right).$$

(6.53)

To remove the field of sensitivity of $\frac{\partial T}{\partial \theta_e}$, the following expression should be zero:

$$(\lambda_f^\top K_t + \mathbf{q}^\top) \frac{\partial T}{\partial \theta_e} = 0.$$ (6.54)

The adjoint vector $\lambda_t$ can be obtained by solving Eq. (6.54) and it is equal to $-T$, so that the sensitivity of a fluid problem can be written as

$$\frac{d\mathbf{L}_2}{d\theta_e} = -T^\top \frac{\partial K_t}{\partial \theta_e} T.$$ (6.55)

In the proposed thermal-fluid coupled topology optimization, to begin with, define the augmented residual $\mathbf{R}$ including heat transfer is composed of the residual of both fluid and thermal problems:

$$\mathbf{R} = \{\mathbf{R}_U, \mathbf{R}_T\}.$$ (6.56)
Without consideration of buoyancy term, \( \mathcal{R}_U \) is equal to \( R \), and \( \mathcal{R}_T \) is equal to \( (K, T - q) \). The Lagrangian function of the coupled thermal-fluid problem becomes

\[
\mathcal{L}_3 = Q_3 + \lambda_{tf}^T \mathcal{R}(\theta, u(\theta), T(\theta)).
\]  

(6.57)

The sensitivity of this Lagrangian function is

\[
\frac{d\mathcal{L}_3}{d\theta} = \frac{dQ_3}{d\theta} + \lambda_{tf}^T \frac{d\mathcal{R}}{d\theta},
\]  

(6.58)

where the differentiation of the objective function is

\[
\frac{dQ_3}{d\theta} = \frac{\partial Q_3}{\partial \theta} + \left[ \frac{\partial Q_3}{\partial U} \frac{\partial \theta}{\partial U} \frac{\partial Q_3}{\partial T} \frac{\partial \theta}{\partial T} \right] \left[ \begin{array}{c} \frac{\partial U}{\partial \theta} \\ \frac{\partial T}{\partial \theta} \end{array} \right],
\]  

(6.59)

and the differentiation of coupled residual is

\[
\frac{d\mathcal{R}}{d\theta} = \left[ \begin{array}{cc} \frac{\partial \mathcal{R}_U}{\partial U} & \frac{\partial \mathcal{R}_U}{\partial T} \\ \frac{\partial \mathcal{R}_T}{\partial U} & \frac{\partial \mathcal{R}_T}{\partial T} \end{array} \right] \left[ \begin{array}{c} \frac{\partial U}{\partial \theta} \\ \frac{\partial T}{\partial \theta} \end{array} \right].
\]  

(6.60)

The adjoint vector \( \lambda_{tf} \) can be written as

\[
\lambda_{tf} = \left[ \begin{array}{c} \lambda_{tf}^U \\ \lambda_{tf}^T \end{array} \right].
\]  

(6.61)

To cancel the adjoint vectors, solving following equations:

\[
\frac{\partial \mathcal{R}_U}{\partial U} \lambda_{tf}^U + \frac{\partial Q_3}{\partial U} = 0
\]

\[
\frac{\partial \mathcal{R}_T}{\partial U} \lambda_{tf}^U + \frac{\partial \mathcal{R}_T}{\partial T} \lambda_{tf}^T + \frac{\partial Q_3}{\partial T} = 0
\]

(6.62)

can yield the value of adjoint vector \( \lambda_{tf} \) and the sensitivity of coupling thermal-fluid field.

### 6.5 Versatile topologies resulted from thermal-fluid parameters

Let us apply proposed topology optimization algorithm to find the optimal channel distributions of the presented in Sec. 6.3. A same \( 3 \times 3 \) matrix having thermal-fluid
Figure 6.7. Resulting Topologies Under Specific Combinations of Reynolds Number, Prandtl Number and Thermal Diffusivity. In this figure, C is the abbreviation of Column, and R is the abbreviation of Row.
Figure 6.8. Resulting Velocity Magnitude Plots Under Specific Combinations of Reynolds Number, Prandtl Number and Thermal Diffusivity.
Figure 6.9. Resulting Temperature Field Plots Under Specific Combinations of Reynolds number, Prandtl Number and Thermal Diffusivity.

<table>
<thead>
<tr>
<th>R1</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr₀ = 7.56</td>
<td>Re = 100</td>
<td>Re = 500</td>
<td>Re = 1000</td>
</tr>
<tr>
<td>κ = 3.35×10⁻⁶ (m²/s)</td>
<td>(a)</td>
<td>(b)</td>
<td>(c)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R2</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr₀ = 1.53</td>
<td>Re = 100</td>
<td>Re = 500</td>
<td>Re = 1000</td>
</tr>
<tr>
<td>κ = 3.35×10⁻⁶ (m²/s)</td>
<td>(d)</td>
<td>(e)</td>
<td>(f)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R3</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr₀ = 0.024</td>
<td>Re = 100</td>
<td>Re = 500</td>
<td>Re = 1000</td>
</tr>
<tr>
<td>κ = 1.88×10⁻⁵ (m²/s)</td>
<td>(g)</td>
<td>(h)</td>
<td>(i)</td>
</tr>
</tbody>
</table>
The resulting topology in Fig. 6.7 shows versatile shapes under the specific combinations of thermal-fluid parameters (Reynolds numbers, Prandtl numbers and Thermal diffusivity), with the sensitivity analysis of coupling thermal-fluid fields. In all of these results, most of channels can passing flow from inlet to outlet without be intersected by solid phase. The influence of Reynolds number is analyzed by observation of three columns (C1 to C3) in Fig. 6.7, it shows, with increasing of Reynolds number, the effort of reducing energy dissipation of fluid becomes more critical to affect the final topologies. This can be verified by examining Fig. 6.8, which shows the average velocity magnitude would be significantly increased with higher Reynolds number. This fact implies that, compared to thermal dissipation, a larger part of fluid energy dissipation would be required to mitigate. As a result, in first and second rows (R1 and R2), the diameter of the longest channel would be narrowed with a higher Reynolds number, which preserves sufficient velocity for offering efficient convective heat transfer capability to reduce the temperature (Fig. 6.9). To achieve this, in the third row (R3), the only channel covers broader region accompanying with the Reynolds number rising, and the diameter becomes narrow in averge. The influence of Prandtl number is investigated by comparing the first and second row (R1 and R2) in Fig. 6.7. It can be discovered that, the higher Prandtl number yields channel distributions having more geometric complexity and covering broader region of design domain. Not surprisingly, the topologies resulted from higher Prandtl number in R1 are cooled down better than their
counterparts in R2 (Fig. 6.9). Finally, to investigate the differences of channel distribution resulted from a thermal convection governed design domain in contrast to a conduction dominated design domain, the second and third rows (R2 and R3) in Fig. 6.7 are compared. The result clearly shows a convection governed design domain leads a channel distribution with higher geometric complexity compared to a conduction dominated design domain. In addition, it can be found that a higher convection may not guarantee a better thermal performance when conduction is low (Fig. 6.9).

6.6 Application in an injection mold

In this section, the proposed method is applied to design an optimal conformal cooling system of a core insert, which is used for manufacturing containers utilized in automated pharmacy compounding system (Fig. 6.10). Our task is to replace the baffle array cooling to optimal conformal cooling. The cylinder close to the injected part is determined as the morphological surface, half of the this cylinder is flattened and considered as the design domain (length: 80 mm, width: 60 mm). Both the inlet and outlet have a diameter of 4 cm.
Figure 6.10. Original Design of the Injection Mold and Design Domain Selection.

This specific design requires an interchangeable inlet and outlet, to attain this, a symmetric design is considered. First, the problem statement $P_1$ is defined as Eq. (6.40) with aforementioned boundary condition. For the thermal-fluid parameters, Reynolds number $Re=500$, Prandtl number for $16^\circ C$ water $Pr_0=7.56$, and thermal diffusivity for stainless steel 310, $\kappa=3.35\times m^2/s$ is applied. Then, an additional problem statement $P_2$ is defined, in which the outlet and inlet is reversed (Fig. 6.11). The final symmetric FEA problem $P_{sym}$ is defined as

$$ P_{sym} = \frac{P_1 + P_2}{2}. $$

(6.64)

This modification of problem statement leads a symmetric design $\theta^*_4$ (Fig. 6.12)
Further, in practical operation of the cooling system, it is necessary to guarantee the channel network is flow balanced, which enable sufficient flow rate through each channel even in the worst case. To accomplish a flow balanced system, an additional optimization problem is formulated. For the derived symmetric design, a section $\Gamma_i$ containing number
of flow channels is selected. Same velocities \( \bar{u}_1^i = \cdots \bar{u}_n^i \) are distributed on each of the pipe sections \( d_1^i = \cdots d_n^i \). With this specific boundary condition, a topology optimization aiming to minimize energy dissipation of fluid is stated:

\[
given \quad \theta^*_4 \in \Omega^{n_e} \\

u_1^i = u_2^i = \cdots u_n^i \\
\in \{ d_1^i = d_2^i = \cdots d_n^i \} \in \Gamma^i \\
\min \quad Q^i = \frac{1}{2} u^T K u - f^T u \\
\text{find} \quad \theta^*_5 \in \mathbb{R}^{n_e} \\
\text{s.t.} \quad \begin{bmatrix} K & -G^T \\ -G & 0 \end{bmatrix} \begin{bmatrix} u \\ p \end{bmatrix} = \begin{bmatrix} f \\ 0 \end{bmatrix}
\]

(6.65)

\[ K_t(u) T = q \]

\[ \sum_{e=1}^{n_e} v_e \theta_e \leq V_\Omega, \]

and the resulting topology \( \theta^*_5 \) is shown in Fig. 6.13.

![Diagram](image-url)

(a) Symmetric Design to (b) A Flow-balanced Design.

Figure 6.13. Modification from (a) Symmetric Design to (b) A Flow-balanced Design.
The next effort is to convert a Bitmap format file to a CAD format file. In order to finish this, several procedures are implemented in Grasshopper®, a graphical algorithm editor tightly integrated with Rhinoceros® 3D modeling software. First, the interface between solid and fluid phases is captured by using Image sampler component, and the central lines of the pipes are found. Based on these central lines, Pipe variable component is used to create pipe geometries that fitted the interface (Fig. 6.14 (a)). Then, a Surface Morph component is used to make the geometries conform to the morphological surface (Fig. 6.14 (b)). The resulting geometries are in .stp format and can be volumetric meshed and validated through three dimensional thermal-fluid simulation. The simulation in COMSOL Multiphysics® shows sufficient flow rates is guaranteed for entire channels with uniform fluid temperature under worst case (Fig. 6.15).

![Figure 6.14. Conversion from A Bitmap Format File to A CAD Format File.](image)

The final conformal cooling design contains a pair of optimal channels, which are smoothly merged and in connection with inflow and outflow. The final modification is finished in Rhinoceros®. The design is successfully produced using Direct Metal Laser
Figure 6.15. Verification of Final Design by Three Dimensional Thermal-fluid Coupled Simulation for Cooling System under $k – \varepsilon$ Turbulence Model.
Sintering additive manufacturing technology (Fig. 6.16), and experimental study is under preparation.

### 6.7 Conclusion

In this Chapter, an innovative thermal-fluid topology optimization method is proposed. The method incorporates an in-house finite element code that coupling non-linear Navier-Stokes flow and heat transfer. It allows thermal-fluid parameters associated to fluid advection, as well as thermal convection and conduction shifting in a wide range. An external heat source term is included in the algorithm. Versatile channel distributions are derived from gradient-based optimizer under different combinations of the thermal-fluid parameters. Further, a symmetric and flow-balanced design is finished for optimal designing the conformal cooling of an injection mold.

We remark that some assumptions are made in this article to simplify the problem. First, in finite element analysis the temperature field induced buoyancy force field is not incorporated in Navier-Stokes equation. A fully coupled finite element model and sensitivity analysis including buoyancy driven force is expected be included in the future work. Second, the topology optimization considering transient thermal-fluid analysis will be investigated. Finally, thermal-fluid topology optimization with turbulence flow is anticipated to be involved in our future work.
Figure 6.16. Final Design of Injection Mold with Conformal Cooling and the Product obtained from Additive Manufacturing.
7. SUMMARY

In this dissertation, several innovative methods associated to multiscale topology optimization, thermomechanical topology optimization, and thermal fluid topology optimization are proposed. These methods are presented in Chapter Two to Six. From Chapter Two to Four, the methods with respect to multiscale approach are presented, and Chapter Five and Six aims to contribute further research associated with topology optimization considering heat convection.

Chapter Two and Three aims to apply two different multiscale topology optimization frameworks to design optimised lattice thermomechanical structures. In Section Two, a multiphase approach is applied, where homogenized properties of prescribed lattice unit cells are incorporated as polynomial fitting functions of tensor properties, in order to conduct the macroscale structural optimization. Using a clustering approach, the final structure is composed of several phases of prescribed lattice unit cells. In Chapter Three, A hierarchical approach is proposed, which is amiable to additive manufacturing by consisting of self-supporting lattice/porous structures. A scaled down physical prototype of the mold was fabricated using DMLS procedure without internal support structure to demonstrate the manufacturability of the optimal design. In Chapter Four, the concept of multiscale approach is extended as a new idea to design micropillar arrays in microfluidic devices, using non-linear Navier-Stokes flow model. A novel approach of inverse homogenization for fluid flow is proposed. In contrast to common utilized micropillar arrays, the optimal micropillar arrays leading a design with lower flow separation, lower energy loss and higher average velocity magnitude, in terms of specific geometric and physics boundary conditions.

In Chapter Five, a new thermomechanical topology optimization method with consideration of convective heat transfer is presented. The method involves with heat convection without fluid mechanics model. It utilizes design-dependent heat source to determine
whether the local element is fluid or solid phase. The model is computationally efficient and suitable for the conceptual design strategy. The final design shows complex lattice structures that can augment current additive manufacturing technologies. In Chapter Six, an improved thermal-fluid topology optimization method is developed. The methods allows flexible change of thermal-fluid parameters associated to heat source, fluid advection, as well as thermal convection and conduction, with generation of versatile channel distributions. A symmetric and flow-balanced design is finished for optimal designing the conformal cooling of an injection mold.
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