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**NOMENCLATURE**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{A} )</td>
<td>matrix defined in equation (4.61)</td>
</tr>
<tr>
<td>( B )</td>
<td>vector defined in equation (4.61)</td>
</tr>
<tr>
<td>( c )</td>
<td>decay-factor ( c (\Delta t) = 1 - \exp (-\Omega \Delta t) )</td>
</tr>
<tr>
<td>( \hat{c} )</td>
<td>decay-factor for the boundedness correction in a multi-scalar system</td>
</tr>
<tr>
<td>( c^+ )</td>
<td>modified decay-factor for a single-scalar system, ( c^+ (\Delta t) = 1 - \exp \left[ - (\Omega + \omega) \Delta t \right] )</td>
</tr>
<tr>
<td>( \hat{c}_a )</td>
<td>decay-factor for a multi-scalar system due to ( \hat{\omega}_a ), ( \hat{c}_a (\Delta t) = 1 - \exp \left(-\hat{\omega}_a \Delta t\right) )</td>
</tr>
<tr>
<td>( C_a )</td>
<td>conservation correction for the mixture-averaged molecular diffusion term (equation (4.3))</td>
</tr>
<tr>
<td>( \hat{C}_a )</td>
<td>conservation correction for the mixture-averaged molecular diffusion term (equation (4.9))</td>
</tr>
<tr>
<td>( C_{e1} )</td>
<td>model constant for the model of error in equation (4.79)</td>
</tr>
<tr>
<td>( C_{e2} )</td>
<td>model constant for the model of error in equation (4.79)</td>
</tr>
<tr>
<td>( C_\phi )</td>
<td>model constant of the mixing frequency ( \Omega ) model</td>
</tr>
<tr>
<td>( Da )</td>
<td>Damkohler number</td>
</tr>
<tr>
<td>( e_{Y,k} )</td>
<td>error involved in the particle results ( Y ) from the ( k )th simulation trial</td>
</tr>
<tr>
<td>( E_{tr} )</td>
<td>numerical truncation error due to the use of a finite number of grids and time step sizes</td>
</tr>
<tr>
<td>( E_Y )</td>
<td>bias-free estimate of error in ( Y ) from multiple simulation trials (equation (4.77))</td>
</tr>
<tr>
<td>( f )</td>
<td>probability density function (PDF)</td>
</tr>
<tr>
<td>( F )</td>
<td>a function defined in equation (4.47)</td>
</tr>
<tr>
<td>( k )</td>
<td>turbulent kinetic energy</td>
</tr>
<tr>
<td>( Ka )</td>
<td>Karlovitz number</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$Le_a$</td>
<td>Lewis number for the $a$th scalar</td>
</tr>
<tr>
<td>$l_t$</td>
<td>integral length scale</td>
</tr>
<tr>
<td>$l_m$</td>
<td>turbulent mixing layer length scale</td>
</tr>
<tr>
<td>$n_{pc}$</td>
<td>number of particles per grid cell</td>
</tr>
<tr>
<td>$n_t$</td>
<td>number of particle simulation trials</td>
</tr>
<tr>
<td>$n_p$</td>
<td>number of scalars</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>order of magnitude</td>
</tr>
<tr>
<td>$p, q$</td>
<td>particle index</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>$Q$</td>
<td>queue</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$S_L$</td>
<td>laminar premixed flame speed</td>
</tr>
<tr>
<td>$S_a$</td>
<td>chemical reaction source term of $a$th scalar</td>
</tr>
<tr>
<td>$Sc_t$</td>
<td>turbulent Schmidt number</td>
</tr>
<tr>
<td>$S$</td>
<td>chemical reaction source term vector $S = (S_1, \ldots, S_n)$</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
</tr>
<tr>
<td>$t_0$</td>
<td>a reference time</td>
</tr>
<tr>
<td>$t_e$</td>
<td>end time of a simulation</td>
</tr>
<tr>
<td>$u$</td>
<td>velocity vector</td>
</tr>
<tr>
<td>$u'$</td>
<td>integral velocity</td>
</tr>
<tr>
<td>$W$</td>
<td>isotropic vector-valued Wiener process</td>
</tr>
<tr>
<td>$x$</td>
<td>physical location vector</td>
</tr>
<tr>
<td>$X$</td>
<td>particle location vector</td>
</tr>
<tr>
<td>$\alpha, \beta$</td>
<td>scalar index</td>
</tr>
<tr>
<td>$\chi$</td>
<td>scalar dissipation rate</td>
</tr>
<tr>
<td>$\Gamma_a$</td>
<td>molecular diffusivity of $a$th scalar</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>molecular diffusivity of a single scalar (or equal molecular diffusivity for all scalars)</td>
</tr>
<tr>
<td>$\Gamma_t$</td>
<td>turbulent eddy diffusivity</td>
</tr>
</tbody>
</table>
\( \delta_L \)  \quad \text{laminar premixed flame thickness} \\
\( \delta_R \)  \quad \text{reaction zone thickness of laminar premixed flame} \\
\( \Delta \)  \quad \text{LES filter size} \\
\( \Delta t \)  \quad \text{time step size} \\
\( \Delta \tilde{\phi}_a \)  \quad \text{mean shift of scalar } \tilde{\phi}_a \text{ (equation (4.32))} \\
\( \Delta \hat{\phi}_{a,p} \)  \quad \text{modified scalar shift (equation (4.64))} \\
\( \Delta \tilde{\xi} \)  \quad \text{mean shift of scalar } \tilde{\xi} \\
\( \epsilon \)  \quad \text{turbulent kinetic energy dissipation rate} \\
\( \eta \)  \quad \text{Kolmogorov length scale} \\
\( \eta_{BV} \)  \quad \text{percentage of the number of particles with the scalar boundedness violation among the total number of particles} \\
\( \theta \)  \quad \text{mixing parameter in the CPM correction algorithm in equation (4.71)} \\
\( \nu \)  \quad \text{kinematic viscosity} \\
\( \nu_t \)  \quad \text{turbulent eddy viscosity} \\
\( \tau_\eta \)  \quad \text{Kolmogorov time scale} \\
\( \tau_t \)  \quad \text{integral time scale} \\
\( \tau_C \)  \quad \text{chemical time scale} \\
\( \tau_m \)  \quad \text{mixing time scale} \\
\( \xi \)  \quad \text{a single conserved scalar} \\
\( \xi_{\text{min}} \)  \quad \text{lower bound of scalar } \xi \\
\( \xi_{\text{max}} \)  \quad \text{upper bound of scalar } \xi \\
\( \rho \)  \quad \text{density} \\
\( \sigma_Y \)  \quad \text{standard deviation of } Y \\
\( \phi_\alpha \)  \quad \text{value of } \alpha \text{th scalar} \\
\( \phi_{\alpha,\text{min}} \)  \quad \text{lower bound of scalar } \phi_\alpha \\
\( \phi_{\alpha,\text{max}} \)  \quad \text{upper bound of scalar } \phi_\alpha \\
\( \Phi \)  \quad \text{scalar vector } \Phi = \left( \phi_1, \phi_2, \ldots, \phi_{n_\Phi} \right) \\
\( \Psi \)  \quad \text{sample space variable for random variable } \Phi, \Psi = \left( \psi_1, \psi_2, \ldots, \psi_{n_\Psi} \right) \\
\( \Omega \)  \quad \text{turbulent mixing frequency (equation (4.11))}
\( \omega \)  single-scalar frequency correction for variance consistency (equation (4.41))

\( \omega_a \)  multi-scalar frequency correction for variance consistency (equation (4.53))

\( \hat{\omega}_a \)  modified multi-scalar frequency correction for variance consistency (equation (4.59))

\( \hat{\Omega} \)  vector formed by \( \hat{\omega}_a \), \( \hat{\Omega} = (\hat{\omega}_1, \hat{\omega}_2, \ldots, \hat{\omega}_n) \)

\( \overline{\cdot} \)  Reynolds average

\( \widetilde{\cdot} \)  Favre average

\( '' \)  fluctuation

\( \langle \cdot | \cdot \rangle \)  conditional average

\( \langle \cdot \rangle \)  average from different particle simulation trials

\( \overline{\cdot}^n \)  quantity at the \( n \)th time step \( t = t^n \)

\( \overline{\cdot}^\hat{n} \)  a predictor of quantity at the \((n + 1)\)th time step \( t = t^{n+1} \)

\( \overline{\cdot}^* \)  quantity evaluated at the particle location \( X_p^* \)

\( \overline{\cdot}_{PT} \)  quantities obtained from the PDF particle method

\( \overline{\cdot}_{FV} \)  quantities obtained from the finite volume method

\( \overline{\cdot}_L \)  values at the left boundary of the computational domain

\( \overline{\cdot}_R \)  values at the right boundary of the computational domain

\( \overline{\cdot}_{RMS} \)  root mean square
ABSTRACT


Studies of turbulent combustion in the past mainly focus on problems with single-regime combustion. In practical combustion systems, however, combustion rarely occurs in a single regime, and different regimes of combustion can be observed in the same system. This creates a significant gap between our existing knowledge of combustion in single regime and the practical need in multi-regime combustion. In this work, we aim to extend the traditional single-regime combustion models to problems involving different regimes of combustion. Among the existing modeling methods, Transported Probability Density Function (PDF) method is attractive for its intrinsic closure of treating detailed chemical kinetics and has been demonstrated to be promising in predicting low-probability but practically important combustion events like local extinction and re-ignition. In this work, we focus on the model assessment and advancement of the Large Eddy Simulation (LES)/ PDF method in predicting turbulent multi-regime combustion.

Two combustion benchmark problems are considered for the model assessment. One is a recently designed turbulent piloted jet flame that features statistically transient processes, the Sydney turbulent pulsed piloted jet flame. A direct comparison of the predicted and measured time series of the axial velocity demonstrates a satisfactory prediction of the flow and turbulence fields of the pulsed jet flame by the employed LES/PDF modeling method. A comparison of the PLIF-OH images and the predicted OH mass fraction contours at a few selected times shows that the method captures the different combustion stages including healthy burning, significant extinction, and the re-establishment of healthy burning, in the statistically transient process. The temporal history of the conditional PDF of OH mass fraction/temperature at around stoichiometric conditions at different axial locations
suggests that the method predicts the extinction and re-establishment timings accurately at upstream locations but less accurately at downstream locations with a delay of burning re-establishment. The other test case is a unified series of existing turbulent piloted flames. To facilitate model assessment across different combustion regimes, we develop a model validation framework by unifying several existing pilot stabilized turbulent jet flames in different combustion regimes. The characteristic similarity and difference of the employed piloted flames are examined, including the Sydney piloted flames L, B, and M, the Sandia piloted flames D, E, and F, a series of piloted premixed Bunsen flames, and the Sydney/Sandia inhomogeneous inlet piloted jet flames. Proper parameterization and a regime diagram are introduced to characterize the pilot stabilized flames covering non-premixed, partially premixed, and premixed flames. A preliminary model assessment is carried out to examine the simultaneous model performance of the LES/PDF method for the piloted jet flames across different combustion regimes.

With the assessment work in the above two test cases, it is found that the LES/PDF method can predict the statistically transient combustion and multi-regime combustion reasonably well but some modeling limitations are also identified. Thus, further model advancement is needed for the LES/PDF method. In this work, we focus on two model advancement studies related to the molecular diffusion and sub-filter scale mixing processes in turbulent combustion. The first study is to deal with differential molecular diffusion (DMD) among different species. The importance of the DMD effects on combustion has been found in many applications. However, in most previous combustion models equal molecular diffusivity is assumed. To incorporate the DMD effects accurately, we develop a model called Variance Consistent Mean Shift (VCMS) model. The second model advancement focuses on the sub-filter scale mixing in high-Karlovitz (Ka) number turbulent combustion. We analyze the DNS data of a Sandia high-Ka premixed jet flame to gain insights into the modeling of sub-filter scale mixing. A sub-filter scale mixing time scale is analyzed with respect to the filter size to examine the validity of a power-law scaling model for the mixing time scale.
1. INTRODUCTION

1.1 Background

Combustion has always been a crucial part of our life. The first application of combustion can be traced back to the Stone Age, when people used heat and light from combustion of organic plants for cooking, warmth, and lighting. In the 21st century, combustion has been widely employed in transportation, industrial, residential and commercial areas. In the year 2014, about 74% of residential and commercial energy supply was from combustion of fossil fuels including liquid petroleum, natural gas, and coals, as reported by International Energy Outlook 2017 [1]. The percentages were even larger in the other two areas, industry and transportation. In total, more than 83% of global energy supply was provided by combustion of fossil fuels in 2014 and the projected number for 2050 is as large as 77%. Combustion of fossil fuels has been and will continue to be the dominant way of global energy supply in the 21st century and in the foreseeable future.

There are two well-recognized concerns about fossil fuels combustion as the primary energy source. One concern is the gradual depletion of fossil fuels. Since it requires millions of years to form fossil fuels which are generally viewed as non-renewable, consumption of fossil fuels is much faster than formation. At the current consumption and formation rates, the fossil fuels will eventually be exhausted in about hundreds of years. Efforts have been made to find new types of energy sources, such as nuclear power and renewable energy sources. An increasing proportion of nuclear and renewable energy is projected by International Energy Outlook 2017 [1]. However, despite the projected increase of nuclear and renewable energy supply, in this century, fossil fuels are expected to be still the primary energy source. Scientists are trying to improve combustion efficiency of fossil fuels with the hope that they can last longer, while striving for finding alternative energy sources. The other concern is combustion emissions. Fossil fuels consist of carbon, hydrogen, oxygen,
nitrogen, and sulfur. They release $\text{H}_2\text{O}$, $\text{CO}_2$, $\text{CO}$, $\text{NO}_x$, $\text{SO}_2$, soot, and unburned hydrocarbons (UHCs), when burned with air. Some of the products cause serious environmental and health issues. For example, $\text{CO}_2$, $\text{N}_2\text{O}$, and unburned $\text{CH}_4$ are greenhouse gases that directly contribute to the global warming effect, and other products, such as $\text{CO}$, soot, UHCs, and $\text{NO}_x$, are toxic gases which impose great threats to the health of living lives on earth. Thus, combustion systems with low emissions are targeted. The movement toward this target is typically driven by government regulations on emissions.

In summary, combustion of fossil fuels is and will continue to be the primary way to acquire energy in the 21st century. An improved combustion system with high efficiency and low emissions will continuously be sought. To aid the improvement, we need to develop a thorough understanding of combustion physics. The goal of the current study focuses on this direction to advance our understanding of real combustion processes.

1.2 Turbulent combustion regimes

Combustion of fossil fuels is an extremely complicated process, which encompasses strongly coupled multi-scale multi-physical sub-processes including multi-phase flow, turbulence, molecular transport, and chemical reactions. This work focuses on turbulent combustion problems of gaseous fuels and oxidizers. Based on the mixing status of fuel and oxidizer streams before entering chemical reaction region, combustion problems are generally categorized into three combustion regimes, \textit{i.e.}, non-premixed, premixed, and partially premixed combustion, as shown in Figure 1.1. Non-premixed combustion is at the one extreme among all combustion problems where the fuel and oxidizer streams enter the chemical reaction region separately. The mixing between the fuel and oxidizer occurs at the flame front and at a much slower rate than chemical reaction, which makes non-premixed combustion typically a mixing controlled process. Examples of non-premixed combustion include simple flames such as a candle flame, and complicated ones such as the combustion inside diesel engines. The opposite extreme of non-premixed combustion is premixed combustion, where the fuel and oxidizer are perfectly mixed before entering reaction region. In premixed
Combustion, the flame front is located between the fresh reactants and combustion products, and propagates toward the fresh reactants. Examples of premixed combustion include simple flames such as the Bunsen flame, and complicated ones such as the combustion inside gasoline engines. In addition to non-premixed combustion and premixed combustion, there is another combustion regime called partially premixed combustion, which is much more complicated than the previous two regimes. A detailed discussion about partially premixed combustion is provided later in Section 1.3.4.

![Figure 1.1. Different combustion regimes in turbulent combustion.](image)

Combustion in the above three different regimes is fundamentally different. First, the dominant or limiting physical process is different for each combustion mode. Non-premixed combustion is typically mixing controlled while the case in premixed combustion is much more complicated, where the chemical process could be slow compared to mixing depending on the specific combustion sub-regimes in Figure 1.1. (In the rest of the thesis, we call it regime instead of sub-regime, for simplicity.) A few dimensionless parameters have been used to characterize turbulent premixed combustion regimes, about which more discussions can be found in Section 1.3.3. Second, in non-premixed combustion, chemical reaction most likely occurs at the stoichiometric condition ($\phi = 1$), while in premixed combustion, it depends on the equivalence ratio $\phi$ of the reactants and very fuel-lean combustion is possible. Fuel-lean combustion, which has lower temperature and therefore depresses NO$_x$ formation, is a desired operating condition in modern engines, driven by the regulations and environ-
mental concerns. Also, premixed combustion has the property of flame front propagation while non-premixed combustion does not; the thickness of reaction zone is generally much thinner in premixed combustion than non-premixed combustion. These regime-dependent characteristics help characterize combustion problems and also serve as guidelines for the design of combustion systems.

Single-regime combustion problems have been the focus of previous combustion studies, especially non-premixed combustion and premixed combustion. Many collaborative efforts have been organized at the national and international levels to tackle the problems. Examples of the joint efforts are the International Workshop on Measurement and Computation of Turbulent Nonpremixed Flames (TNF) [2] and the International Workshop on Premixed Turbulent Flames (PTF) [3]. Extensive experimental and numerical studies have been conducted, facilitated by the collaborations in the TNF and PTF workshops. Sitting between non-premixed and premixed combustion, partially premixed combustion has a much wider coverage of combustion problems. It can appear as both a desired and undesired operating condition in practical combustion systems. For example, inhomogeneity in composition is intentionally designed in stratified charge engines to improve the engine performance with increased efficiency and reduced emissions, while partial premixing occurs in a premixed burner as undesired due to inadequate mixing. Compared to non-premixed and premixed combustion, partially premixed combustion has not received the same level of attention in scientific research. Fundamentally, it is difficult to precisely define “partially premixed combustion”, and also difficult to develop elementary flames for studying partially premixed combustion. Nevertheless, we view partially premixed combustion as a single-regime combustion.

All of the above single-regime combustion can coexist in real-world combustion problems. One example is the combustion inside diesel spray engines. In diesel engines, fuel droplets are injected directly into the compressed high temperature air, evaporate, mix with air, and auto-ignite. A lifted non-premixed flame is formed after auto-ignition. The dominant combustion in diesel engines is non-premixed combustion; there exists, however, a rich premixed combustion zone at the end of the flame lift-off region near the centerline [4],
which helps stabilize the flame. Apparently, combustion of practical interest can exhibit multiple regimes of combustion simultaneously in the same combustion system. Despite the significance of the practically relevant combustion scenarios, studies of multi-regime combustion are yet very limited. Thus, it is imperative to conduct multi-regime combustion studies to provide the knowledge base.

This dissertation work builds upon existing knowledge of single-regime combustion and extends it for multi-regime combustion. In the following, we review existing studies on single-regime combustion in Section 1.3, and discuss the challenges in extending the studies to multi-regime combustion in Section 1.4.

1.3 Single-regime turbulent combustion

The main goal of turbulent combustion study is an accurate and thorough understanding of combustion physics which facilitates practical combustion system design. Significant progress toward the goal has been made in the past, both experimentally and computationally. In this section, we first provide a brief overview of the progress in 1.3.1, and further present the characteristics of turbulent combustion and a background survey of previous modeling studies from the view of combustion regimes in 1.3.2, 1.3.3, and 1.3.4.

1.3.1 Overview

The progress of experimental studies is mainly along with the applications of laser diagnostics to turbulent combustion problems. Turbulent combustion fields can be represented by a few critical quantities including velocities, species mass fractions, and temperature. Laser techniques have been applied to measure these quantities, such as Laser Doppler velocimetry (LDV) pointwise measurement for velocity [5, 6], Raman/Rayleigh Scattering/Laser-induced fluorescence (LIF) for temperature and major species [5, 7–9], and Planar LIF (PLIF) for minor species [10]. The acquired measurement data are extremely valuable for model validation as well as for interrogating physics inside turbulent combustion fields. Recent advancement of high-speed laser diagnostics has moved toward
spatially and temporally resolved measurements, enabling detailed examinations of predictive capabilities of models such as large eddy simulation (LES) and better illustration of turbulence-flame interactions. Currently, the temporal resolution can reach up to the order of MHz [11, 12]. Radicals inside flame fronts including OH [13–16], CH [17, 18], and CH$_2$O [19], have been measured by using PLIF at 5-10 kHz. In [14, 15], 2D OH-PLIF images are collected at 5 kHz in a statistically transient flame, i.e., Sydney turbulent pulsed piloted jet flame. The pulsed jet flame exhibits different regimes of combustion characteristics and hence is selected as one of the target flames in this work, as reported in detail in Chapter 2. The measurements start to cover partially premixed combustion recently, e.g., the TU Darmstadt stratified burner [20, 21], the Cambridge stratified swirl burner [22, 23], and the Sydney piloted burner with inhomogeneous inlets [16, 24–26]. Predictive studies of the Sydney inhomogeneous inlets turbulent piloted flame series [16, 24–26] consisting of flames from non-premixed combustion regime to partially premixed combustion regime, are reported in Chapter 3.

Along with the experimental progress, significant advancement has been made in turbulent combustion modeling studies. Turbulent combustion is a highly nonlinear problem consisting of multiple physical processes, such as turbulence, molecular transport, and chemical reaction, occurring at different time and length scales. A simulation that resolves all the relevant multi-scale processes is a direct numerical simulation (DNS). The scales in turbulence range from the integral length scale, $l_t$, which is comparable to the geometric configuration size of the flow field, to the smallest Kolmogorov scale, $\eta$, the ratio of which is $l_t/\eta \sim Re^{3/4}$. It is computationally demanding to resolve all the turbulent structures and the situation is even worse in turbulent combustion where exist additional flame structures coupled with turbulent structures. Limited by the computational resource, only DNS studies of combustion problems with simple configurations at small or moderate Reynolds (Re) number are affordable [27–37]. Recently, Wang et al. [38–41] reported DNS studies of a turbulent premixed jet flame at Re=10,500, more discussions on which are reported in Chapter 5. The DNS studies are very useful for the understanding of combustion physics; however, when it comes to the engineering problems in real applications, less costly approaches,
such as Reynolds-averaged Navier-Stokes (RANS) and LES, are needed. RANS method is widely used in industrial problems and early modeling studies [6, 42, 43]. In RANS, only time-averaged flow and flame structures are resolved, making it less attractive to study the detailed physics in turbulent combustion problems. LES method, though more expensive than RANS, can capture time-dependent combustion dynamics and large-scale fluctuating flow and flame structures. The LES studies of turbulent single-regime combustion have been reported for non-premixed combustion [44–46], premixed combustion [47–49], and partially premixed combustion [50–52]. In these studies, LES method has shown its superiority in capturing instantaneous large-scale flow and flame interactions. In this work, LES method is employed to study the combustion physics in multi-regime turbulent combustion.

In LES method, only large-scale structures are resolved; hence a turbulent combustion model is required to describe the interactions between the unresolved flow and flame structures. There exist three major categories of turbulent combustion models to treat the unresolved flow-flame interactions, i.e., the flamelet models [53], the conditional moment closure (CMC) method [54], and the transported probability density function (PDF) method [55]. The flamelet models and CMC are originally developed for turbulent non-premixed combustion, and hence they are strongly regime-dependent. Significant changes are required when the modeling ideas are adopted for modeling combustion in a different combustion regime. The transported PDF method does not have the strongly embedded regime assumptions compared to the other two methods in the first place, and it has been widely examined in turbulent non-premixed combustion [46, 56–59] and premixed combustion [49, 60–62]. It has the potential to treat multiple regimes of combustion simultaneously; however, the method’s performance in multi-regime combustion has rarely been tested. In this work, we systematically assess, for the first time, the performance of the transported PDF method in multi-regime turbulent combustion.
1.3.2 Turbulent non-premixed combustion

Non-premixed combustion exists in many practical applications, such as the combustion inside jet engines, diesel engines, and gas furnaces. A simple example of laminar non-premixed combustion is shown in Figure 1.2, which is a schematic illustration of a laminar opposed jet non-premixed flame. The fuel and oxidizer streams come from the opposite directions, mix via diffusion and convection at the flame front, and then are consumed by chemical reaction occurring around the stoichiometric condition ($\phi = 1.0$). For the mixing and chemical reaction processes, two time scales are involved, namely the chemical time scale $\tau_c$ and the mixing time scale $\tau_m$. Typically, chemical reaction is much faster than mixing in non-premixed combustion, i.e., the Damköhler number $Da = \tau_m / \tau_c \gg 1$. That is to say, mixing is the bottleneck process while the chemical reaction process is much faster; non-premixed combustion is then a mixing controlled process. Compared to laminar non-premixed combustion, the mixing rate in turbulent non-premixed combustion is enhanced significantly by turbulence. Intense turbulence is often desired in practical applications to allow sufficient mixing before chemical reaction. If, however, the mixing is too fast such that $Da \sim 1$, the heat release from chemical reaction is very limited, which can potentially lead to undesirable phenomena, such as local and global extinction.

![Figure 1.2. A sketch of a laminar opposed jet non-premixed flame.](image-url)
Turbulent non-premixed combustion has been extensively studied in the past. A conserved scalar, mixture fraction $\xi$, is typically introduced to describe the mixing between fuel and oxidizer. Several combustion models adopt the mixture fraction concept, including the flamelet model [53] and CMC [54]. The basic idea of flamelet models is to treat the local flame structures of a turbulent flame as a statistical ensemble of one-dimensional laminar flame structures, which can be represented by mixture fraction $\xi$ and the local strain rate or scalar dissipation rate $\chi_\xi$. The interactions between chemistry and turbulence are modeled by a presumed joint PDF of $\xi$ and $\chi_\xi$. The CMC model is based on the observation that in turbulent combustion scalar fluctuations in mixture fraction $\xi$ space are much smaller than those in physical space. This makes the averaged (or filtered) highly nonlinear chemical reaction source term for a conditional mean (or filtered) scalar on mixture fraction much easier to model. In this method, transport equations of conditional scalars on mixture fraction are solved. These $\xi$-based models have shown the capability in predicting turbulent non-premixed flames near equilibrium state, such as the DLR CH$_4$/H$_2$/N$_2$ jet flame [10] in [63,64] and the Sydney bluff body flame [65] in [66–68]. However, issues occur when turbulent combustion moves away from equilibrium state and local extinction happens, i.e., $Da \gg 1$ is not valid. The prediction of local extinction is viewed as an important criterion of a reliable model for turbulent non-premixed combustion. Over the years, the transported PDF method is found to be the most suitable model for predicting local extinction. In the transported PDF method, the transport equation of the joint PDF of random turbulent combustion fields is solved directly. As discussed in detail in later sections, the transported PDF method has natural advantages in dealing with the highly nonlinear chemical source term hence turbulence-chemistry interactions. The prediction success of local extinction by the transported PDF method has been demonstrated in a variety of flames, such as the Sandia piloted flames E and F [59], the Sydney piloted flames B and M [69], and the Sydney turbulent pulsed piloted flame [14].

In summary, significant progress has been made in turbulent non-premixed combustion modeling. The transported PDF model, which is employed in this work, has shown its su-
priority in predicting non-premixed combustion at varying burning conditions from steady burning \([46, 56–58]\) to local extinction \([14, 59, 69, 70]\).

### 1.3.3 Turbulent premixed combustion

Premixed combustion, like non-premixed combustion, is also widely observed in industrial applications, such as the combustion inside gasoline engines and gas turbine engines. Different from non-premixed combustion, in premixed combustion, the fuel and oxidizer are well mixed before chemical reaction. The flame front is located at the interface of the fresh reactants mixture and high temperature combustion products, and propagates toward the fresh reactants. An illustrative sketch of a laminar fuel-lean premixed flame structure is shown in Figure 1.3. As shown in the figure, a laminar premixed flame structure can be divided into three zones, \(i.e.,\) the preheat zone, the reaction zone, and the recombination zone. Major reactions occur in the reaction zone. The heat released from the reaction zone diffuses into the preheat zone to pre-heat the fresh reactants before reaction. The reaction zone is in general much thinner than the preheat zone. For hydrocarbon flames, typically the laminar flame thickness, \(\delta_L\), is about 10 times as large as the thickness of the reaction zone, \(\delta_R\).

![Figure 1.3. A sketch of a laminar fuel-lean premixed flame.](image)
Compared to the laminar premixed flame structure in Figure 1.3, the flame structure of a turbulent premixed flame is much more complicated due to the existence of turbulent eddies at sizes varying from Kolmogorov scales to integral scales. Depending on the relative magnitudes of flame scales and turbulence scales, the turbulent premixed flame structure is affected by turbulent structures at different levels. Typically representative flame scales include the laminar flame thickness $\delta_L$, the reaction zone thickness $\delta_R$, and the chemical time scale $\tau_C = \delta_L / S_L$ with $S_L$ being the laminar flame speed; turbulent scales include the two length scales, $l_t$ and $\eta$, and the corresponding time scales, i.e., the Kolmogorov time scale $\tau_\eta$ and the integral time scale $\tau_i$. A few dimensionless parameters have been used to describe the interactions, which are turbulent Reynolds number, $Re_t = u' l_t / \nu$, Damköhler number, $Da = \tau_i / \tau_C$, and Karlovitz number, $Ka = \tau_C / \tau_\eta$. Here, $u'$ is the turbulent velocity and $\nu$ is the kinematic molecular viscosity. A regime diagram for turbulent premixed combustion has been proposed by Borghi [71] and Peters [72], as shown in Figure 1.4, based on these scales, where several premixed combustion regimes are introduced. At one extreme where the laminar premixed flame thickness $\delta_L$ is smaller than the Kolmogorov length scale $\eta$, $\delta_L < \eta$, the inner structures of a premixed flame are not affected by turbulence and turbulent...
eddies only distort and stretch the thin flame fronts. This regime is called the flamelet regime. At the other extreme where the smallest eddies are smaller than the thickness of inner reaction zone, \( \eta < \delta_R = 1/10 \delta_L \), turbulent eddies can potentially penetrate the reaction zone. In this case, chemical reaction is affected by turbulence; as a result, local extinction or distributed reaction zone can happen. This regime is called the broken reaction zones or distributed reaction zones with \( \text{Ka} > 100 \). Also shown in Figure 1.4, between the broken reaction zones regime and the flamelet regimes, there locates the thin reaction zone regime. In this regime, Kolmogorov scale \( \eta \) is larger than the reaction zone thickness \( \delta_R \) but smaller than the laminar flame thickness \( \delta_L \). \( \delta_R < \eta < \delta_L \). Small turbulent eddies can penetrate preheat zone but cannot penetrate reaction zone. This implies that for flames in this regime, the thin reaction zone is unaffected and the preheat zone is thickened/broadened due to turbulent mixing. Turbulent premixed combustion condition in modern power systems has been driven toward extreme turbulence and ultra fuel-lean combustion featuring high Ka numbers, \( \text{Ka} > 100 \). In Chapter 5, we present our work on the High-Ka turbulent combustion modeling.

These regime characteristics are very useful for turbulent premixed combustion modeling and different regime-dependent models have been proposed. For combustion problems in the flamelet regime or thin reaction zone regime, the grids in modeling studies typically cannot resolve the thin reaction layers limited by the computational cost. Several approaches have been proposed to address this issue. One is the artificially thickened flame (ATF) approach [73, 74], in which the flame front is artificially broadened to a computational resolvable scale by introducing a factor to the diffusion and chemical reaction terms. Another approach is the flame front tracking approach [75]. In this approach, the flame front position is represented by the iso-surface of a level set function \( G = G_0 \) and an equation, G-equation, is solved. The two approaches dealing with the thin flame front combined with different chemistry models have been successfully employed to turbulent premixed flames. For example, the ATF approach combined with Flamlelet Generated Manifolds (FGM) tabulated chemistry was applied to premixed combustion in [76–78].
The transported PDF studies of turbulent premixed combustion in the RANS context [79, 80] and in the LES context [49, 60–62, 81] have been reported. In [79], the joint composition PDF with the modified Curl model [82] was adopted to solve turbulent premixed flames F1 and F3 [83]. The same flame F3 was calculated in [80] using a hybrid RANS/joint composition PDF. The study was focused on the performance of different mixing models and scalar mixing time scale models. It was found that the Euclidean Minimum Spanning Tree (EMST) model [84] predicted the best results, while the Interaction by Exchange with the Mean (IEM) model [85] and the modified Curl model [82] predicted unrealistic PDF shapes. In [62], a combined LES/PDF method [86] with Eulerian stochastic fields numerical solution was employed to solve a premixed propane turbulent bluff body flame. Recently, a different LES/PDF method with Lagrangian particle numerical solution [46] was used to study the turbulent premixed counterflow flames [87] in [49]. These studies demonstrate the capability of the transported PDF method in predicting turbulent premixed combustion. However, the aforementioned studies are the direct applications of mixing models that are originally developed for non-premixed combustion. Further model assessment and development work is needed for turbulent premixed combustion. More discussions can be found in Chapter 5.

1.3.4 Turbulent partially premixed combustion

Compared to non-premixed and premixed combustion, partially premixed combustion has a much wider coverage in practical applications. Combustion that is neither purely non-premixed combustion nor purely premixed combustion is defined as partially premixed combustion. In this case, the combustion scenarios are much more complicated. Based on the partial premixing level between the fuel and oxidizer, it can be further classified into different categories. If the partial premixing level, usually represented by the equivalence ratio $\phi$, is out of the flammable range, it extinguishes or burns with another fuel/oxidizer stream exhibiting the characteristics of non-premixed combustion, such as the Sandia turbulent piloted flames D, E and F [88]. If the equivalence ratio $\phi$ is non-uniformly distributed inside
the flammable range, the combustion here is stratified premixed combustion. Depending on the gradient of the equivalence ratio $\phi$, there are two types of stratified combustion, back-supported and front-supported [89]. In the back-supported stratified flame, the flame front propagates from stoichiometric to lean fresh mixture and the radicals and heat from reaction zones are transported to the lean side to facilitate the reactions. This type of combustion has been applied in stratified charge engines. In this way, much leaner stable combustion is enabled with high efficiency and low emissions. Since combustion in the first category is similar to non-premixed combustion, which has been well studied as presented in Section 1.3.2, the following review of previous studies focuses on the stratified premixed combustion.

Compared to studies in non-premixed and premixed combustion, there fewer existing studies in stratified combustion. It is one of the relatively new topics in the TNF workshop [2]. Several new burners are designed in recent years to study turbulent stratified combustion dynamics, such as the TU Darmstadt stratified burner [20, 21], and the Cambridge stratified swirl burner [22, 23]. A few modeling studies have been reported on these stratified flames, such as [90–94] for TU Darmstadt stratified burner and [95–98] for Cambridge stratified burner. In most of the modeling studies, turbulent stratified combustion is treated as turbulent premixed combustion and the same modeling methods of turbulent premixed combustion in Section 1.3.3 are used. This modeling strategy has proved to be successful in the above two burners. For example, good predictions of stratified Cambridge flames using the Filtered TAbulated Chemistry for LES (F-TACLES) were reported in [97]. In [90], LES predictions with five different premixed combustion models, which are ATF with FGM, the F-TACLES, the flame surface density function, G equation with the flamelet/progress variable approach, and a LES on a very fine grid with combustion chemistry directly treated, are reported for TU Darmstadt flame series. It was concluded that the modeling strategy, which uses turbulent premixed combustion models to predict turbulent stratified combustion, is well suitable in combustion with mild stratification, and its performance in the flames with stronger stratification needs to be validated. A LES/PDF study of partially premixed combustion was conducted [98], in which the LES/PDF predictions of two nonreacting and
four reacting cases based on the Cambridge stratified swirl burner are reported and have been shown in good agreement with the measurements.

Recently, a series of new partially premixed flames, \textit{i.e.}, Sydney piloted burner with inhomogeneous inlets [16,24–26], were designed. With varying inlet conditions, the flame series shows both non-premixed and stratified combustion regimes. In our work, multi-regime combustion dynamics are studied in a few turbulent piloted jet flames including this new flame series using the LES/PDF method, as shown in Chapter 3.

1.4 Multi-regime turbulent combustion

Though significant progress has been made in turbulent combustion studies, they mainly focus on single-regime combustion. In practical applications, combustion can rarely be in a single regime. The study of multi-regime combustion represents a critical need in practical combustion applications and is expected to be an emerging research area in the coming years. When studying multi-regime turbulent combustion, we face a lot of challenges, some of which are shared for all turbulent combustion regimes while others are specially associated with multi-regime combustion. We discuss these modeling challenges in Section 1.4.1, and summarize the existing modeling work on multi-regime combustion in Section 1.4.2.

1.4.1 Challenges in turbulent combustion modeling

Turbulent combustion is a challenging problem to solve from both theoretical and computational perspectives. It is a complex multi-scale multi-physics system consisting of physical processes including chemical reaction/molecular transport/turbulence, on some of which we do not have an accurate predictive theory and are still actively working. Turbulence, for example, is a well-known unresolved mathematical and physical problem [99]. And yet in turbulent combustion, these processes are coupled together, which makes it even more challenging and requires additional research efforts to develop an accurate theory for turbulent combustion. Furthermore, the physical processes are associated with a large variety of scales; solving turbulent combustion means solving the multi-scale processes si-
multaneously, which is a hard task in terms of theory as well as computational cost. The relevant scales in turbulent combustion range from the largest scales related to the geometry size, to the smallest scales related to the Kolmogorov scales or the chemical scales. To capture the large-scale spatial and temporal physics, an adequately large computational domain and long computational time are required, and to resolve the smallest scales, extremely high temporal and spatial resolutions are required. Simulations, i.e., DNS, that satisfy these requirements are prohibitively expensive, especially for turbulent combustion in real applications.

For turbulent combustion in real applications, less expensive statistical approaches like RANS and LES are typically used. In this work, we are interested in LES approach. In LES, large-scale flame and flow structures are resolved with a relatively low grid and time resolution compared to DNS; consequently, physics occurring at small scales, or say sub-filter scales are not solved and require modeling. The small scale/sub-filter scale physics requiring modeling include chemical reaction, molecular diffusion, sub-filter scale turbulent transport, as well as the couplings between them. The challenges of modeling these small-scale physics are discussed as follows.

**Chemical reaction** — Chemical reaction plays a crucial role in turbulent combustion, via which the chemical energy in fossil fuels is transferred into thermal energy in power systems. Hence, it is critically important to have an accurate prediction of chemical reaction. The prediction of chemical reaction, however, is quite challenging, mainly due to the fact that it is a highly nonlinear complicated multi-scale multi-species process, as illustrated below.

1. Combustion of hydrocarbon fuels is a very complex process involving many species and elementary reactions. Challenges are caused by the complexity of the detailed chemical reaction kinetics/mechanisms, which describes the reaction rates of elementary reactions. In detailed chemical mechanisms of hydrocarbon fuels, typically 50 ~ 3000 species and 300 ~ 8500 elementary reactions are involved [100]. The first difficulty caused by the large number of species
and elementary reactions is the unbearably high computational cost; as a re-
result, dimension reduction techniques are constantly being sought [101]. The
second one is the determination of chemical kinetics parameters for the ele-
mentary reaction rates, which is a nontrivial task considering the large number.
The chemical kinetics parameters are typically determined by using experi-
mental or computational methods. The process involves large uncertainties, which
cause deviations in combustion predictions hence are important to be quantified.
Uncertainty quantification (UQ) has been an active research topic in chemical
kinetics and a detailed review can be found in [102].

(2) In addition to the complexity of chemistry itself, another major challenge in
turbulent combustion modeling comes from the interactions between chemistry
and turbulence. Chemical reaction rate $S(T, \phi)$ is a highly nonlinear function
of temperature $T$ and species mass fractions $\phi$, which appears as a filtered term,
$\mathcal{S}$, in LES and requires modeling. The high nonlinearity of the term causes large
deviations in modeling by using the resolved quantities as $S(\mathcal{T}, \mathcal{\phi})$. The model-
ing of sub-filter scale chemistry and turbulence interactions is very challenging
and has been the major target of turbulent combustion models. Besides, the in-
teractions between turbulence and chemistry are strongly regime-dependent as
discussed in section 1.3, and therefore it is even more challenging to develop a
general model. Fortunately, this is not a problem in the transported PDF method,
in which the filtered chemical source term $\mathcal{S}$ is closed.

**Molecular diffusion** — Molecular diffusion is another critically important process in tur-
bulent combustion, which mixes together fuel and oxidizer molecules and transports
away the product molecules from the flame front so that the chemical reaction can
proceed. It occurs at the smallest scales hence requires modeling in LES. There are
mainly two modeling challenges related to molecular diffusion process.

(1) The first one is the modeling of differential/preferential molecular diffusion (DMD).

There are many species involved in turbulent combustion, and they diffuse at dif-

ferent molecular rates. Lewis number, \( i.e., \text{Le}_\alpha = \Gamma_T / \Gamma_\alpha \), is typically used to characterize the differential molecular transport. Here, \( \Gamma_T \) is the thermal diffusivity and \( \Gamma_\alpha \) is the molecular diffusivity of specie \( \alpha \). In a typical methane flame, the Lewis number ranges from \( \text{Le}_H = 0.18 \) for H to \( \text{Le}_{\text{CH}_2\text{CO}} = 1.51 \) for \( \text{CH}_2\text{CO} \), suggesting nearly ten times difference in molecular diffusion rates. The importance of DMD effects on turbulent combustion has been reported in many studies [103–109]. However, equal diffusion is typically assumed in current models hence additional efforts are required to advance the DMD modeling in turbulent combustion. In Chapter 4, we report our efforts on DMD modeling in the transported PDF method for turbulent combustion.

(2) Another modeling challenge is scalar mixing, which represents the small/sub-filter scale molecular transport effects. In the transport equation of sub-filter scale scalar variance, it appears in the form of the scalar dissipation rate \( \chi_\alpha \), standing for the decaying rate of turbulent scalar fluctuations due to small/sub-filter scale molecular diffusion. It is a critical quantity in turbulent combustion problems and appears in all combustion models as a critical parameter [110]. Also, the coupling of this term with turbulence and chemistry makes it combustion regime-dependent and brings additional challenges. The modeling study of this quantity is still ongoing and an accurate model for this quantity to fully describe mixing is not expected to appear in the near future. Our work in Chapter 5 contributes toward this direction.

Sub-filter scale turbulent transport — Turbulence is a multi-scale process, in which the scales range from Kolmogorov scales, \( \eta \) and \( \tau_\eta \), to integral scales, \( l_i \) and \( \tau_i \). In LES, the grid resolution \( \Delta \) is typically much larger than \( \eta \) hence models are required to describe the sub-filter scale turbulence effects. The related modeling challenges can be illustrated from two aspects,

(1) One is the coupling of unresolved turbulence with the other two processes. Turbulence produces scalar fluctuations which bring in additional modeling chal-
lenges for the highly nonlinear chemical source term, as well as the molecular mixing process by increasing mixing rate, as discussed above.

(2) The other one is the sub-filter scale transport, in the form of sub-filter scale convection term. Generally, a gradient-diffusion model is used to represent this term with a sub-filter scale turbulent diffusivity $\Gamma_t$. However, there exists experimental evidence showing deviations from the model, as discussed in [99]. Thus, new models are required. Besides, though the coupling between chemistry and turbulence is two-way, currently the chemistry effects on sub-filter scale turbulent transport have not been properly treated, which also requires additional modeling work.

The challenges aforementioned are general challenges existing in all combustion problems, both idealized single-regime combustion and real-world multi-regime combustion. Modeling of multi-regime combustion is much more challenging than single-regime combustion. In the following, we discuss the characteristic challenges of multi-regime combustion modeling.

An issue related to multi-regime combustion is how to precisely define “multi-regime combustion”. There is not a clear definition of this term yet. Generally, there are two different views about multi-regime combustion. One views multi-regime combustion as a blended mixture of single-regime combustion. The other view is to treat multi-regime combustion as a new combustion regime that is in parallel to the existing regimes. All the different regimes are the solutions of the underlying governing equations for the respective problems. In our opinion, neither view is adequate to describe multi-regime combustion. Perhaps at this stage, the best view of multi-regime combustion is to take both the above views, which is adopted in this work.

Regarding the modeling, multi-regime combustion inherits all the challenges from single-regime combustion. Characteristics of the challenges, e.g., chemistry-turbulence interactions and small scale molecular mixing, are strongly combustion regime dependent. As a result, a general model, suitable for all the combustion regimes, is desired for multi-regime combustion. However, most of the current combustion models are strongly regime-
dependent, which are developed for a specific combustion regime and significant efforts are required to extend the model to a different combustion regime; even more efforts are required to develop a general model capable of turbulent combustion at different regimes. Besides, the interactions of regions with different combustion regimes in the same combustion fields represent additional challenges to combustion modeling, as well as the transitions between different combustion regimes. Furthermore, a thorough understanding of multi-regime combustion relies heavily on the accurate detection of the different regimes of combustion. In the past, flame index [111] has been proposed for this purpose. Development of accurate detection techniques of different combustion regimes still remains a great challenge.

1.4.2 Current progress

There have been some efforts on multi-regime combustion modeling. In the existing work, a typically used modeling framework is based on the regime-dependent models, such as flamelet models [112–114], where a regime detector is applied to detect the combustion regime locally. Once the local combustion regime is determined, the corresponding single-regime combustion model is used to solve combustion dynamics at that location. For the regime-dependent studies, an unavoidable challenge is the definition of the regime detector. Several existing detectors [111, 112, 114–116] have been discussed in [113]. Generally there are two types of detectors. One is the widely used flame index [111] or its improved version [115]. The other is based on the transformations of flamelet equations, such as [112, 116]. The studies on defining an accurate and general regime detector are still ongoing. For the treatment of transition between non-premixed and premixed regimes, typically a blending parameter is defined to represent the contributions from the two regimes. In this case, partially premixed combustion is treated as an ensemble of non-premixed and premixed combustion instead of a fundamental combustion pattern. In [113], this blending method is found to perform reasonably well in a 2-D laminar triple flame and a 2-D laminar
opposed non-premixed flame. The accuracy of the method in turbulent flames needs to be further verified.

As a general model without regime-dependent assumptions on turbulence-chemistry interactions, LES/PDF method suffers less from the above issues. It is potentially applicable to multi-regime combustion without additional regime-dependent adjustments. However, this has not been verified yet. Besides, it has modeling issues related to molecular transport, the characteristics of which are regime-dependent. In this work, we aim to assess the LES/PDF method performance and improve the sub-models of the method, \textit{i.e.}, molecular transport modeling, in predicting multi-regime combustion.

In Sections 1.3.2-1.3.4, the capability of the transported PDF method has been shown from previous individual studies of combustion in different regimes. However, the conclusion of model performance in different regimes gathered from these independent studies is not fair enough, since these studies were performed independently, where different PDF closure methods, chemistry mechanisms, and grids were used. In the current work, the modeling details are carefully designed so that we can get a systematic assessment of LES/PDF performance in a unified series of several existing piloted turbulent flames across different regimes. Furthermore, the fact that a model can accurately predict combustion in different regimes individually does not necessarily mean that it is capable of predicting multi-regime combustion since, in multi-regime combustion, the interaction and transition between different regimes need to be considered. So in this work, the LES/PDF performance is also assessed in a single flame, the Sydney turbulent pulsed piloted jet flame, which exhibits multi-regime combustion dynamics simultaneously.

From the model development perspective, the molecular transport related sub-models in LES/PDF method are originally developed for non-premixed combustion. The PDF studies of premixed/partially turbulent combustion are mostly the direct applications of the models for non-premixed combustion. The molecular transport related sub-models suitable for premixed/partially premixed single-regime and multi-regime combustion are missing. Thus, in the dissertation, we report our work on advancing molecular transport modeling in
LES/PDF methods, with a focus on DMD modeling and the sub-filter scale mixing modeling in turbulent premixed combustion.

1.5 Objectives and outline

So far, a review of combustion characteristics and existing modeling studies has been presented. In the review, we have shown the challenges and the potential of LES/PDF method in turbulent multi-regime combustion. In this work, we aim to assess and improve the performance of the LES/PDF method in predicting turbulent multi-regime combustion. This research is valuable for the development of more general combustion models for real-world combustion problems.

To assess the method performance, two benchmark combustion problems are studied. One is the Sydney turbulent pulsed piloted jet flame [14, 15], which is a statistically transient flame, featuring bimodal and multi-regime combustion dynamics simultaneously. The other is a unified series of existing turbulent piloted flames across different combustion regimes covering non-premixed, partially premixed, and premixed regimes. The specific objectives based on the two benchmark problems are listed as follows:

1. Assess the LES/PDF method’s performance in a turbulent pulsed jet flame exhibiting statistically transient bimodal and multi-regime combustion dynamics;

2. Assess the LES/PDF method’s performance across different regimes of combustion in the unified series of turbulent piloted flames.

LES/PDF studies of the turbulent pulsed flame and the unified series of several existing turbulent piloted flames are reported in Chapters 2 and 3, respectively. In Chapter 2, a validation framework for statistically transient problems with several averaging strategies and with a bootstrap method for constructing confidence intervals is established. Following this framework, predictive results of the turbulent pulsed jet flame focusing on the turbulence and flow fields are compared with measurements. In Chapter 3, the flames studied range from non-premixed combustion, to partially premixed combustion, and to premixed combustion. A systematic model assessment framework across different combustion regimes
is established. The framework is based on a unified view of the different piloted flames via proper parameterization. A regime diagram of turbulent piloted flames is proposed as a guideline for a thorough model validation over different combustion regimes. Following this framework, a preliminary model assessment is performed.

The second goal of this dissertation work is to improve the performance of the LES/PDF method. To achieve this goal, we work from two aspects, i.e., DMD modeling and sub-filter scale mixing modeling. The specific objectives are,

1. Develop a model for treating the DMD effects accurately and consistently in the transported PDF method;

2. Examine the sub-filter scale mixing time scale in a high-Ka turbulent premixed DNS jet flame and provide guidance for future mixing modeling development.

The importance of DMD in turbulent combustion modeling has been reported, however, it has not been treated properly in existing combustion models. In Chapter 4, we present our work on improving the DMD treatment in the transported PDF method. In particular, we propose a new model called variance consistent mean shift (VCMS) model which is able to, for the first time, consider the DMD effects accurately in both the scalar mean and variance level. The model performance is thoroughly validated in a mixing layer test case.

In Chapter 5, we report our work on sub-filter scale mixing time scale modeling in a high-Ka turbulent premixed DNS jet flame. The DNS flame features an intense interaction between the turbulence and flame structures in the distributed/broken reaction zone regime as suggested by the DNS dimensionless parameters. In this work, the sub-filter scale mixing time scale is analyzed with respect to the filter size to examine the validity of a power-law scaling model for the mixing time scale in LES/PDF.

Finally, in Chapter 6, we summarize the major conclusions of the dissertation work and propose potential future work.

The major accomplishments of this work are summarized as follows:

- Extend a model validation framework from statistically stationary combustion problems to statistically transient combustion problems;
• Establish a systematic evaluation framework for model performance in combustion across different combustion regimes;
• Propose a regime diagram as a guide for future studies of multi-regime combustion;
• Demonstrate the LES/PDF method’s capability in predicting statistically transient combustion process involving bimodal combustion dynamics, as well as its capability in capturing different combustion regimes;
• Develop a new model for consistent molecular diffusion modeling in the transported PDF method;
• Validate a power-law scaling for sub-filter mixing time scale in a high-Ka turbulent premixed DNS jet flame, and propose a new model based on the DNS observations.
2. STUDIES OF A TURBULENT PULSED JET FLAME USING LES/PDF

A turbulent piloted jet flame subject to a rapid velocity pulse in its fuel jet inflow is proposed as a new benchmark case for the study of turbulent combustion models. In this work, we perform modelling studies of this turbulent pulsed jet flame and focus on the predictions of its flow, turbulence and combustion fields. An advanced modelling strategy combining the large eddy simulation (LES) and the probability density function (PDF) methods is employed to model the turbulent pulsed jet flame. Characteristics of the velocity measurements are analysed to produce a time-dependent inflow condition that can be fed into the simulations. The effect of the uncertainty in the inflow turbulence intensity is investigated and is found to be very small. A method of specifying the inflow turbulence boundary condition for the simulations of the pulsed jet flame is assessed. The strategies for validating LES of statistically transient flames are discussed, and a new framework is developed consisting of different averaging strategies and a bootstrap method for constructing confidence intervals. Parametric studies are performed to examine the sensitivity of the predictions of the flow and turbulence fields to model and numerical parameters. A direct comparison of the predicted and measured time series of the axial velocity demonstrates a satisfactory prediction of the flow and turbulence fields of the pulsed jet flame by the employed modelling methods. In addition to the flow and turbulence fields, the performance of the LES/PDF methods in predicting the statistically transient combustion field is also reported. It is found that the current methods capture the different stages in the statistically transient bimodal combustion process with a qualitative comparison of the time series of PLIF-OH images and the contour plots of the predicted OH mass fraction. The time history of PDFs of temperature and OH

\footnote{The majority of this chapter is from the paper [117] — P. Zhang, A.R. Masri, H. Wang. Studies of the flow and turbulence fields in a turbulent pulsed jet flame using LES/PDF. Combustion Theory and Modelling, 2017, 21(5): 897-927.}
mass fraction shows that the method predicts the extinction and burning re-establishment timings accurately at upstream locations but less accurately at downstream locations with a delay of the burning re-establishment.

2.1 Introduction

Almost all canonical laboratory flames, especially those found in the International Workshop on Measurement and Computation of turbulent nonpremixed flames (TNF) [2], are statistically stationary. Statistically transient flames have received little attention except in the area of reciprocating engines. In gas turbine engines and other applications, the operation condition is typically statistically stationary. Occasionally, however, the operation conditions vary in time, e.g. due to a change in the fuel injection. Such a change can significantly influence the flow and combustion processes and can potentially cause undesirable phenomena such as local and global extinction and combustion instability. Studying and understanding the dynamics of statistically transient flames are therefore important to the design and control of practical combustion processes.

Figure 2.1. A schematic illustration of the turbulent pulsed jet flame. (Colour online)
Motivated by the above, Wang et al. [14] introduced a new class of statistically transient jet flames stabilised on the Sydney piloted burner [9, 118] but now using a short velocity pulse to supply the fuel. The quantity of fuel supplied and the supply duration is well controlled so that the jet transitions from stable to unstable within a very short time. Subject to this velocity pulse, the flame exhibits a complicated dynamic response. As shown in Figure 2.1, the flame is broken into an upper branch and a lower branch due to the increased flow stretching caused by the velocity pulse. Preliminary studies of the pulsed jet flame are reported in [14] by using a high-speed planar laser-induced fluorescence (PLIF-OH) imaging and an advanced modelling with the combined large-eddy simulation (LES)/probability density function (PDF) methods [46]. The preliminary results in [14] successfully replicated the measured timing and duration of extinction in this flame.

The turbulent pulsed jet flame is based on the Sydney piloted flames L, B, and M. The modelling studies of the Sydney flames L, B, and M [9, 118] have been reported in several previous studies. The modelling method used in this work is based on the transported PDF method [46, 55, 99] and earlier efforts to model the flames using the same approach are surveyed here. Chen et al. [119] performed a Reynolds averaged Navier-Stokes (RANS)/PDF study of flames L and B with two simple chemical reaction mechanisms for methane oxidation, a reduced mechanism with five scalars and four-step reactions [120] and a constrained equilibrium mechanism with four scalars, and with a modified coalescence/dispersion (CD) mixing model [121] (or modified Curl model [82]). In order to ignite the flame, it was found to be necessary to insert particles with burned stoichiometric gas mixture into the fuel jet at the downstream of the jet exit. Masri and Pope [122] studied flames K, L, and M using the velocity-composition joint PDF method [55] with an improved stochastic mixing model by Pope [123]. Two thermochemistry models were applied, with one assuming that the particle density was a prescribed piece-wise function of the mixture fraction, and the other obtaining density from a pre-calculated laminar flamelet table of an opposed jet flame with the stretch rate $a = 100s^{-1}$. It was found that simple treatment of chemistry was in general inadequate, and detailed chemistry was necessary for an accurate prediction of the chemical kinetics and its interaction with turbulence in these flames. Incorporating detailed
chemical reaction mechanism in the PDF modelling was enabled by the invention of in situ adaptive tabulation (ISAT) [124]. Saxena and Pope [56, 125] used a skeletal C1 mechanism with 16 species [126] in the joint PDF modelling of velocity, turbulence frequency, and composition in flame L by employing the ISAT method. In this study, it was found that with a skeletal mechanism the compositions were captured more accurately, including the intermediate species CO and H₂. Two mixing models, the interaction by exchange with the mean (IEM) model [85] (or the linear mean-square estimation (LMSE) model [127] and the Euclidean minimum spanning tree (EMST) model [84], were employed. It was reported that the IEM model was unable to yield a burning flame, while the EMST model can yield burning flames without any difficulty. Jones and Kakhí [128] compared the performance of two mixing models, the CD model [121] and the IEM model [85], in flames L and B using an Eulerian joint-scalar PDF method [129]. In their study, the difficulty of yielding burning flames was not observed by using the IEM model, and it was concluded that the IEM model captured local extinction well but not re-ignition, while the CD model failed to predict local extinction. The performance differences of the IEM model reported in [56, 125, 128], and the CD model in [119, 128], are possibly due to the difference in their modelling approaches, reaction mechanisms or PDF closures. Juddoo et al. [130] reported that the EMST model failed to reproduce flame B using the composition PDF method. This failure, however, was not reproduced in a different study by using a joint velocity-frequency-composition PDF method [131]. The exact reason for the performance difference of the EMST model in these studies is also unknown and is possibly due to the difference in the chemical reaction mechanisms and PDF closures. LES/PDF studies of flames L, B, and M that successfully capture local extinction and re-ignition have been reported in Wang et al. [14] and in Prasad et al. [69]. Overall the latest transported PDF method combined with RANS or LES is reported to be capable of reproducing the Sydney flames L, B, and M reasonably well. The combined LES/PDF method is adopted here to model the modified flame L, the Sydney turbulent pulsed jet flame.

Although the pulsed jet flame in Figure 2.1 is a small modification to the statistically stationary flame L, the effect of this modification is not expected to be small. Flame L is
a purely non-premixed turbulent flame, for which the modelling is quite successful after several decades of model development and validation for turbulent non-premixed combustion. The turbulent pulsed jet flame, however, exhibits distinctive combustion dynamics. Firstly, two extreme combustion behaviours are embedded in the same flame, healthy burning and full extinction. This bimodal combustion behaviour creates a challenging case for modelling since models in the past were usually validated against cases with moderate extinction [69, 130, 132, 133]. Secondly, the exact nature of combustion in the pulsed jet flame is not fully known at this stage, and it is speculated that, in addition to non-premixed combustion, another regime of combustion such as premixed and partially premixed is possibly involved in the same flame, especially near the edge of the extinction region shown in Figure 2.1. It is extremely challenging for existing models to predict multi-regime combustion processes simultaneously.

Following the preliminary LES/PDF study of the pulsed jet flame in [14], we continue a detailed modelling study of this flame. The focus here will be put on the predictions of the flow and turbulence fields as well as the combustion field in the flame. This study is enabled by recently available new measurements of the velocity data and the high-speed PLIF-OH images in the pulsed jet flame using the joint OH-PLIF/OH* chemiluminescence/laser Doppler velocimetry (LDV) [15] at the University of Sydney. An intriguing issue with all LES practice is how to rigorously validate LES. LES simulations are inherently unsteady and a true representation of the unsteady flow and combustion phenomena by using the model is critical to the development of sound LES models. The new Sydney LDV velocity data and PLIF-OH images for the pulsed jet flame enables us to examine the model’s capability to represent physically unsteady processes in turbulent combustion.

The rest of the paper is organised as follows. Section 2.2 summarises the experimental conditions and Section 2.3 discusses the modelling approaches. Section 2.4 discusses general model assessment for LES of statistically transient flames and develops a model assessment framework consisting of different averaging strategies and the bootstrap resampling [134] for constructing confidence intervals. The results are reported in Section 2.5. The effect of the uncertainty in the inflow turbulence intensity is investigated in Section
2.5.1. The specification of the pulsed inflow turbulence boundary condition is validated with the available experimental data in Section 2.5.2. The sensitivity of modelling results to model and numerical parameters is examined in Section 2.5.3. A direct comparison of the temporal evolution of the flow and turbulence statistics in the pulsed jet flame is carefully conducted from the simulations and the measurements in Section 2.5.4. The temporal evolution of the combustion field is examined in Section 2.5.5. The conclusions are drawn in Section 2.6.

2.2 Experimental conditions of Sydney turbulent pulsed jet flame

The flame burner used for the pulsed jet flame is identical to the one that is used in the statistically-stationary Sydney piloted jet flames L, B, and M in [9, 118], which is also used in the widely studied Sandia piloted jet flames D, E, and F [88]. The flame burner has a central jet tube with a diameter $D = 7.2$ mm and with $\text{CH}_4$ as the fuel. The jet is surrounded by a pilot stream composed of combustion products from a stoichiometric mixture of $\text{C}_2\text{H}_2$, $\text{H}_2$, and air at the same C/H mole ratio as $\text{CH}_4$. The bulk velocity of the unburnt pilot premixture is 3 m/s. A co-flow of air with a speed of 15 m/s is supplied around the burner. The central fuel jet bulk velocity $U_b(t)$ varies in time. Initially the flame is at the condition of Flame L [9, 118] with the fuel jet bulk velocity of $U_{bL} = 41$ m/s. A rapid velocity pulse is then superimposed to the constant bulk velocity of the fuel jet. (The pilot and the air co-flow remain unchanged.) A small CNG tank independent from the main fuel stream is used to supply the fuel pulse [14, 15]. The flow of this extra supplied fuel is controlled by solenoid valves. Different shapes of the pulses can be obtained by specifying the pressure of the supplied fuel with a pressure regulator.

An example of the measured time history of the centerline axial velocity $u_{exp}(0, 0, 0, t)$ at the jet inlet is shown in Figure 2.2, where $u_{exp}(x, r, \theta, t)$ denotes the measured axial velocity at location $(x, r, \theta)$ and time $t$, and $(x, r, \theta)$ is the cylindrical coordinate. The pulse duration $\tau_p$ is about $\tau_p = 10$ ms. The added velocity pulse yields the maximum inflow velocity above the extinction threshold [14]. A joint OH-PLIF/OH* chemiluminescence/LDV
system is used to measure simultaneously OH planar images and axial and radial velocities at various locations [15]. The OH images with an effective area (36mm high $\times$ 36 mm wide; equivalently $5D \times 5D$) are captured by a high speed camera at 5 kHz, LaVision High-speed Speed-Star 6 (HSS6) CMOS camera. Axial and radial velocities at selected spatial locations are measured simultaneously with the OH-PLIF using a commercial LDV system (TSI Model FSA 3500/4000). The experiment and the measurements are repeated multiple times in order to produce statistics that are useful for model validation. More than 20 repeated experiments are conducted. More details about this experiment can be found in [15].

2.3 Modelling approaches

A combined LES/PDF method [46] is employed to model the turbulent pulsed jet flame. Three dimensional and time-dependent resolved velocity fields $\mathbf{u}(\mathbf{x}, r, \theta, t)$ are solved by using the LES method [135]. The combustion fields are modelled by the composition PDF method [46,55,99,136] which features an exact treatment of the effect of detailed chemical kinetics on the evolution of the combustion fields. A hybrid finite volume/Monte Carlo
particle method [14, 46] is applied to solve the closed governing equations. The detailed description of the combined LES/PDF approach is given in this section.

2.3.1 LES method

In LES, the large-scale turbulent motions are solved directly and the residual scale effect is modelled. To achieve this, a spatial filter \( G(x, \Delta x) \) is applied to the Navier-Stokes equations, i.e., \( \tilde{f}(x, t) = \int f(x', t)G(x, x' - x)d\mathbf{x}' \). The Favre filtered continuity and momentum equations are:

\[
\frac{\partial \tilde{\rho}}{\partial t} + \frac{\partial \tilde{\rho} \tilde{u}_j}{\partial x_j} = 0, \tag{2.1}
\]

\[
\frac{\partial \tilde{\rho} \tilde{u}_i}{\partial t} + \frac{\partial \tilde{\rho} \tilde{u}_i \tilde{u}_j}{\partial x_j} = -\frac{\partial \tilde{P}}{\partial x_i} + \frac{\partial}{\partial x_j}(2\mu \tilde{S}_{ij}) + \frac{\partial T_{i,j}}{\partial x_j}, \tag{2.2}
\]

where the tilde \( \sim \) denotes Favre filtering, and \( \tilde{S}_{ij} = (\partial \tilde{u}_i/\partial x_j + \partial \tilde{u}_j/\partial x_i)/2 - \delta_{ij}\partial \tilde{u}_k/\partial x_k/3 \) is the trace-less strain rate tensor. In the last term of Equation (2.2), \( T_{ij} = \tilde{\rho} \tilde{u}_i \tilde{u}_j - \tilde{\rho} \tilde{u}_j \tilde{u}_j \) is the residual turbulent stress which is unclosed and needs modelling. The eddy viscosity model [99] is used to close this term:

\[
T_{ij} = \tilde{\rho} \tilde{u}_i \tilde{u}_j - \tilde{\rho} \tilde{u}_j \tilde{u}_j = 2\mu_t \tilde{S}_{ij} + \frac{1}{3} T_{kk} \delta_{ij}, \tag{2.3}
\]

where the residual turbulent eddy viscosity \( \mu_t \) is modeled through the Smagorinsky model [137] \( \mu_t = C_\mu \tilde{\rho} \Delta^2 |\tilde{S}| \) with the model constant \( C_\mu \) determined by the dynamic procedure [138]. The turbulence resolution scale \( \Delta \) is specified to be the same as the local grid size.

To reduce the computational cost of evaluating transport properties, we follow previous studies [46] to approximate the molecular viscosity as:

\[
\mu = \rho \nu_0 \left( \frac{T}{T_0} \right)^\alpha, \tag{2.4}
\]

where \( \nu_0 = 1.613 \times 10^{-5} \text{ m}^2/\text{s}, T_0 = 300.0 \text{ K}, \alpha = 1.721. \)

The closed continuity and momentum equations are cast in the cylindrical system for the current turbulent pulsed jet flame and are solved using a finite volume method. Second order conservative schemes are used to discretise the LES equations. The time advancement
is done by using a semi-implicit iterative solution procedure. More details about the LES solution method can be found in [135, 139].

### 2.3.2 PDF method

In the composition PDF method, the density-weighted joint composition \( \tilde{f}(\Psi; x, t) \) is employed to represent the sub-filter scale distribution of the random combustion fields at the spatial location \( x \) and time \( t \), where \( \Psi \) is the composition sample space vector corresponding to the composition vector \( \Phi = \{ \phi_\alpha, \alpha = 1, \ldots, n_\alpha \} \) consisting of all the species mass fractions and enthalpy. The transport equation of the joint composition PDF \( \tilde{f}(\Psi; x, t) \) of all the species mass fractions and enthalpy [136] is:

\[
\frac{\partial \rho \tilde{f}}{\partial t} + \frac{\partial}{\partial x_j} \left( \rho u_j \tilde{f} \right) + \frac{\partial}{\partial \Psi_a} \left[ \rho \tilde{f} S_a(\Psi) \right] - \frac{\partial}{\partial x_j} \left( \rho \Gamma \frac{\partial \tilde{f}}{\partial x_j} \right) = - \frac{\partial}{\partial x_j} \left( \rho \tilde{f} u_j' \right) \Psi - \frac{\partial^2}{\partial \Psi_a \Psi_\beta} \left[ \tilde{f} \left( \rho \Gamma \frac{\partial \phi_a}{\partial x_j} \frac{\partial \phi_\beta}{\partial x_j} \right) \right],
\]

where \( u_j \) is the resolved velocity and \( \Gamma \) is the molecular diffusivity. A similar form to the molecular viscosity \( \mu \) in Equation (2.4) is used here to calculate the molecular diffusivity:

\[
\Gamma = \Gamma_0 \left( \frac{T}{T_0} \right)^a,
\]

where \( \Gamma_0 = \nu_0 / Sc = 2.293 \times 10^{-5} \text{ m}^2/\text{s}, T_0=300.0 \text{ K, } a=1.660 \). In this study equal molecular diffusivity and unity Lewis number are assumed following common practice [46, 55].

The terms on the left hand side of Equation (2.5) are closed, including the chemical reaction source term. The fact that the chemical reaction can be treated exactly is the major advantage of the transported PDF method. The two terms on the right hand side are unclosed. The first term is the spatial flux due to the residual velocity and is usually modelled by the gradient diffusion hypothesis [55]:

\[
- \frac{\partial}{\partial x_j} \left( \rho \tilde{f} u_j' \right) \Psi = \frac{\partial}{\partial x_j} \left( \rho \Gamma_i \frac{\partial \tilde{f}}{\partial x_j} \right),
\]

where \( \Gamma_i \) is the residual turbulent eddy diffusivity. It is obtained from \( \rho \Gamma_i = \mu_i / Sc_i \) with the Schmidt number \( Sc_i = 0.4 \). The second term on the right hand side of Equation (2.5)
represents the molecular mixing in the composition space due to the conditional scalar dissipation. The closure of this term has been one of the main focuses of the PDF studies in the past. Several mixing models have been developed, e.g. the IEM model [85], the Modified Curl model [82], and the EMST model [84]. In the present study, the EMST model [84] is used. Both IEM and modified Curl models have difficulty yielding extinction correctly due to the known shortcoming of non-localness in mixing [20,36] [84,140], and they are not suitable for the current study of the pulsed jet flame which involves significant extinction.

With all the unclosed terms modelled, the transport equation for the composition PDF is solved numerically by using the Monte Carlo particle method [55] that is implemented in a research code named HPDF [46]. The method uses an equivalent particle system to represent the joint composition PDF. Each particle has its location $X^*(t)$, compositions $\phi^*(t)$, mass $m^*$, and other properties, e.g. velocity $\bar{u}^*(t)$, diffusivities $\Gamma^*$ and $\Gamma^*_t$, and mixing frequencies $\Omega^*$ that can be obtained from the field data with interpolation, at time $t$. In this work, the mixing frequency is approximated as:

$$\Omega = \frac{C_\phi (\Gamma + \Gamma^*_t)}{2\Delta^2}, \quad (2.8)$$

with the model constant $C_\phi=3.0$. Different values of $C_\phi$ combined with EMST have been examined in the flame L, and it is found that this value of 3.0 yields overall the best agreement with the experimental data of flame L [9,118]. The same value is adopted here for the turbulent piloted flame. Sensitivity studies of the predictions of the flow and turbulence fields in the pulsed jet flame to the different values of $C_\phi$ will be further examined in Section 2.5.3. The governing equations for the particles are the following stochastic differential equations (SDE):

$$dX^*(t) = \left[\bar{u} + \frac{\nabla [\rho (\Gamma + \Gamma^*_t)]}{\rho}\right]^* dt + [2 (\Gamma + \Gamma^*_t)]^{1/2} dW, \quad (2.9)$$

$$d\phi^*(t) = M(\phi^*, \Omega^*) dt + S(\phi^*) dt, \quad (2.10)$$
where \( dW \) is the incremental Wiener process. \( M(\phi^*, \Omega^*) \) stands for mixing and \( S(\phi^*) \) is the chemical reaction source term. The superscript "\( \ast \)" represents the quantity at the particle location \( (X^*(t), t) \).

Both first order and second order time-splitting schemes \([46]\) are available to solve the above SDE. The difference of using the different schemes is negligibly small when they are used in the simulations of turbulent jet flames \([46]\). In this work, the first order time-splitting scheme, \( TM\mathbb{R} \) \([46]\), is used to integrate the SDEs, where \( T \) represents the substep of transport of particles in the physical space following Equation 2.9, \( \mathbb{M} \) represents the substep of mixing in the composition space, and \( \mathbb{R} \) denotes the substep of chemical reaction. The first order explicit Euler scheme is used to integrate Equation 2.9. The EMST model is employed to model the mixing process. A reduced chemical mechanism DRM19 \([141]\) consisting of 19 species is used to describe the oxidation of \( \text{CH}_4 \). The DRM19 is derived from GRI-Mech 1.2 \([142,143]\) and is found to be able to replicate the detailed GRI-Mech 1.2 with reasonable accuracy based on our parametric studies of flame L (results are not shown). Pure \( \text{CH}_4 \) is used in the simulations to replace CNG that was used in the experiment. The difference between CNG and \( \text{CH}_4 \) is due to the ethylene content which causes a slight change in the stability limit. For example, the measured blow-out velocity for a turbulent jet flame with CNG and \( \text{CH}_4 \) as fuel is 113.1 m/s and 105.0 m/s \([25]\), respectively, with the relative difference about 7%. Thus, some difference in extinction behaviour is expected when \( \text{CH}_4 \) is used to replace CNG in the current simulations. ISAT \([124]\) is applied to accelerate the calculation of the integration of chemical reactions with an ISAT error tolerance of \( 10^{-4} \). Smaller ISAT error tolerance has been tested and yields little difference in the predictions while increasing the computational cost significantly.

### 2.3.3 Coupling algorithm and other numerical details

The LES and PDF methods are fully coupled by using an algorithm that is consistent at both the model and numerical levels. The equivalent enthalpy approach proposed by Muradoglu et al. \([144]\) is used to couple the flow fields and particle properties.
The same grid in the LES solver is used in the particle method to track the locations of particles and to estimate the statistics from the cell particles. For a given cell with \( N_{pc} \) particles, the \( n \)th moment of a composition variable \( \phi \) can be calculated as:

\[
\bar{\phi}^n = \frac{\sum_{i=1}^{N_{pc}} m_i^* \phi_i^n}{\sum_{i=1}^{N_{pc}} m_i^*},
\]

where \( m_i^* \) is the mass and \( \phi_i^* \) is the composition value of the \( i \)th particle. A particle number control technique including cloning and annihilation is employed at every time step after the particle transport to ensure the particle number in each cell approximately constant. For the current simulations, we set the number of particles per cell to be \( N_{pc} = 30 \) following [14]. The domain size is chosen to be \([0, 60D] \times [0, 20D] \times [0, 2D] \) in the axial \( x \), radial \( r \), and azimuthal \( \theta \) directions, respectively. The domain is partitioned into \( 256 \times 108 \times 48 \) non-uniform grid cells in the respective directions. The inflow turbulence boundary condition is generated from a separate three dimensional fully developed turbulent pipe flow simulation. The generated inflow boundary condition is statistically stationary and is scaled according to the measured velocity pulse to produce a consistent boundary condition for the pulsed jet flame. A simple scaling approach by defining a spatially independent pulse function is used [14]. This simple scaling approach makes two assumptions about the inflow turbulence boundary condition for the simulations. First, the relative turbulence intensity (turbulence intensity normalized by the local mean velocity) is the same throughout the pulse at the jet inlet. Second, the scaling is independent of the spatial locations at the inlet. We will evaluate the validity of these assumptions by using the recent LDV velocity measurements [15] in Section 2.5.2. For more details of the current modelling approaches, the readers are referred to [14,46].

2.4 Model assessment for statistically transient flames

2.4.1 General considerations

Past LES modeling focuses mostly on statistically stationary flames, and the model assessment is often based on time averaged statistics. Two important issues emerge recently
from this practice of LES model assessment. Firstly, the model validation based on time-averaged statistics is unable to examine the model’s capacity to truly represent the temporal evolution of turbulence and combustion fields in LES since it smoothes out all the temporal fluctuations. It is desired that the LES model can capture an accurate temporal evolution of large-scale turbulence structures. The importance to resolve large turbulence length scales accurately in LES has been emphasised significantly in the past. It is equally important to resolve large turbulence timescales accurately in order to capture the temporal evolution of large scale turbulence in LES. This issue is particularly important for LES of turbulent combustion since flame structures are embedded in turbulent flows. The modeling of the evolution of the flame structures directly affects the prediction quality of turbulent combustion fields. The second issue is that the time-averaging technique is not directly applicable to statistically transient problems like the pulsed jet flame studied in this work. New model assessment approaches are thus needed. With the availability of more and more temporally resolved experimental data for turbulent flames, due to the significant advancement of laser diagnostic techniques in the past few years, using those data for a rigorous model validation becomes a particularly pressing issue. This paper presents an important attempt to address the model validation for LES to represent the temporal evolution of turbulence and combustion.

In general, there are several approaches that we can use for comparing the temporal evolution of LES model predictions with temporally resolved measurements.

1. A direct comparison between LES model predictions and measurements can be made, e.g., a comparison of the predicted and measured temperature at a selected location. This comparison is easy and, to some extent, informative, but it is qualitative in nature at most. There are also two conceptual issues involved in this direct comparison. The first one is that the LES predicted and measured temporal fields are different realizations from a turbulent flow problem. A direct comparison between them is more or less meaningless since the difference between them does not indicate the same level of disagreement between the model predictions and measurements. The second issue is that the LES predictions are filtered fields of the underlying turbulence fields,
while the measurements may represent the true underlying fields if the measurement resolution is high enough, or represent filtered fields as well but with a different filter width depending on the measurement resolution. This difference of the representation of the predicted and measured fields causes the direct comparison problematic as well.

2. The characteristics of the temporal evolution of the predicted and measured combustion fields can be compared, such as the integral time scales and frequency spectrum. This is a more rigorous comparison and provides a more quantitative measure of how the LES models capture the temporal correlation of the turbulence and combustion fields. A limitation of this comparison is that it is typically applicable only to statistically stationary problems.

3. Modal analysis can be used to compare the model predictions and measurements, such as the Proper Orthogonal Decomposition (POD) [145] and the Dynamic Mode Decomposition (DMD) [146]. Such an analysis can provide information of the models’ representation of spatial and temporal coherent structures of the turbulence and combustion fields. This analysis is also generally only applicable to statistically stationary processes.

4. For statistically repeatable processes, like the turbulent pulsed jet flame, multiple realizations can be conducted in both experiments and simulations. Time dependent statistics can then be extracted from the realizations for the model comparison. This is a relatively easy approach with solid basis for validating models in statistically transient problems. Just like any other statistical approach, the statistics requires a lot of realizations to converge, which leads to costly simulations and/or measurements.

5. Although in general time-averaging cannot be used in statistically transient problems, a locally defined time-averaging can still be useful in model validation for computing statistics. A local time averaging time scale $h$ can be defined to average the instantaneous fields in the time interval $[t, t + h]$. Any high frequency component can be filtered by this local time averaging. The results contain low frequency component
(large time-scale), which can be useful for model validation. It is noted that the results of local time average of a stochastic process are random and hence cannot be used for model comparison directly. Nevertheless, the random fluctuations in the locally time averaged results are smaller than the instantaneous fields, which makes the comparison less problematic compared to the direct comparison.

6. Certain problems feature statistical homogeneity, such as the circumferential direction in the turbulent pulsed jet flame. For these problems, spatial averaging in the homogeneous direction can be used to extract statistics for model comparison.

All of the above methods have their advantages and disadvantages. There is no single method that is adequate for LES model validation, due to the limitation of the method or its computational and measurement cost. In this work, we aim to combine several of the above methods to provide a feasible framework for validating LES model predictions for the temporal evolution of the flow and turbulence fields in the turbulent pulsed jet flame. Viewing the measurements and model predictions of the turbulence fields in the pulsed jet flame as individual realizations from the same turbulent problem, we need a sufficiently large number of realizations which are statistically independent and identically distributed (IID) to computing statistics in order to ensure statistical convergence. The challenge is how to obtain a sufficiently large number of IID realizations with reasonable cost. In the following, we layout an approach combining a few of the above methods to gain as many statistical samples as possible for computing statistics without incurring prohibitive cost. Meanwhile, an approach to estimate the uncertainty of the computed statistics is discussed.

2.4.2 Strategies for averaging to estimate statistics

For the current turbulent pulsed jet flame, we combine three averaging strategies — sample averaging from different realizations, spatial averaging from the homogeneous circumferential direction, and a local time averaging with a small time interval — to obtain statistics from LES of the statistically transient problem for the comparison with the experimental data. Each of the averaging strategies is defined below.
For a random process \( g(X, t) \) which can represent the LES solutions at a particular location \( X \) or a point-wise measurement at \( X \). We can repeat simulations and measurements for \( M \) times and obtain observations as \( g_m(X, t)(m = 1, \ldots, M) \). All these observations are assumed to be IID. A sample averaging over the observations can be defined as:

\[
\langle g(X, t) \rangle_m = \frac{1}{M} \sum_{m=1}^{M} g(X, t),
\]

(2.12)

where \( \langle \cdot \rangle_m \) denotes the sample averaging. Typically the number of observations \( M \) that can be obtained in the simulations or the experiments is limited, and additional averaging is needed to obtain statistics with reduced statistical errors.

A local time-averaging over a small time interval can be introduced as:

\[
\langle g(X, t) \rangle_h = \frac{1}{h} \int_{t-h/2}^{t+h/2} g(X, s) ds,
\]

(2.13)

where \( \langle \cdot \rangle_h \) denotes the local time-averaging, and \( h \) is the time-averaging interval. The value of \( h \) needs to be carefully chosen and typically is required to be smaller than the characteristic time scale associated with \( g(X, t) \). For the turbulent pulsed jet flame studied in this work, \( h \) needs to be much smaller than the pulse duration \( \tau_p \). Meanwhile, the value of \( h \) also needs to be as large as possible since the data within the time interval are not IID. A large value of \( h \) is helpful to alleviate the strong correlation of the data within \( h \).

For statistically homogeneous problems, a spatial averaging along the homogeneous direction can be introduced as:

\[
\langle g(X, t) \rangle_D = \frac{1}{H_D} \int_{0}^{H_D} g(X, t) dx_D,
\]

(2.14)

where \( \langle \cdot \rangle_D \) is the spatial averaging along the \( Dth \) direction, and \( H_D \) is the domain size in the \( Dth \) direction. For the turbulent pulsed jet flame, the spatial averaging can be used along the \( \theta \) (azimuthal) direction to obtain \( \langle g(X, t) \rangle_\theta \) since the flame is statistically axisymmetric. Similar to the specification of the time interval \( h \) for the local time averaging, the domain size \( H_D \) for the spatial averaging needs to be large enough since the data inside the domain are not IID.
The above defined averaging strategies can be stacked together for producing better statistics in the statistically transient problems than using any single of them. For example, we can use a notation like $\langle \cdot \rangle_{m,h,\theta}$ to denote a statistics obtained by taking the sample averaging in Equation 2.12 first, the local time-averaging in Equation 2.13 next, and then the spatial averaging in Equation 2.14. These combined averaging strategies can produce statistics with reduced statistical error so that a more rigorous LES model validation can be performed for statistically transient problems.

2.4.3 Constructing confidence intervals

With the above combined averaging strategies, we expect to have reduced statistical errors in the results compared to those with only single averaging. The statistical error which is unknown at this point can still yield significant uncertainty in the computed statistics that can hinder an informative comparison between the modeling results and the experiments. To provide an estimated level of uncertainty of the computed statistics, we outline below a simple yet general method to construct the confidence intervals for the statistics obtained based on the averaging strategies in Section 2.4.2.

For a random variable $Y$, we make a set of $N_m$ observations denoted as $\hat{y} = \{ y_m, m = 1, \ldots, N_m \}$. These observations are IID. In many problems, a quantity $Q$ as a function of the set of observations $Q(\hat{y})$ is sought. A typical example is that $Q$ is the sample average of $\hat{y}$, $Q = \langle y \rangle_m$. To construct the confidence interval of the estimated $Q$, we need to find the underlying probability distribution of $Q$. If $Q = \langle y \rangle_m$, this distribution is well known and it is approximately a normal distribution according to the central limit theorem [147]. The 95% confidence interval can be easily constructed to be $\left[ \langle y \rangle_m - 1.96 \left( \sigma^2(y) / N_m \right)^{1/2}, \langle y \rangle_m + 1.96 \left( \sigma^2(y) / N_m \right)^{1/2} \right]$, where $\sigma^2(y)$ is the variance of $y$. In general, however, $Q$ can be more complicated than simple sample averaging, and it may not be formulated to fit the central limit theorem, e.g., $Q = \langle y \rangle_m^a$ where $a$ is a constant ($a \neq 1$). Thus we need a more general approach to construct the confidence interval for evaluating $Q$. A simple approach based on the bootstrap resampling [134] is outlined below.
Based on only one set of observations \( \hat{y} \), we can only evaluate one sample value of \( Q \). In order to get the probability distribution information of \( Q \), we have to generate more samples for \( Q \). More new samples typically are not feasible in many problems. In this case, bootstrap resampling [134] becomes a useful method. A new set of observations can be obtained by resampling the original set of observations \( \hat{y} \) with replacement. We denote the new set of observation as \( \hat{y}_n = \{ y_{nm}, m = 1, \ldots, N_m \} \) with the new set the same size as the original set. The resampling is done with replacement so the elements in \( \hat{y}_n \) may contain repeated elements of \( \hat{y} \). From this new set of observations we can compute a new value of \( Q_n = Q(\hat{y}_n) \). The bootstrap resampling can then be repeated many times to get a set of samples \( \hat{Q} = \{ Q_n, n = 1, \ldots, N_s \} \) where \( N_s \) is the number of times that the original set has been resampled. This set of samples \( \hat{Q} \) provides an estimate of the probability distribution of \( Q \). Following the basic bootstrap method [134], the 95\% confidence interval can be constructed from the bootstrapped sample set as \( [Q_{0.025}, Q_{0.975}] \) where \( Q_a \) is the \( a \)th percentile of the sample distribution. This confidence interval provides a measure of the level of uncertainty involved in the estimate of \( \langle Q \rangle \).

We now show an example to demonstrate the above bootstrap method for constructing the confidence intervals. We take \( y \) as a uniformly distributed random variable between \([0, 1]\), and obtain \( N_m = 10 \) random samples as \( \hat{y} = [0.81, 0.91, 0.13, 0.91, 0.63, 0.1, 0.28, 0.55, 0.96, 0.96] \). We perform the bootstrap resampling for \( N_s = 1000 \) times to obtain the different sets of observations \( \hat{y}_n \). We define \( Q \) to be the sample average, \( Q = \langle y \rangle_m \). From the different set of observations \( \hat{y}_n \), we can compute the function \( Q_n \). From the set of samples \( \hat{Q} \), we can estimate the 2.5th percentile \( Q_{2.5}^* \) to be 0.42, i.e., the probability \( \text{Prob}(Q < Q_{2.5}^*) = 2.5\% \). Similarly we can find \( Q_{97.5}^* = 0.81 \). Thus the 95\% confidence interval for estimating the sample average \( \langle y \rangle_m \) is \([0.42, 0.81]\) based on the bootstrap method. For comparison, we construct the confidence interval based on the central limit theorem since the sample mean is sought here. Based on the sample mean (0.62) and variance (0.12) of the original set of observation \( \hat{y} \), we can construct the 95\% confidence interval as \([0.41, 0.83]\). We can see that the confidence interval from the bootstrap method is close to that obtained from the central limit theorem expectedly when computing sample averaging. The bootstrap method,
however, represents a more general approach than the central limit theorem for constructing confidence intervals for estimating functions that is are not limited to simple averaging of the samples.

The above averaging strategies together with the constructed confidence intervals are used in the following discussions for comparing the simulation results and the measurements of the turbulent pulsed jet flame, in order to provide a rigorous validation of the LES method for statistically transient problems.

2.5 Results and discussion

Multiple IID simulations of the turbulent pulsed jet flame with the LES/PDF methods are performed, and the results are discussed in the following. The effect of the uncertainty in the inflow turbulence intensity is investigated in Flame L first in Section 2.5.1. The method of specifying the turbulence inflow boundary condition for the simulations of the pulsed jet flame is examined in Section 2.5.2. The sensitivity of the model predictions to model and numerical parameters is studied in 2.5.3. The comparison of the predicted and measured velocity statistics is done in Section 2.5.4. The temporal evolution of the combustion field is presented in Section 2.5.5.

2.5.1 Effect of inflow turbulence intensity

In the simulations, the inflow turbulence boundary condition of the fuel jet is time-dependent and is generated from a separate fully-developed pipe flow simulation. A numerical forcing is added to the pipe flow simulation to yield the pipe flow statistics (mean and variance) in agreement with the experimental data for flame L [9, 118]. Measurement uncertainty exists in the experimental data that are used for the numerical forcing. Here we examine the effect of this uncertainty in the inflow turbulence intensity on the flame simulations. The statistically stationary case, flame L, is used as the test case. The same effect will also be examined in the turbulent pulsed jet flame later in Section 2.5.3.
Figure 2.3 shows the radial profiles (lines) of the inflow mean axial velocity $\langle \tilde{u} \rangle$ and the root mean square (rms) axial velocity $u' = (\tilde{u}^2 - \langle \tilde{u} \rangle^2)^{1/2}$ obtained from the generated inflow boundary condition, where $\tilde{u}$ is the resolved axial velocity, and $\langle \cdot \rangle$ denotes the mean (or mathematical expectation) estimated from time-averaging over a long period of time (about 2.5 flow through times based on the fuel jet velocity). In the figure, the measurements that were obtained in the 1980s [148] are shown as cycles and are denoted as the old measurements. Good agreement between the simulation and the measurement is observed, indicating the effectiveness of the numerical forcing.

![Figure 2.3. Mean and rms axial inflow velocity normalized by the inflow jet bulk velocity $U_{bL} = 41$ m/s in flame L.](image)

From the recent measurements of the velocity data in the turbulent pulse jet flames [15], we can extract the same inflow statistics. One measured time series of the axial velocity is shown in Figure 2.2. By averaging the measured time series, excluding the pulse, we can obtain a new measurement for $\langle u_{exp} \rangle$ and $u'_{exp}$ for flame L. The new measurement data are shown in Figure 2.3 as diamonds. The error bars on the new measurements are the 95% confidence intervals $-1.96\sigma/\sqrt{N_m}, 1.96\sigma/\sqrt{N_m}$ with $\sigma^2$ the variance of the computed time-averages estimated from about 20 repeated measurements and $N_m$ is the number of samples. Comparing the old measurements (cycles) [148] and the new measurements (diamonds) [15], we can see that the difference in the mean axial velocity is small (relative
Figure 2.4. Radial profiles of the predicted (lines) and measured (symbols) mean axial velocity $\langle \bar{u} \rangle$, rms axial velocity $u'$, mean mixture fraction $\langle \bar{\xi} \rangle$, mean temperature $\langle \bar{T} \rangle$ and mean mass fraction $\langle \bar{Y}_{CO_2} \rangle$ at the axial locations of $z/D_f = 10$, 20, and 30 in Flame L.

difference within 5%), and the rms axial velocity from the new measured data is about 40% higher than the old measurements. The difference in the two sets of measurements, mainly in the rms axial velocity, is a reasonable indication of the measurement uncertainty. Such uncertainty in the measurements causes the same level of uncertainty in the specification of the inflow boundary condition for the simulations. Next we examine the effect of such uncertainty on the model predictions.

We select the inflow turbulence time series $\tilde{u}(0, r, \theta, t)$ generated from a fully developed pipe flow simulation forced by the old measurements [148] as the base case. The base case is scaled according to the following equation so that the mean velocity is not altered and different turbulence intensity can be obtained in the inflow boundary condition:

$$
\tilde{u}(0, r, \theta, t) = \langle \bar{u}_{base} \rangle + (\bar{u}_{base}(0, r, \theta, t) - \langle \bar{u}_{base} \rangle) \cdot \theta,
$$

(2.15)
where $\tilde{u}(0, r, \theta, t)$ is the base case, and $\vartheta$ is a scaling factor. Two values of $\vartheta$, 1.0 and 1.4, are evaluated as shown in Figure 2.3 as lines. The value of $\vartheta=1.0$ (solid line in Figure 2.3) yields the inflow rms axial velocity in good agreement with the old measurements (cycles), and the value of $\vartheta=1.4$ (dashed line in Figure 2.3) yields the inflow rms axial velocity in good agreement with the new measurements (diamonds).

The effect of the scaling factor $\vartheta$ in the boundary condition on the prediction of Flame L is examined in Figure 2.4 where the radial profiles are shown of the mean axial velocity $\langle \tilde{u} \rangle$, rms axial velocity $u'$, mean mixture fraction $\langle \tilde{\xi} \rangle$, mean temperature $\langle \tilde{T} \rangle$, and mean mass fraction of CO$_2$ $\langle \tilde{Y}_{CO_2} \rangle$ at the axial locations of $x/D_f = 10, 20, \text{and } 30$. The symbols are the old (cycles) and new (diamonds) measurements. The lines are the simulation results obtained with the different inflow turbulence boundary conditions scaled according to Equation (2.15) with the scaling factor $\vartheta=1.0$ (base case, solid lines in Figure 2.4) and $\vartheta=1.4$ (dashed lines in Figure 2.4). The two scaling factors $\vartheta$ have 40% relative difference, but they result in negligible difference (relative difference less than 5%) consistently in all the results downstream. Therefore, in spite of the large uncertainty in the inflow boundary condition for the turbulence intensity, the effect of such uncertainty is found to be very small in flame L. This is a useful conclusion for specifying reliable inflow boundary conditions for flame L. The extensibility of this conclusion to pulsed jet flame is also confirmed [117] (not presented in the thesis). The base case with $\vartheta=1$ is used for all the later discussions if not stated explicitly.

### 2.5.2 Specification of the pulsed inflow boundary condition

To model the turbulent pulsed jet flame, a detailed time-dependent inflow turbulence boundary condition is required to describe both the turbulent fluctuations and the pulse. To generate such a boundary condition, Wang et al. [14] defined a pulse function $f(t)$ and specified the required boundary condition according to:

$$\tilde{u}(0, r, \theta, t) = \tilde{u}_{\text{base}}(0, r, \theta, t) \cdot (1 + f(t)),$$

(2.16)
where \( \tilde{u}_{\text{base}}(0, r, \theta, t) \) is the inflow velocity of the base case discussed in Section 2.5.1. Taking the mean (or mathematical expectation) of Equation (2.16), we obtain:

\[
\langle \tilde{u}(0, r, \theta, t) \rangle = \langle \tilde{u}_{\text{base}}(0, r, \theta, t) \rangle \cdot (1 + f(t)).
\]  

(2.17)

Similarly, we can obtain the rms velocity \( u' \) from Equation (2.16) as:

\[
u'(0, r, \theta, t) = \tilde{u}_{\text{base}}'(0, r, \theta, t) \cdot (1 + f(t)).
\]  

(2.18)

The pulse function \( f(t) \) is a function of time only, and can be estimated from the axial velocity at the jet inlet based on Equation (2.17). For the estimate, the centerline axial velocity \( (r = 0, \theta = 0) \) is used and from Equation (2.17), we obtain:

\[
f(t) = \frac{\langle \tilde{u}(0, 0, 0, t) \rangle}{\langle \tilde{u}_{\text{base}}(0, 0, 0, t) \rangle} - 1,
\]  

(2.19)

in which \( \langle \tilde{u}_{\text{base}}(0, 0, 0, t) \rangle \) is the mean centerline axial velocity \( U_{0L} \) of Flame L, and \( \langle \tilde{u}(0, 0, 0, t) \rangle \) can be estimated from the measurements \( \langle u_{\text{exp}}(0, 0, 0, t) \rangle_{m,h} \) by performing the sample averaging in Equation (2.12) over the repeated measurements and the local time averaging in Equation (2.13) on the experimental data at the centerline and at the jet exit. The local time-averaging interval \( h \) is chosen to be much smaller than the pulse duration \( \tau_p, h = \tau_p/20 \). The factor of 1/20 is specified based on the trade-off discussed in Section 2.4.2. The time scale associated with the duration of extinction in the pulsed jet flame is estimated to be about the same order of magnitude as the pulse \( \tau_p \) according to the OH-PLIF measurements [15]. Thus, the time averaging with the specified \( h \) \( (h \ll \tau_p) \) is expected to be able to retain large extinction events in the pulsed jet flame. The resulted pulse function \( f(t) \) by using the centerline velocity measurement data at the jet exit is shown in the left subplot of Figure 2.5. The error bars in the figure are the 95% confidence interval computed following the method discussed in Section 2.4.3.

The specification of the inflow turbulence boundary condition in Equation (2.15) implies two assumptions as discussed in Section 2.3.3. The first one is that the pulse functions \( f(t) \) at the different radial locations at the jet inlet are the same since we use the single pulse function acquired at the centerline for the entire cross section of the fuel jet inflow. The
second one is that the relative fluctuation, i.e. the ratio of turbulence intensity to the local mean velocity, keeps approximately constant during the pulse (as can be seen from Equation (2.20) in the later discussion). Next, we examine the validity of these two assumptions.

Following the same procedure for determining $f(t)$ from the centerline axial velocity at the jet exit outlined above, we can determining $f(t)$ from other radial measurement locations at the jet inlet. Figure 2.5 (right subplot) shows the different pulse functions $f(t)$ computed from the measurements at the different radial locations at the jet inlet. The shapes of the pulse functions at the different radial locations are very similar to each other, which provides the basis for the assumption that the pulse function is, to a large extent, independent of the radial locations at the jet inlet. This validates the first assumption implied in the specification for the inflow turbulence boundary condition of the pulsed jet flame.

Combining Equations (2.17) and (2.18), we can obtain the following relation:

$$\frac{u'^t}{\langle \tilde{u}(0, r, \theta, t) \rangle} = \frac{u'^t_{base}}{\langle \tilde{u}^t_{base}(0, r, \theta, t) \rangle}. \quad (2.20)$$

The relation shows that the relative turbulence intensity in the specified inflow of the pulsed jet flame obtained from Equation (2.15) is the same as the relative turbulence intensity in
Figure 2.6. Time series of the relative turbulence intensity at the different radial locations at the jet inlet of the pulse jet flame. The shaded region indicates the pulse.

flame L and hence is independent of time, which is the second assumption mentioned above. We can test the validity of this assumption by examining the experimental data. By using the experimental data, we can estimate \( u' \) from \( u'_{\text{exp,m,h}} = (\langle u_{\text{exp,m,h}}^2 \rangle - \langle u_{\text{exp,m,h}} \rangle^2)^{1/2} \) by employing the sample averaging and the local time averaging over the experimental data. Similarly, we can estimate \( u'_{\text{base}}, \langle \tilde{u}(0, r, \theta, t) \rangle, \) and \( \langle \tilde{u}_{\text{base}}(0, r, \theta, t) \rangle \) from the experimental data. Figure 2.6 shows the relative turbulence intensity calculated from the measurements at the jet inlet and at the different radial locations. The error bars are the 95% confidence intervals, which indicate the uncertainty of the measured relative turbulence intensity. Within the experimental uncertainty, the relative turbulence intensity at the different radial locations is approximately constant throughout the time, except at the very beginning of the pulse. At that time, the relative turbulence intensity shoots up accompanied by large confidence intervals. This can be attributed to the sparse data at the beginning and before the pulse from the experimental measurements as indicated in Figure 2.2. For the rest of the time in-
cluding most of the pulse, the relative turbulence intensity is approximately constant, which supports the second assumption for defining the pulse function, \( f(t) \).

To summarize, we analyze the available LDV velocity measurement data at the jet inlet to examine the validity of the scaling approach in Equation (2.15) that was used to generate the time-dependent inflow turbulence boundary conditions for the simulations of the turbulent pulsed jet flame. The results support that the two assumptions involved in Equation (2.15) are valid for generating the inflow turbulence boundary condition that matches the first two moments with the measurements. More complicated approaches are possible to generate a more accurate inflow boundary condition.

### 2.5.3 Sensitivity to model and numerical parameters

The sensitivity of the model predictions of the pulsed jet flame to the model and numerical parameters is investigated in this sub-section, including the sensitivity to the mixing model constant \( C_\phi \) in Equation (2.8), to the grid resolution, to the uncertainty in the inflow turbulence intensity, and to the number of IID realisations for estimating statistics in Section 2.4.2. In the simulations, multiple IID simulations are performed to generate the statistics and to estimate the simulation uncertainty. The IID simulations are obtained by feeding different inflow boundary condition database from separate fully developed pipe flow simulations and by using different random seeds in the Monte Carlo particle simulations. The time history of the mean axial velocity from the simulations is calculated based on a three-way averaging \( \langle \bar{u} \rangle_{h,\theta,m} \), i.e., averaging inside the time-interval \( h \) in Equation (2.13), averaging in the azimuthal direction \( \theta \) in Equation (2.14), and averaging over the multiple simulations in Equation (2.12). The rms velocity \( u' \) is estimated as follows:

\[
u' \approx u'_{h,\theta,m} = \left( \langle \bar{u}^2 \rangle_{h,\theta,m} - \langle \bar{u} \rangle^2_{h,\theta,m} \right)^{1/2}
\]

The bootstrap method discussed in Section 2.4.3 is used to construct the confidence intervals for estimating \( \langle \bar{u} \rangle_{h,\theta,m} \) and \( u' \approx u'_{h,\theta,m} \), by resampling from the different simulation realizations to form new samples.
Mixing model parameter $C_\phi$

The mixing model parameter $C_\phi$ determines the rate of mixing in the EMST mixing model used in this study. It is widely known that the value of $C_\phi$ affects significantly the model calculations, especially the predictions of local extinction [132]. The flow and turbulence fields are, however, insensitive to the values of $C_\phi$. The focus of this work is placed on the predictions of the flow and turbulence fields in the turbulent pulsed jet flames. Here we confirm this insensitivity by examining the effect of different values of $C_\phi$ (1.0, 2.0, and 3.0) on the predictions of the mean and rms axial velocity. The sensitivity results are reported in Figure 2.7. In these results, only one realisation is performed for each value of $C_\phi$ and hence the results fluctuate significantly. The grid used for the testing is $144 \times 108 \times 48$. The statistical difference of the results with the different values of $C_\phi$ is seen to be small with the predicted velocity pulse occurring at about the same time at the different locations. This confirms that the impact of the different values of $C_\phi$ on the predictions of the velocity and turbulence fields is small, and a single value of $C_\phi = 3.0$ which is used for later discussions is deemed to be adequate.

Figure 2.7. Time series of the predicted mean and rms axial velocity at the different axial and radial locations in the pulsed jet flame with the different values of $C_\phi$. 
Grid sensitivity

A grid with the resolution of $256 \times 108 \times 48$ in the axial, radial and azimuthal directions, respectively, is used for most of the discussions in this paper. To confirm the suitability of this grid for the purpose of the study, we examine the sensitivity of the LES/PDF predictions of the velocity and turbulence fields in the pulsed jet flame to the variation of grid resolution in this sub-section. Two more grids with $144 \times 108 \times 48$ and $512 \times 192 \times 96$ are used in addition to the grid of $256 \times 108 \times 48$ for the sensitivity analysis. The sensitivity results are shown in Figure 2.8. For the grid of $256 \times 108 \times 48$, 20 IID simulations are available, and hence the results are smoother and the 95% confidence interval is available by using the approach outlined in Section 2.4.3, while for the other two grids, only one simulation is conducted. From the figure, we can see that the difference of the results from the three different grids is insignificant and the grid with $256 \times 108 \times 48$ captures accurately the transient history of the mean and rms axial velocity when compared to the refined grid. For the rest of the paper, the grid of $256 \times 108 \times 48$ will be used for the discussions.

![Figure 2.8](image-url)  
Figure 2.8. Time series of the predicted mean and rms axial velocity at the different axial and radial locations in the pulsed jet flame with three different grid resolutions.
Inflow turbulence intensity

The uncertainty involved in the specification of the inflow turbulence intensity has been examined in Section 2.5.1 for flame L. It is found that the effect of the uncertainty fades very quickly towards downstream in flame L. The same effect is examined here for the turbulent pulsed jet flame to check whether the same observations in flame L can be made in the pulsed jet flame. Following Equation (2.16) and replacing $\tilde{u}_{\text{base}}(0, r, \theta, t)$ in the equation by Equation (2.15), we obtain:

$$\tilde{u}(0, r, \theta, t) = \langle \tilde{u}_{\text{base}} \rangle + (\tilde{u}_{\text{base}}(0, r, \theta, t) - \langle \tilde{u}_{\text{base}} \rangle) \cdot \theta \cdot (1 + f(t)), \quad (2.22)$$

which can be used for specifying the inflow boundary condition in the pulsed jet flame to examine the effect of the inflow turbulence intensity by varying $\theta$. Two values of $\theta = 1.0$ and 1.4 have been examined in Section 2.5.1 for the predictions of flame L based on two different sets of experimental data for flame L. For the pulsed jet flame, we further examine the effect of three values of $\theta = 0.5$, 1.0, and 2.0 on the predictions of the pulsed jet flame. The sensitivity results for the different values of $\theta$ are shown in Figure 2.9. For the case of $\theta = 1.0$, 20 IID simulations are available, and hence the results in Figure 2.9 are smoother and the 95% confidence interval is available by using the approach outlined in Section 2.4.3, while for the other two values of $\theta = 0.5$ and 2.0, only one simulation is conducted. From the figure, we can clearly see the effect of the different values of $\theta$ on the specification of the inflow turbulence intensity at $x/D = 0$. At downstream locations ($x/D > 10$), however, we see very little difference among the different results with the different values of $\theta$ other than the statistical fluctuations, which supports the fact that the effect of the inflow turbulence intensity in the pulsed jet flame is similar to that observed in flame L in Section 2.5.1. In the following discussions, the value of $\theta = 1.0$ is used.

Number of IID simulation realisations

The estimated statistics by using the approach in Section 2.4.2 heavily rely on the number of IID simulation realisations. A large number of IID realisations are needed in order
to have a sufficient number of realisations to cover possible random samples and to ensure statistical convergence and accuracy. In the following, we examine the effect of the number of IID simulation realisations on the estimated statistics. A total of 20 realisations are performed for estimating the statistics. Two sets of statistics are obtained, with one using all 20 realisations and the other using only half of the realisations. The obtained results from the different number of realisations are plotted against each other as shown in Figure 2.10 for the mean and rms axial velocity. The horizontal and vertical error bars are the 95% confidence intervals, obtained by using the approach discussed in Section 2.4.3. From the figure, we can see that the results lie close to the diagonal line which is mostly inside the error bars. This strongly indicates that there is only little difference between the statistics obtained by using 10 realisations and 20 realisations. The number of realisations used in this study appears to be adequate to provide accurate statistics for the discussions, and further increasing the number of realisations is not expected to alter the current results significantly.
2.5.4 Experimental validation of the predictions of the flow and turbulence fields

In this section, we compare, as directly as possible, the model predictions and the measurements of the temporal evolution of the flow and turbulence fields in the pulsed jet flame. In the simulations, 20 IID simulations are performed to generate the statistics and to estimate the simulation uncertainty. The procedure mentioned in Section 2.4.2 is used to estimate the mean velocity \( \langle \tilde{u} \rangle_{h, \theta, m} \) and rms velocity \( u'_{h, \theta, m} \) from the simulations. The calculations of \( \langle u_{\exp} \rangle \) and \( u'_{\exp} \) from the measurements are similar excepting no averaging along the \( \theta \) direction since only point-wise data are available, \( \langle u_{\exp} \rangle \approx \langle u_{\exp} \rangle_{h, m} \) and \( u'_{\exp} \approx u'_{\exp, h, m} \). About 20-40 realisations (depending on the different measurement locations) are available from the experiments for calculating the statistics.

With the time being synchronised in the simulations and in the measurements, the predicted and measured mean and rms axial velocities are plotted against each other in Figures 2.11 and 2.12, at a few selected axial and radial locations within \( 0 \leq x/D \leq 40 \) and \( 0 \leq r/D \leq 0.8125 \). The horizontal and vertical error bars on the plots for the mean and rms velocity show the 95% confidence intervals in the measurements and in the simulations, re-
Figure 2.11. Direct comparison of the predicted (y-axis) and measured (x-axis) mean axial velocity. The shaded region is ±30% deviation from the diagonal. The error bars are the 95% confidence intervals.

Figure 2.12. Direct comparison of the predicted (y-axis) and measured (x-axis) rms axial velocity. The shaded region is ±30% deviation from the diagonal. The error bars are the 95% confidence intervals.
spectively. The shaded region is defined as ±30% deviation from the diagonal. Any result that falls in this region is within 30% relative difference between the simulations and the measurements.

For the mean axial velocity in Figure 2.11, the correlation between the LES simulation results and the measurements is much stronger than the instantaneous axial velocity. The 95% confidence intervals are shown as the horizontal error bars for the measurements and the vertical error bars for the LES simulations. The uncertainty in the measurements indicated by the error bars is much larger than that in the simulations. There are two reasons for this difference of the uncertainty levels in the simulations and in the measurements. Firstly, a very small number of samples are available in the measurements at the beginning period of the pulse [15] to compute the statistics. Secondly, the spatial averaging along the azimuthal direction is used in the simulations while there is no spatial averaging in the measurements, resulting in much reduced statistical errors in the simulations. From the comparison of the predicted and measured mean axial velocity in Figure 2.11, we see that most data points examined lie within the ±30% region, with a few exceptions on the lower-right corner (mostly for data at $x/D = 30$ with the relative error about 45%) where the model predictions are much lower than the measurements. Theoretically, an ideal LES model yields the identical results as the measurements, i.e. all data lying along the diagonal line (with the uncertainty in the measurements neglected). The deviation from this ideal case indicates the level of errors in both the LES simulations and in the measurements. In LES simulations, the errors include both the model error and the numerical error. The numerical error includes both deterministic errors such as the numerical discretisation error and random errors due to an inadequate sampling for computing the statistics. The confidence intervals for the LES results in the figure measure the random error approximately. Detailed error analysis and error isolation in a rigorous model comparison are very difficult. From the current comparison, we can estimate that the overall relative difference between the measurements and simulations for the mean axial velocity in the turbulent pulsed jet flame is within 30% at most of the examined locations.
The comparison of the rms axial velocity is shown in Figure 2.12. The confidence intervals for computing the rms axial velocity are much larger than those for the mean shown in Figure 2.11. The confidence intervals from the measurements are also much larger than those from the simulations for the same two reasons explained above. The rms data show larger deviation from the ideal case in comparison to the mean data shown in Figure 2.11. Given the larger uncertainty in computing the rms velocity in Figure 2.12, it is not clear currently whether larger errors are involved in computing the rms than the mean. With the 95% confidence intervals, it seems that the overall relative difference between the measurements and simulations for the rms axial velocity is also within 30% statistically with a few exceptions.

![Figure 2.13. Time series of the predicted (dark red lines) and measured (grey lines with circles) mean axial velocity at the different axial and radial locations in the pulsed jet flame. The error bars are the 95% confidence intervals.](image)

The time series of the mean axial velocity at the different axial and radial locations are compared directly in Figure 2.13, where the measurements are denoted as the grey circles and the LES/PDF predictions are red solid lines. The error bars are the 95% confidence intervals. The models are able to capture the transient process of the mean flow fields with reasonable accuracy, including the magnitude of the velocity and the timing and duration of
the pulse. Some small discrepancy between the model predictions and the measurements is observed. For example, at \((x/D, r/D) = (20, 0.625)\), the predicted velocity pulse response is about 3 ms late compared to the measurements. The observed discrepancy can be explained by at least three factors: the model uncertainty, measurement uncertainty, and the uncertainty in the inflow boundary condition. It is noted that the pulse function obtained from the centreline axial velocity at the jet inlet in Equation (2.19) causes some discrepancy between the measurements and the specification of the inflow boundary condition away from the centreline at the jet inlet. This discrepancy in the inflow in the simulations is expected to propagate downstream and causes the discrepancy downstream as observed in the figure. It is also noted that the measurement uncertainty before and at the beginning of the pulse is quite large due to a limited number of samples, which is expected to cause the major discrepancy between the predictions and the measurements at that time. Overall the temporal evolution of the mean axial velocity in the pulsed jet flame is captured by the current LES/PDF methods satisfactorily.

Figure 2.14. Time series of the predicted (dark red solid lines) and measured (grey lines with circles) rms axial velocity at the different axial and radial locations in the pulsed jet flame. The error bars are the 95% confidence intervals.
The time series of the rms axial velocity at the different axial and radial locations are compared directly in Figure 2.14. The error bars are again the 95% confidence intervals. The large measurement uncertainty before and at the beginning of the pulse is also evident from the figure, which again explains the large discrepancy between the predicted and measured rms velocity at time. The rms velocity at the inlet (the specified boundary condition) is smaller than the measurements, which is expected because there is some discrepancy between the old [148] and new [15] measurements of the rms velocity and the forcing used in the inflow boundary condition generation is from the old measurements [148] as discussed in Section 2.5.1. It has been shown that in flame L this error in the inflow rms velocity boundary condition (about 40%) yields much smaller error (up to 5%) in the downstream in Figure 2.4. From Figure 2.14, we can make a similar observation in the turbulent pulsed jet flame. The discrepancy between the predicted and measured rms velocity at the downstream location \( x/D = 30 \) is very small despite the large difference between them at the jet inlet \( x/D = 0 \). The models are capable of capturing the transient process of the turbulent fluctuations with reasonable accuracy, including the magnitude of the fluctuation and the timing and duration of the pulse. The discrepancy between the model predictions and the measurements can be attributed to the same reasons used to explain the discrepancy in Figure 2.13. Overall the temporal evolution of the rms axial velocity in the pulsed jet flame is also captured by the current LES/PDF methods satisfactorily.

In summary, a direct comparison of the LES/PDF predictions and measurements of the velocity statistics is made, to provide a sensible understanding of the LES model capability to represent the underlying unsteady physical processes.

### 2.5.5 Experimental validation of combustion field

So far, the focus of previous sections is mainly placed on the flow and turbulence fields of the pulsed jet flame. It has been shown that the LES/PDF method captures the temporal evolution of flow and turbulence fields well. As a response to the evolving flow and turbulence fields, the combustion fields of the pulsed jet flame feature complex bimodal and
statistically transient combustion dynamics involving significant extinction and re-ignition, as reported experimentally in [15]. In the following, we present the combustion fields and examine if the method can capture the measured response of combustion fields to the inflow velocity pulse.

Figure 2.15. Time series of the measured PLIF-OH images [15] at the selected times, $t = [11, 13, 19, 21, 23, 25, 27, 40]$ ms.

Time series of high-speed PLIF-OH images at 5 kHz are available [15] for the model performance assessment in combustion field prediction. These PLIF-OH images are measured at the axial locations $x/D = [0, 5, 10, 15, 20, 25, 30, 40]$ simultaneously with an effective area of $5D \times 5D$. Combining the PLIF-OH images at all the axial locations together, we get a full view of the jet flame as in Figure 2.15. Figure 2.15 shows an example of the PLIF-OH images at eight selected times $t = [11, 13, 19, 21, 23, 25, 27, 40]$ ms from left to right. In the measurement, the inflow velocity pulse starts at $t = 11$ ms and lasts for about 10 ms causing a maximum jet inflow velocity exceeding the extinction threshold of a CH$_4$/Air jet flame at the current configuration. As a result of the inflow velocity pulse, the flame
experiences a statistically transient combustion process involving significant extinction and re-ignition. The selected eight times in Figure 2.15 cover the whole transient combustion response of the jet flame to the inflow velocity pulse, the locations of which are also shown in the pulse profile as the magenta dots. At $t = 11$ ms, the flame has not been affected by the velocity pulse yet and exhibits a healthy burning state with a thin flame front represented by the PLIF-OH signal with few discontinuities/holes. With the inflow velocity pulse added, the flame is under intense flow field stretching, exhibits significant local extinction represented by the increased number of discontinuities/holes in the flame front, and is broken into two branches separated by an extinction band shown as a completely black area inside the measured box (e.g., at $x/D = 20$), at $t = [19, 21, 23, 25]$ ms. The flame is observed to re-establish the healthy burning state at later stages, $t = [27, 40]$ ms, when the effect of the pulse is fading out. The statistically transient bimodal combustion dynamics shown in Figure 2.15 poses a strong challenge to turbulent combustion models. In the following, we examine if the current LES/PDF models can capture the observed combustion dynamics.

Figure 2.16. Time series of the measured PLIF-OH images (left) [15] and the predicted OH mass fraction contours (right) at the selected times, $t = [11, 13, 19, 21, 23, 25, 27, 40]$ ms.
Figure 2.16 presents a qualitative comparison of the measured PLIF-OH images from Figure 2.15 with the contour plots of LES/PDF predicted OH mass fraction at the corresponding times. At each time, the plot on the left is the PLIF-OH image and on the right is the contour of OH mass fraction, both of which are frequently used to represent the flame front in experiments and simulations, respectively. In Figure 2.16, different quantities are compared, i.e., PLIF-OH signal intensity from experiment [15] and OH mass fraction from simulation, with different color schemes. The top color bar is for the OH mass fraction only and the PLIF-OH color bar is not shown. At \( t = 11 \) ms, the flame shows a healthy burning state both in the simulation and measurement. At later stages, similar levels of extinction and re-ignition are observed in the prediction and the measurement. For example, at \( x/D = 20 \), the measured PLIF-OH image box shows a completely extinguished state from \( t = 19 \) ms and starts to exhibit new burning events at \( t = 25 \) ms; the predicted OH mass fraction contour plots show the similar temporal evolution process with an extinction duration from 19 ms to 25 ms. The comparison in Figure 2.16 supports that the current models capture the different stages of the statistically transient and bimodal combustion dynamics in the pulsed flame qualitatively well.

Figure 2.16 features a qualitative comparison. In the following, we quantify the extinction events with PDFs of OH mass fraction, \( f_{\phi_{\text{OH}}}^{0.02<\xi<0.1} \), and temperature, \( f_{T}^{0.02<\xi<0.1} \), around the stoichiometric condition \( \xi_{st} = 0.05 \). Figure 2.17 shows an example of the two PDFs (top for OH mass fraction and bottom for T) at three axial locations \( x/D = [10, 20, 30] \), and two selected times \( t = [11, 19] \) ms, which represents the healthy burning and the significant extinction stages, respectively. A clear peak shift of the PDFs from high OH mass fraction/temperature at \( t = 11 \) ms (red line) to low OH mass fraction/temperature at \( t = 19 \) ms (blue line) is observed at all the three locations.

The results in Figures 2.15, 2.16 and 2.17 are at the few selected times. High temporal resolution data are available for both experiment and simulation, from which we can get more temporal evolution information of the flame. The time history of the PDFs of OH mass fraction and temperature, \( f_{\phi_{\text{OH}}}^{0.02<\xi<0.1} \) (top row) and \( f_{T}^{0.02<\xi<0.1} \) (bottom row), is shown in Figure 2.18 at three axial locations \( x/D = [10, 20, 30] \). Valley-shaped PDF
Figure 2.17. PDF profiles of conditional temperature, $T|_{0.02 < \xi < 0.1}$, and OH mass fraction, $\Phi_{OH}|_{0.02 < \xi < 0.1}$, at three locations, $x/D = [10, 20, 30]$.

Figure 2.18. Contours of PDF of conditional temperature, $T|_{0.02 < \xi < 0.1}$, and OH mass fraction, $\Phi_{OH}|_{0.02 < \xi < 0.1}$, at three locations, $x/D = 10, 20, 30$. The dashed magenta lines indicate the corresponding extinction duration from measurement [15].
distributions are observed in the figure. Before the inflow velocity pulse, \( t < 11 \) ms, the flame is burning at a statistically stationary state and a PDF distribution uniform in time is observed. At later times, the peak of PDFs is found to shift toward lower OH mass fractions/temperature due to significant extinction events, which forms a valley. The width of the valley shapes in time represents the extinction duration. The measured extinction duration in [15] at the three axial locations is also shown in Figure 2.18 by the magenta dashed lines. It shows that the predicted time duration of the extinction is approximately close to the measurement, supporting that the current LES/PDF models capture roughly the statistically transient bimodal combustion dynamics reasonably well. Some differences are observed at the downstream location \( x/D = 30 \), where a longer extinction duration is predicted mainly due to the inaccuracy in the prediction of burning re-establishment events.

### 2.6 Conclusions

A combined LES/PDF method is employed to study a turbulent pulsed jet flame which is not statistically stationary, like those in many previous studies. Prediction of the flow, turbulence, and combustion fields is studied. Systematic validation of LES to reproduce the physical temporal evolution of the flow, turbulence and combustion fields is conducted. General assessment approaches for the models to predict statistically transient flames are discussed. New strategies are developed based on multiple averaging approaches for computing the statistics and on a bootstrap method for constructing the confidence intervals. The simulation results are compared extensively with the experimental data. Based on the comparative studies, the following conclusions are drawn:

1. The uncertainty in the measured rms axial velocity can be as high as 40%, but the effect of such uncertainty (when used to specify the inflow boundary conditions) on the flow and flame predictions downstream is negligible (within 5%).

2. A simple scaling approach to specify the time-dependent inflow turbulence boundary condition for the pulsed jet flame is found to be reasonably valid, which is supported by the examination of the underlying assumptions using the experimental data.
3. The sensitivity of the model predictions of the flow and turbulence fields to the mixing parameter $C_\psi$, the grid resolution, the inflow turbulence intensity, and the number of IID simulation realisations is examined to confirm the suitability of the adopted model and numerical parameters for the current study.

4. The predictions of the temporal evolution of the mean and rms axial velocity in the turbulent pulsed jet flame by using LES/PDF are found to be mostly within $\pm30\%$ deviation from the experimental data.

5. A direct comparison of the time series of the predicted and measured mean and rms axial velocity demonstrates the capability of the employed method to capture the flow and turbulence fields in the pulsed jet flame.

6. A qualitative comparison of the measured PLIF-OH images and the predicted OH mass fraction contours at the selected times shows that the employed method captures the major combustion stages, i.e., healthy burning, significant extinction, two flame branches, and burning re-establishment, related to the statistically transient bimodal combustion dynamics in the pulsed jet flame.

7. A close examination of the time history of conditional PDFs of OH mass fraction and temperature shows that the temporal evolution of the combustion fields is captured reasonably by using the method, with a relatively accurate representation of the measured timings of extinction duration at upstream locations but less accurate at downstream locations mainly due to the inaccuracy in predicting re-ignition events.

In this chapter, we assess the LES/PDF method’s performance in the Sydney turbulent pulsed piloted jet flame. The method is found to capture the temporal evolution of flow, turbulence and combustion fields reasonably, which therefore demonstrates its great potential in predicting the statistically transient combustion process in real engines. The pulsed jet flame is designed as the Sydney piloted flame L subject to a fuel jet inflow velocity pulse. Combustion in the turbulent pulsed flame is depicted as exhibiting bimodal
and multi-regime combustion dynamic as discussed in Section 2.1. The facts that its base case, flame L, has been widely studied, and that it exhibits multi-regime combustion, make the turbulent pulsed flame is a good test case to study multi-regime combustion. However, the fact that it is a statistically transient flame with bimodal combustion dynamics brings in additional challenges such as the specification of inflow conditions, largely increased computational cost, and the difficulty in model validation. Besides, limited experimental data is available for the pulsed flame, which prevents an extensive comparison between predicted results with measurements. Hence, another set of combustion problems, consisting of existing turbulent piloted flames, is designed to study multi-regime combustion in the following chapter.
3. A UNIFIED VIEW OF PILOT STABILIZED TURBULENT JET FLAMES FOR MODEL ASSESSMENT ACROSS DIFFERENT COMBUSTION REGIMES

Single-regime turbulent combustion has been the main focus in previous studies. Significant limitations exist in those studies since most practical combustion applications involve multi-regime combustion. Developing and validating multi-regime turbulent combustion models are expected to be an emerging area with significant challenges. To facilitate model assessment across different combustion regimes, we develop a model validation framework by unifying several existing pilot stabilized turbulent jet flames in different combustion regimes. The characteristic similarity and difference of the employed piloted flames are examined, including the Sydney piloted flames L, B, and M, the Sandia piloted flames D, E, and F, a series of piloted premixed Bunsen flames, and the Sydney/Sandia inhomogeneous inlet piloted jet flames. Proper parameterization and a regime diagram are introduced to characterize the pilot stabilized flames covering non-premixed, partially premixed, and premixed flames. A preliminary model assessment is carried out to examine the simultaneous model performance of the large-eddy simulations (LES)/probability density function (PDF) method for the piloted jet flames across different combustion regimes.

3.1 Introduction

Most studies of turbulent combustion in the past have focused on a problem that is dominated by one regime of combustion. Practical combustion problems, however, are typically not in a single regime, and different regimes of combustion can occur simultaneously in

---

the same combustion field. It is imperative to study multi-regime combustion to provide a
detailed understanding of combustion processes that are of practical interest.

Past modeling studies of turbulent combustion have primarily focused on developing
and validating models for a specific combustion regime. Typically a model that is suitable
for one combustion regime cannot be used directly in another regime without significant
modifications. The mixture fraction based models such as flamelet [53] and conditional mo-
ment closure (CMC) [54] are applicable to turbulent non-premixed combustion, although
the idea of the modeling concept in flamelet and CMC can be borrowed for developing pre-
mixed combustion models [150, 151]. The transported probability density function (PDF)
model [55] does not embed strong assumptions about combustion regimes in the model
when compared to other models such as flamelet, and in theory the model is potentially ap-
licable to all combustion regimes although the current PDF model has been only tested in
single regime combustion and some mixing models such as Euclidean Minimum Spanning
Tree (EMST) [84] are originally developed for non-premixed flames.

The goal of this work is to establish a systematic framework for validating turbulent com-
bustion models across different combustion regimes. The idea behind this work is largely
based on the outcomes of the TNF workshop [2], and it is built upon the seminal work of
the pilot stabilized jet flames. The piloted jet flames originate from the early work by Masri
and Bilger [9,152]. The Sydney piloted jet flames L, B, and M [9,118] are examples of
early work. Later, the Sydney burner is used in the Sandia piloted flames D, E, and F [88]
which received unprecedented attention from modelers. A similar burner is also used in
the study of turbulent premixed Bunsen flames, the flames F1, F2, and F3 [83]. Recently,
a series of new flames with inhomogeneous fuel jet inlet [24–26] is developed by intro-
ducing another tube that is retractable inside the Sydney pilot burner to produce variable
fuel jet inlet conditions. Various combustion regimes can be produced from this series of
new flames, ranging from non-premixed to partially premixed flames. The pilot used in the
Sydney burner also appears in many other flames, such as the piloted premixed jet burner
(PPJB) [153] and the Darmstadt stratified burner [20,21], which are not covered in the cur-
rent work. In the present paper, the considered burners are limited to those which have methane as fuel issuing from the central fuel jet and cold air as the coflow.

In this work, we examine the similarity of these existing pilot stabilized turbulent jet flames and characterize this similarity through a set of parameters so that all the considered piloted jet flames can be viewed as flames in the same series. By doing so, we expect to be able to provide an innovative framework for validating turbulent combustion models across different combustion regimes. The specific objectives of the work are two folds: to provide a unified view of pilot stabilized turbulent jet flames across different combustion regimes, and to conduct a preliminary assessment of the LES/PDF method [46] in the unified piloted turbulent jet flames.

3.2 A unified view of piloted turbulent jet flames

Four cases of piloted turbulent jet flames are considered, including the Sydney piloted flames L, B, and M [9,118], the Sandia piloted flames D, E, and F [88], the piloted premixed Bunsen flames F1, F2, and F3 [83], and the Sydney/Sandia inhomogeneous inlet jet flames [24–26].

3.2.1 Global characterization of piloted turbulent jet flames

A sketch of the pilot burner is shown in Figure 3.1. For the four cases of piloted turbulent jet flames, Table 3.1 summarizes the dimension of the burner ($D_f$: fuel jet pipe diameter; $D_p$ pilot pipe diameter) and the Reynolds number based on the fuel jet bulk velocity $Re_{f,b}$. The flames I1, I2, I3, and I4 denote the Sydney/Sandia inhomogeneous inlet jet flames [24–26] with their additional information summarized in Table 3.2. In these flames, the central tube in Figure 3.1 is used, and it is retractable so that different recession distance $L$ can be achieved. The central tube supplies $\text{CH}_4$, and the annulus supplies air in flames I1-I4. The retraction mechanism provides an adjustable level of partial mixing between $\text{CH}_4$ and air. The bulk velocities of the central tube $u_{c,b}$, of the annulus $u_{a,b}$, and of the fuel jet $u_{f,b}$ in flames I1-I4 are shown in Table 3.2.
Figure 3.1. The Sydney pilot flame burner [9, 152]. Two concentric tubes are used, the fuel jet tube ($D_f$) and the pilot tube ($D_p$), to separate the fuel jet, the hot pilot flow, and the coflow air. The central tube ($D_c$) is a recent addition to the burner [24–26] to produce different stratifications in composition at the fuel jet exit with varying recession distance $L$. More information about the geometric parameters can be found in Tables 3.1 and 3.2.

The above four cases of flames on a pilot burner are from independent studies. In this work we draw the similarity of these different flames and provide a unified view of all these flames as a new series through proper parameterization in the following Section 3.2.2.

### 3.2.2 Parameterization and regime diagram of piloted turbulent jet flames

To provide a unified view of all these different flames, we employ a single definition of mixture fraction with pure CH$_4$ as the the nominal fuel, based on the Bilger’s definition
Table 3.1. Summary of piloted turbulent jet flames.

<table>
<thead>
<tr>
<th>case</th>
<th>$D_f$ (mm)</th>
<th>$D_p/D_f$</th>
<th>$Re_{f,b}$</th>
<th>$\phi_f$</th>
<th>$\xi_f$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>flame L</td>
<td>7.2</td>
<td>2.50</td>
<td>17,900</td>
<td>$\infty$</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>flame B</td>
<td>7.2</td>
<td>2.50</td>
<td>20,400</td>
<td>$\infty$</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>flame M</td>
<td>7.2</td>
<td>2.50</td>
<td>23,800</td>
<td>$\infty$</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>flame D</td>
<td>7.2</td>
<td>2.50</td>
<td>22,400</td>
<td>3.17</td>
<td>0.156</td>
<td>1.000</td>
</tr>
<tr>
<td>flame E</td>
<td>7.2</td>
<td>2.50</td>
<td>33,600</td>
<td>3.17</td>
<td>0.156</td>
<td>1.000</td>
</tr>
<tr>
<td>flame F</td>
<td>7.2</td>
<td>2.50</td>
<td>44,800</td>
<td>3.17</td>
<td>0.156</td>
<td>1.000</td>
</tr>
<tr>
<td>flame F1</td>
<td>12.0</td>
<td>5.67</td>
<td>50,886</td>
<td>1.00</td>
<td>0.055</td>
<td>1.000</td>
</tr>
<tr>
<td>flame F2</td>
<td>12.0</td>
<td>5.67</td>
<td>39,143</td>
<td>1.00</td>
<td>0.055</td>
<td>1.000</td>
</tr>
<tr>
<td>flame F3</td>
<td>12.0</td>
<td>5.67</td>
<td>23,486</td>
<td>1.00</td>
<td>0.055</td>
<td>1.000</td>
</tr>
<tr>
<td>flame I1</td>
<td>7.5</td>
<td>2.40</td>
<td>27,600</td>
<td>4.76</td>
<td>0.217</td>
<td>0.975</td>
</tr>
<tr>
<td>flame I2</td>
<td>7.5</td>
<td>2.40</td>
<td>26,800</td>
<td>4.76</td>
<td>0.217</td>
<td>0.664</td>
</tr>
<tr>
<td>flame I3</td>
<td>7.5</td>
<td>2.40</td>
<td>37,500</td>
<td>4.76</td>
<td>0.217</td>
<td>0.633</td>
</tr>
<tr>
<td>flame I4</td>
<td>7.5</td>
<td>2.40</td>
<td>48,300</td>
<td>4.76</td>
<td>0.217</td>
<td>0.618</td>
</tr>
</tbody>
</table>

Table 3.2. Sydney/Sandia inhomogeneous inlet piloted turbulent jet flames [25]. Volume flow rate ratios of air to fuel CH₄ for all the four cases are 2:1.

<table>
<thead>
<tr>
<th>case</th>
<th>case name in [25]</th>
<th>$L$ (mm)</th>
<th>$u_{c,b}$ (m/s)</th>
<th>$u_{a,b}$ (m/s)</th>
<th>$u_{f,b}$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>flame I1</td>
<td>FJ200-5GP-Lr300-59</td>
<td>300.0</td>
<td>69.2</td>
<td>61.5</td>
<td>59.0</td>
</tr>
<tr>
<td>flame I2</td>
<td>FJ200-5GP-Lr75-57</td>
<td>75.0</td>
<td>67.0</td>
<td>59.5</td>
<td>57.0</td>
</tr>
<tr>
<td>flame I3</td>
<td>FJ200-5GP-Lr75-80</td>
<td>75.0</td>
<td>93.8</td>
<td>83.4</td>
<td>80.0</td>
</tr>
<tr>
<td>flame I4</td>
<td>FJ200-5GP-Lr75-103</td>
<td>75.0</td>
<td>120.6</td>
<td>107.2</td>
<td>103.0</td>
</tr>
</tbody>
</table>

[154]. With this definition, a unique stoichiometric mixture fraction for all the flames is $\xi_{st} = 0.055$, and the mixture fraction of the fuel is not always one, e.g., the mixture fraction of the fuel in flame D is $\xi_f = 0.156$. The values of the mixture fraction based on this
definition for the fuel jet, \( \xi_f \), are summarized in Table 3.1 for the different piloted turbulent jet flames, assuming a fully mixed condition, as well as the equivalence ratio of the fuel, \( \phi_f \).

With the addition of the central tube in the fuel jet in the pilot burner shown in Figure 3.1, we can view all four piloted turbulent jet flames in Section 3.2.1 as a generalized piloted flame series. Flames L, B, and M can be viewed as a case that there is no annulus air supply and the recession distance \( L \to \infty \). Flames D, E, and F can be viewed as a case that has the CH\(_4\) and air mass flow rates matching the equivalent ratio of flames D, E, and F, and has the recession distance \( L \to \infty \). Flames F1, F2, and F3 can be viewed in a similar way. In the following, we introduce a mixedness parameter, \( \theta \), that quantifies the level of mixing of the mixture at the fuel jet exit.

We first define a mixing parameter, \( \eta \), at the fuel jet exit plane \( (x/D_f = 0) \) as shown in Figure 3.1,

\[
\eta = \frac{1}{m_f} \int_0^{D_f} \left( \xi_e - \xi_{e,b} \right)^2 \tilde{\rho} \tilde{u} 2\pi r dr,
\]

where the tilde represents Favre averaging, \( r \) is the radial distance, \( \tilde{u} \) is the mean axial velocity, \( \tilde{\rho} \) is the mean mixture density, \( m_f \) is the mass flow rate from the fuel jet, the subscript “e” denotes the fuel jet exit location, and the subscript “b” denotes a bulk quantity. The bulk mixture fraction \( \xi_{e,b} \) at the fuel jet exit is obtained from

\[
\xi_{e,b} = \frac{\int_0^{D_f} \xi_e \tilde{\rho} \tilde{u} 2\pi r dr}{m_f} = \frac{m_e \times 1 + m_a \times 0}{m_f} = \frac{\dot{m}_c}{\dot{m}_f} = \frac{\dot{m}_c}{\dot{m}_c + \dot{m}_a},
\]

where the conditions of \( \xi = 1 \) for the central CH\(_4\) tube and \( \xi = 0 \) for the annulus air slot are used, \( \dot{m}_c \) and \( \dot{m}_a \) are the mass flow rates from the central tube and from the annulus, respectively, and \( \dot{m}_f = \dot{m}_a + \dot{m}_c \). When \( L \to 0 \), there is no mixing between CH\(_4\) and air, \( \eta_{L \to 0} = \left( 1 - \xi_{e,b} \right)^2 \dot{m}_c / \dot{m}_f + \xi_{e,b}^2 \dot{m}_a / \dot{m}_f \), and when \( L \to \infty \), the fuel consisting of CH\(_4\) and air has fully mixed, \( \eta_{L \to \infty} = 0 \). For a finite length \( L \), \( \eta \) is between \( \eta_{L \to 0} \) and \( \eta_{L \to \infty} \). A mixedness parameter, \( \theta \), can then be defined as

\[
\theta = 1 - \left( \frac{\eta - \eta_{L \to \infty}}{\eta_{L \to 0} - \eta_{L \to \infty}} \right)^\frac{1}{2},
\]
such that $\theta$ is between 0 and 1, with $\theta = 0$ meaning no mixing and $\theta = 1$ meaning full mixing.

![Regime Diagram](image)

Figure 3.2. A regime diagram for pilot stabilized turbulent jet flames. (The diagram is not to scale.)

With the two parameters, $\phi_f$ and $\theta$, we can introduce a regime diagram for the pilot stabilized turbulent jet flames, as shown in figure 3.2. Different combustion regimes including premixed, non-premixed and partially premixed are covered on the regime diagram. A premixed combustion regime covers a region that is around the condition of $\theta = 1$ (full mixing) and $\phi_f = 1$ (stoichiometric condition), and the piloted premixed jet flames F1, F2, and F3 are examples in this regime. A turbulent non-premixed combustion regime is located inside the fuel rich condition ($\phi_f > 1$) as shown in the figure. The non-premixed piloted jet flames, Sydney flames L, B, and M, Sandia flames D, E, and F, and Sydney/Sandia inhomogeneous
inlet jet flame I1, are inside the non-premixed combustion regime on the diagram. The other region on the regime diagram is mainly the partially premixed combustion regime, and the Sydney/Sandia inhomogeneous inlet jet flames I2, I3, and I4 are example flames in this region. An extinction region is expectedly located on the fuel lean side ($\phi_f < 1$) as shown in the figure when the condition is outside of the lean flammability condition. It is noted that the regime diagram is not to scale and the boundaries between different regimes are unknown presently. Additional parameters such as $Re$ and Damkohler number $Da$ are needed to fully characterize the flame for each point on the regime diagram. For example, with too high $Re$ or too low $Da$, we can get a extinguished flame. In addition to the information at the fuel jet exit, the pilot inflow conditions including the tube diameter, inflow velocity, and temperature are also required to fully describe each flame. Nevertheless, the regime diagram is very helpful to the understanding of pilot stabilized turbulent jet flames and the different regimes that they can cover. Specifically, the regime diagram has the following potentially applications: (1) to provide a better overview of the existing experiments; (2) to identify zones that have not been covered in existing studies; (3) to enable a more complete model validation over a wide range of flames, as presented in this paper. From the diagram, we can see that the pilot burner is capable of producing different regimes of combustion by simply varying two parameters $\phi_f$ and $\theta$ on a single burner. This is extremely valuable for model assessment across different combustion regimes.

3.2.3 Examination of unified piloted turbulent jet flames

In this sub-section, we examine the different piloted turbulent jet flames, with the focus on the trend of changes of flame characteristics from one regime to another. Such an examination is helpful to identifying the critical characteristics of the flames in different regimes that will be useful for the later model assessment.

Figure 3.3 depicts the conditional mean temperature and conditional PDF of temperature (conditioning on $0.02 < \xi < 0.1$) from the measurements at a selected downstream location of the pilot stabilized turbulent jet flames (the data for flames F1, F2 and F3 are not
available). The axial locations chosen for showing the measurement data in the different flames are selected based on the criterion that the location is approximately near the flame neck where most local extinction occurs (also not too close to the fuel jet exit). Several observations can be made from Figure 3.3.

- Flames L, B, and M are non-premixed between pure CH$_4$ ($\xi_f = 1$) and air ($\xi = 0$), and flames D, E, and F can be viewed as non-premixed flames between premixed CH$_4$/air rich mixture at $\phi_f = 3.17$ ($\xi_f = 0.156$) and air, as shown in the plots of the conditional mean temperature in Figure 3.3. Flame I1 is close to a non-premixed flame because of its high mixedness parameter ($\theta = 0.975$), between a fuel of CH$_4$/air mixture at $\phi_f = 4.76$ ($\xi_f = 0.217$) and air in the mixture fraction space.

- Flames I2-I4 are partially premixed flames and their conditional means of temperature are different from the non-premixed flames. They cannot be viewed as a non-
premixed flame between one single fuel and air. As shown in figure 3.3, for \( \xi < 0.1 \),
the conditional mean temperature and conditional PDF of flames I2-I4 are similar to
those of flame I1 and flames D, E, and F, but, for \( \xi > 0.1 \), the conditional mean tem-
perature of flames I2-I4 is very different from flame I1, suggesting possible partially
premixed stratified flames.

- With the increase of \( Re \) (or decrease of \( Da \)) in the same flame series, i.e., flames L, B,
and M, flames D, E, and F, and flames I2, I3, and I4, the conditional mean temperature
reduces because of the increased level of local extinction. Correspondingly, the peak
conditional PDF shifts towards low temperature.

- Flames M, F, and I4 are close to the flame blow-out limit. Comparing the pure CH\(_4\)
case (flame M) and the diluted CH\(_4\) cases (flame F and flame I4), we can see that
the peak conditional mean temperature in flame M is much lower than that in flames
F and I4. The corresponding conditional PDF of temperature in flame M peaks at
about 600 K, while this PDF peaks at about 900 K in flame F and flame I4. This
indicates that the pure CH\(_4\) flames L, B, and M are more resistant to flame extinction
than flames with the diluted CH\(_4\) on the pilot burner.

These observations represent the characteristic similarity and difference among the uni-
fied piloted turbulent jet flames. It is extremely difficult to accurately reproduce simultane-
ously all these characteristics with any of the existing models. The unified piloted turbulent
jet flames are expected to serve as challenging test cases for modeling multi-regime com-
bustion.

Figure 3.4 shows the radial profiles of the measured mean temperature at the selected
axial location in each of the piloted turbulent jet flames. The mean temperature profiles
within the same flame series tend to be similar in terms of the shape of the temperature
profiles. The temperature peaks at a similar radial location within the same flame series,
and the difference is mainly in the magnitude of temperature. This trend is evident in each
series of flames (flames L, B, and M, flames D, E, and F, and flames I2, I3, and I4). Flame
I1 is an exception in its series (flames I1-I4), and its temperature has a similar profile to
flames D, E, and F, which is consistent with the observation that flame I1 is non-premixed. Flames I1 and I2 have a similar $Re$ and the same $\phi_f$. The main difference between them is the mixedness parameter $\theta$, and this difference is likely the main reason for the difference of the mean temperature observed between flames I1 and I2 in figure 3.4. Given the different temperature profiles in the different flames resulting from different combustion regimes, it is of great interest to examine whether a turbulent combustion model can reproduce this variation consistently in all these pilot stabilized jet flames in different combustion regimes. In the following Section 3.3, we demonstrate, for the first time, an examination of the LES/PDF method applied to all these flames in the same set of calculations to examine the consistent capability of the model for multi-regime combustion.

3.3 Assessment of LES/PDF in unified piloted turbulent jet flames

A preliminary model assessment is performed simultaneously for LES/PDF of the unified set of piloted turbulent jet flames. The same set of models and parameters are used in all
simulations. No attempt is made to optimize the choice of the model parameters to improve predictions for a specific case. Our focus is put on examining the consistency of the model performance across different combustion regimes, instead of focusing on the predictability of the model in a specific regime, which has been done extensively before. The selected set of flames for this model assessment includes flame L, flame E, flame F1, and flames I1-I4.

### 3.3.1 LES/PDF modeling approach

A previously developed LES/PDF modeling framework [46] is employed in this study to model the piloted turbulent jet flames. LES [135] is used to model the flow and turbulence fields, and the transport PDF method [55, 99] is used to model the combustion fields. A mixing model, Euclidean Minimum Spanning Tree (EMST) [84], is used for the closure of the micromixing term in the PDF equation. A fixed constant $C_\phi = 3.0$ that determines the rate of mixing in the EMST model is used in all the simulations. It is widely known that the value of $C_\phi$ can significantly influence the modeling results, and it is often found that an improved prediction for a specific test case can be obtained by adjusting $C_\phi$. In this work, all model constants are fixed, including $C_\phi = 3.0$, when the models are applied to the piloted jet flames across different combustion regimes, to provide a more objective assessment of the models.

Table 3.3. The computational domain and the number of grids in the axial, radial, and azimuthal directions, respectively, used in the LES/PDF simulations of the piloted turbulent jet flames.

<table>
<thead>
<tr>
<th>case</th>
<th>$[x/D_f] \times [r/D_f] \times [z]$</th>
<th>$n_x \times n_r \times n_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>flame L</td>
<td>[0, 60]×[0, 20]×[0, 2$\pi$]</td>
<td>256×108×48</td>
</tr>
<tr>
<td>flame E</td>
<td>[0, 80]×[0, 20]×[0, 2$\pi$]</td>
<td>256×128×48</td>
</tr>
<tr>
<td>flame F1</td>
<td>[0, 20]×[0, 20]×[0, 2$\pi$]</td>
<td>144×128×64</td>
</tr>
<tr>
<td>flame I1</td>
<td>[-40, 60]×[0, 20]×[0, 2$\pi$]</td>
<td>384×144×64</td>
</tr>
<tr>
<td>flames I2-I4</td>
<td>[-10, 45]×[0, 20]×[0, 2$\pi$]</td>
<td>256×144×64</td>
</tr>
</tbody>
</table>
For flame L, flame E, and flame F1, the computational domains start at the fuel jet exit plane, and the inflow boundary conditions are directly imposed at the fuel jet exit. For flames I1-I4, the domain extends to the upstream of the fuel jet exit and starts at the central tube exit (see Figure 3.1). The detailed information about the computational domain and grid for the different flames are summarized in Table 3.3. It is noted that different grid resolutions are employed for the different cases. The resolution requirements for the different cases are different. For example, flame L is much "thinner" than flame E, and the length of the interesting regions in flame F1 is much shorter than those in flame L and flame E. A single resolution that is suitable for all cases can be prohibitively expensive to compute. The currently employed grid resolutions for the different cases are based on grid convergence studies and previous studies [14]. (The grid convergence study results of two selected cases (flame L and flame I2) are presented in the Supplementary Materials of this paper.) A separate simulation of a fully developed turbulent pipe flow (and an annulus slot for flames I1-I4) is performed to supply the inflow boundary conditions for all the flame simulations. Other boundary conditions are imposed from the measurements. More details about the simulations can be found in [46].

3.3.2 Model assessment across different combustion regimes

Inflow conditions at the fuel jet exit

The quality of the inflow condition at the fuel jet exit plane is expected to have a significant effect on the downstream predictions. Here we examine the predictions of the inflow conditions in flames I1-I4. Figure 3.5 shows the radial profiles of the mean and rms of mixture fraction at $x/D_f = 1$. The measured mean mixture fractions are predicted accurately in flames I1-I4, while the rms mixture fraction is over-predicted quite significantly. This over-prediction is likely attributed to an inadequate grid resolution inside the fuel jet pipe, as indicated by the grid convergence study results in the Supplementary Materials. We emphasize that the focus of this work is to examine the performance consistency of the same model for different combustion regimes. The current grid specification summarized in Ta-
Figure 3.5. Radial profiles of the predicted (lines) and measured (symbols) mean and rms mixture fractions $\langle \xi \rangle$, $\langle \xi \varepsilon \rangle$ at $x/D_f = 1$ in flames I1-I4 [25].
Table 3.3 is expected to be adequate to serve the purpose of this study. Detailed parametric studies of flames I1-I4, including a grid refinement study, will be conducted in our future work.
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**Figure 3.6.** Predicted (left) and measured (right) scatter plot of temperature against mixture fractions at $x/D_f = 1$ in flames I1-I4 [25]. The diamond symbols correspond to the pilot condition, and the circle symbols indicate the theoretically fully mixed condition of the fuel jet.

Figure 3.6 compares qualitatively the particle scatter plot of temperature $T$ against the mixture fraction $\xi$ at $x/D_f = 1$ in flames I1-I4. The diamond symbols in the figure denote
the pilot condition, and the circle symbols denote a theoretically fully mixed condition of the fuel jet (the corresponding value of mixture fraction, $\xi_f = 0.217$). Flame I1 is apparently close to the fully mixed condition at $x/D_f = 1$ based on the measurement in Figure 3.6, and the model captures this level of mixing very well but with larger variance indicated by a larger particle scattering around the fully mixed condition, which is consistent the over-prediction of the rms mixture fraction by the model in figure 3.5. Flames I2-I4 correspond to stratified mixing with very wide scattering of the particles in the mixture fraction space at the unburnt temperature $T = 300$ K, at $x/D_f = 1$. The LES/PDF predictions show more scattering than the measurements for flames I2-I4 too, especially at the fuel lean condition ($\xi < 0.03$).

Although there is some level of discrepancy between the model predictions of the inflow conditions and the measurements in flames I1-I4, we find no significant difference of the discrepancy of the model predictions from the measurements near the fuel jet exit among the different flames, and overall consistent model performance is observed.

**Predictions of mixing process**

Next we examine the predictions of the mixing process in the piloted turbulent jet flames by examining the mean and rms mixture fraction at a selected downstream location in each flame, at $x/D_f = 15$ in flame E and flames I1-I4, at $x/D_f = 20$ in flame L, and at $x/D_f = 8.5$ in flame F1. Figure 3.7 shows the comparison of the predicted and measured mean and rms mixture fraction at the selected axial locations in the piloted turbulent jet flames. From the figure, we can see that the model predictions for the mean mixture fraction are in an excellent agreement with the experimental data. Except in flame F1 which does not have experimental data, the rms mixture fractions in all flames in Figure 3.7 are predicted reasonably well by LES/PDF in comparison with the measurements. There is over-prediction of the rms mixture fraction in all flames, except in flame E where the rms mixture fraction is only very slightly over-predicted. Overall, a consistent model performance is observed in the predictions of the mixing process by using the same model in all
Figure 3.7. Radial profiles of the predicted (lines) and measured (symbols) mean and rms mixture fractions $\langle \xi \rangle$, $\langle \xi e \rangle$ at $x/D_f = 20$ in flame L, at $x/D_f = 8.5$ in flame F1, at $x/D_f = 15$ in flame E, and in flames I1-I4. (More results are shown in the Supplementary Materials.)
these different flames, covering non-premixed, partially premixed, and premixed combustion.

Predictions in the mixture fraction space

![Graph showing predicted and measured conditional mean temperature against mixture fraction](image)

Figure 3.8. Predicted (lines) and measured (symbols) conditional mean temperature \( \langle T \rangle (\xi) \) (K) against \( \xi \) at \( x/D_f = 20 \) in flame L, at \( x/D_f = 15 \) in flame E, and in flames I1-I4. (More results are shown in the Supplementary Materials.)

Figure 3.8 shows the conditional mean temperature against the mixture fraction. In terms of the performance of LES/PDF in the different flames, we can make the following observations:

- Excellent agreement between the simulations and the measurements is observed in flame E and flame I2. In all other flames, the maximum conditional mean temperature is over-predicted;

- The predicted maximum conditional mean temperature in all flames shown in the figure is surprisingly similar, close to 1900 K, while the measured ones are very different in the different flames;
• In the series of flames I1-I4, the predictions are almost indistinguishable between \( \xi = [0 \ 0.1] \), as opposed to the very different measurements.

Clearly there is noticeable quantitative performance difference of LES/PDF in these different flames. The model, in its current state, seems limited in adequately reproducing the difference of the different flames observed in the experiments, as suggested by the last two observations above.

**Predictions in the physical space**

![Figure 3.9](image.png)

Figure 3.9. Radial profiles of the predicted (lines) and measured (symbols) mean temperature \( \langle T \rangle (K) \) at \( x/D_f = 20 \) in flame L, at \( x/D_f = 8.5 \) in flame F1, at \( x/D_f = 15 \) in flame E, and in flames I1-I4. (More results are shown in the Supplementary Materials.)

The LES/PDF predictions of the radial profiles of the mean temperature in the piloted turbulent jet flames are further examined in Figure 3.9. The measured mean temperature profile is predicted reasonably well in the non-premixed flames L, E, and I1. Significant underprediction of temperature is observed in the premixed flame F1. In the series of flames I1-I4, the predictions capture the overall trend of temperature variations in the radial direc-
tion including the peak temperature location. However, the performance difference of the model predictions in comparison with the measurements in the different flames is significantly different. First, the predicted trend of the temperature variation in the outer mixing layer from one flame to another is in the opposite direction to the trend observed in the measurements. For example, the measurements show that flame I1 is wider than I2 at $x/D_f = 15$ based on the measured temperature variation, while the model predicts the opposite. Second, the difference among the predictions of flames I1-I4 is much smaller than that from the measurements, especially near the outer mixing layer where the models yield very similar results for the different flames, while the measurements are significantly different in the different flames. This observation is confirmed by examining the results at further downstream locations in the piloted jet flames (results are shown in the Supplementary Materials). This suggests that the LES/PDF model is limited in differentiating the significantly different behaviors in different flames as compared to the measurements, especially in the partially premixed regime. It is noted that the performance difference of the models in the different flames cannot be explained by the difference in the numerical errors caused by the different domain sizes and meshes used in the different flames. The same domain size and mesh are indeed used in flames I2-I4, with which the model still shows very different performance. This performance difference can be best explained by the fundamental difference of the different flames and the limitation of the currently employed LES/PDF model to represent all the flames in different combustion regimes simultaneously.

### 3.4 Conclusions

A unified view of several pilot stabilized turbulent jet flames from independent previous studies is established by proper parameterization of the flames based on the characteristic similarity and difference of the flames. A regime diagram for the turbulent jet flames stabilized on the pilot flame burner is introduced, which covers all three major combustion regimes, non-premixed, partially premixed, and premixed. Comparative studies are performed to examine the trend of changes in the unified piloted turbulent jet flames when
moving from one combustion regime to another. The unified piloted turbulent jet flames provide a challenging model assessment framework for the performance of turbulent combustion models across multi-regime combustion. A preliminary model assessment is carried out for the large eddy simulation (LES)/probability density function (PDF) method in examining the consistency of the model’s performance in the different combustion regimes. The applicability of the LES/PDF model to the different combustion regimes is clearly demonstrated in this model assessment. The model is found to be able to reproduce the piloted turbulent jet flames reasonably well. Several limitations of the model are also identified, including the limitation of the model to reproduce the measured difference of the different flames in different regimes. Such limitations are very useful for guiding future improvement of the model.
4. VARIANCE CONSISTENT MEAN SHIFT PARTICLE MODEL FOR TREATING DIFFERENTIAL MOLECULAR DIFFUSION IN TRANSPORTED PDF METHODS FOR TURBULENT REACTIVE FLOWS

A mean shift (MS) particle model has been developed before to account for molecular diffusion in the transported probability density function (PDF) methods for turbulent reactive flows (McDermott and Pope, Journal of Computational Physics, 2007, 226, 947-993). The MS model is superior over the traditional random walk model for its capabilities to incorporate differential molecular diffusion and to yield a consistent DNS limit of scalar variance production/dissipation. The MS model, however, yields inconsistent transport of the scalar variance because of the missing molecular diffusion in the resultant variance transport equation. To yield fully consistent transport of scalar mean and variance, a variance consistent mean shift (VCMS) model is developed in this work. The VCMS model formulations are developed for both a single-scalar system and a multi-scalar system. Boundedness violation of particle scalars exists in both the MS and VCMS models and causes a realizability issue of the models. An correction algorithm (called MP correction by McDermott and Pope) has been developed before to correct the boundedness violation in the MS model. The MP correction is found to produce overcorrection to the particles, resulting in underprediction of the scalar variance. In addition, it is only applicable to the IEM mixing model. In this work, three new boundedness correction algorithms are developed based on the strategies of a least-decay factor (LDF), clipping at scalar bounds (CSB), and clipping with paired mixing (CPM). The accuracy and consistency of the VCMS models are examined and validated thoroughly in a turbulent mixing layer problem. The effectiveness and accuracy of the

different boundedness correction algorithms are also examined and assessed in the mixing layer problem. The applicability of the CPM correction to other mixing models (MCurl and EMST) is also demonstrated.

4.1 Introduction

Multiple physical/chemical/thermal processes, such as fluid convection, multi-component molecular diffusion, multi-phase, chemical reaction, turbulence, radiation, and heat transfer, are involved in turbulent reactive flows found in numerous engineering applications such as gas turbines and gasoline engines. To develop predictive CFD tools for these engineering problems, it is needed to build accurate sub-models for each of these physical/chemical/thermal processes as building blocks. This work mainly concerns with developing accurate and consistent molecular diffusion sub-models in the context of the transported probability density function (PDF) methods [55,99] in conjunction with the Reynolds averaged Navier-Stokes (RANS) simulations or large-eddy simulations (LES) [99].

Historically, in the modeling of turbulent combustion problems (with RANS or LES), molecular diffusion has often been viewed insignificant, and simple models were constructed to treat the effect of molecular diffusion by completely neglecting it or assuming equal diffusivities for all multi-components. These simplifications are common in the modeling of turbulent non-premixed combustion, and many models have the build-in assumption of equal diffusivities [53,54]. Molecular diffusion, however, has substantial theoretical significance because of the fundamental role of molecular diffusion in multi-component transport problems. The significance of differential molecular diffusion in turbulent combustion, in contrast to the simplified equal molecular diffusion, has been reported in a number of experimental studies [103, 104, 156–159] and direct numerical simulation (DNS) studies [105, 160–164]. In the RANS modeling, the effect of molecular diffusion on the transport of moment fields is arguably small when compared to the diffusive transport that is caused by turbulent eddies. This small effect, however, can cause substantial effect on the combustion modeling due to the highly nonlinear nature of turbulence. Rowinski and
Pope [165] showed that the prediction of the flame width is highly sensitive to molecular diffusion in the PDF modeling of a piloted lean premixed flame [153, 166, 167]. Wang and Kim [168] demonstrated a strong sensitivity of the predicted flame extinction limit to different molecular diffusion models in Sandia flame E [88] by using the PDF method [55]. In LES, the magnitude of the sub-filter scale eddy diffusivity can be comparable to the molecular diffusivities, and hence an accurate treatment of multi-component molecular diffusion is important. Kemenov and Pope [169] found that molecular diffusivity can exceed the sub-filter scale eddy diffusivity in the near field of Sandia flame D [88] in LES. Han et al. [170] showed the strong sensitivity of flame ignition to different molecular diffusion models in the LES/PDF modeling of the Cabra flame [171]. Thus the traditional view of molecular diffusion being insignificant in turbulent combustion is not fully justified, and an accurate account of detailed molecular diffusion as a building block in turbulent combustion modeling is equally important as many other sub-models.

In mixture fraction based combustion models for turbulent non-premixed combustion, the combustion process is assumed to be mixing controlled. This means that an accurate modeling of diffusion and mixing is critical to the prediction accuracy. These combustion models rely on the assumption that the mixture fraction is a conserved scalar whose transport is independent of chemical reaction. It is well known that equal-diffusivity assumption has to be introduced for the mixture fraction to be a conservative scalar, and as a result, highly simplified molecular diffusion treatment is inevitable in the mixture fraction based models such as flamelet models [53] and conditional moment closure (CMC) [54]. Efforts have been made recently to extend these models for treating DMD, e.g., DMD in CMC [172] and DMD in flamelet models [173, 174].

In the transported PDF method which is employed in the current work, the equal-diffusivity assumption has long been practiced as well. In the particle formation of the PDF method [55, 175], molecular diffusion is often treated through a random walk (RW) model in which the effect of molecular diffusion is accounted for by the random walk of particles in the physical space. In the RW model, molecular diffusion of all different components is modeled through the same particle random motion in the physical space, and hence equal molecular
diffusivity has to be used. This creates a significant challenge to extending the RW model for treating DMD. Another challenge with the RW model is that it introduces spurious variance production/dissipation at the DNS limit, as revealed by McDermott and Pope [176] and Viswanathan et al. [177]. This means that the model does not converge correctly to the DNS limit. To remedy these two problems, McDermott and Pope [176] introduced a so-called mean shift (MS) particle model to allow the incorporation of DMD and to ensure the convergence of the model. The MS particle model has been used in several studies (e.g., [61, 70, 165, 170, 177, 178]) and has showed promising performance. There is also an interesting work to combine the RW model and the MS model to take advantages of both models [179].

The MS particle model is an important advancement of the transported PDF method to account for DMD. The model, however, is not flawless, and there are three main issues with the current form of the MS particle model. First, despite the consistent DNS limit of the MS model compared to the RW model, the MS model yields inconsistent transport of the scalar variance because of the missing molecular diffusion term in the variance transport equation. (In the DNS limit, the variance goes to zero and hence this inconsistent transport of scalar variance does not affect the DNS limit). The inconsistency causes spurious diffusion of the scalar variance for practical applications where the scalar variance is not zero. Second, the MS model cannot guarantee the boundedness of scalars. A boundedness correction algorithm has been introduced in [176]. The performance of the correction, its convergence and its impact on the prediction accuracy, however, have not been fully examined. Third, the MS model, in its current form, is applicable only to one mixing model, the Interaction by Exchange with the Mean (IEM) mixing model [85] (or the Linear Mean-Square Estimation (LMSE) model [127]). There are other (and sometimes more attractive) mixing models available, such as the Modified Curl (MCurl) model [82] and the Euclidean Minimum Spanning Tree (EMST) model. It is needed to extend the MS model and correction algorithms to be compatible with other mixing models. The goal of this paper is to address the above three issues with the MS particle model to further advance the transport PDF methods. The objectives are
1. To develop and validate fully consistent mean shift particles models for treating DMD by using the transported PDF methods;

2. To examine and develop boundedness correction algorithms in the mean shift particle models to ensure realizability and to be applicable to other mixing models.

The rest of the paper is organized as follows. Section 4.2 reviews the basics of the transported PDF methods and the models for treating molecular diffusion including the RW model and the MS model. The problems with the current molecular diffusion models are discussed also in Section 4.2. Section 4.3 develops an advanced mean shift particle model that is consistent for the transport of both the scalar mean and variance fields. The new models, called the variance consistent mean shift (VCMS) particle models, are thoroughly examined and validated in Section 4.4. The conclusions are drawn in Section 4.5.

4.2 Transported PDF methods and molecular diffusion models

4.2.1 Transported PDF methods and Monte Carlo solution method

The transported PDF methods [55,99] were originally developed in the RANS context, and were later extended to LES [180]. The molecular diffusion models discussed in this work can be used in both RANS and LES. To simplify the discussion, we will adopt the RANS terminologies in this paper, and expect the models to be applicable to LES as well.

For a multi-component gas phase reactive flow system with \( n_\phi \) mass fractions \( (n_\phi > 2) \), the conservation equation of the mass fraction \( \phi_a (\alpha = 1, \cdots, n_\phi) \) can be written as

\[
\frac{\partial \rho \phi_a}{\partial t} + \nabla \cdot (\rho \mathbf{u} \phi_a) = \nabla \cdot (\rho \Gamma_a \nabla \phi_a) + \rho S_a + C_a,
\]  

(4.1)

where \( \mathbf{u} \) is the velocity vector, \( \Gamma_a \) is the molecular diffusivity of species \( \alpha \), and \( S_a \) is the chemical reaction source term. The chemical reaction source term is kept in the equations for completeness although the test cases we considered in Section 4.4 are non-reacting \( (S_a = 0) \). Summation rule is not implied over the repeated index in this work. In equation (4.1), the mixture-averaged molecular diffusion [181] is assumed which is widely used for
the modeling of combustion and is reported to be a reasonable model for describing multi-
component molecular diffusion [109, 182]. A correction term $C_a$ is needed in equation (4.1)
to ensure mass conservation, \textit{i.e.}, all mass fractions sum to one,

$$\sum_a \phi_a = 1. \tag{4.2}$$

A typical correction can be written as

$$C_a = -\nabla \cdot \left( \rho \phi_a \sum_{\beta} \Gamma_{\beta} \nabla \phi_{\beta} \right) \tag{4.3}$$

It is noted that the correction $C_a$ is needed only for a multi-scalar system ($n_{\phi} \geq 3$), and is not needed for a single scalar system ($n_{\phi} = 1$ or 2). Here a single scalar system includes cases with $n_{\phi} = 1$ (e.g., mixture fraction or enthalpy) or with $n_{\phi} = 2$ which is a binary diffusion system and has one degree of freedom. By performing Favre averaging on equation (4.1), we can derive the following modeled transport equations for the mean $\widetilde{\phi}_a$ and variance $\widetilde{\phi}_a''$,

$$\frac{\partial \rho \widetilde{\phi}_a}{\partial t} + \nabla \cdot \left( \rho \widetilde{\mathbf{u}} \widetilde{\phi}_a \right) = \nabla \cdot \left[ \rho \left( \Gamma_i + \Gamma_a \right) \nabla \widetilde{\phi}_a \right] + \rho \widetilde{S}_a + \widetilde{C}_a, \tag{4.4}$$

$$\frac{\partial \rho \phi_a''}{\partial t} + \nabla \cdot \left( \rho \widetilde{\mathbf{u}} \phi_a'' \right) = \nabla \cdot \left[ \rho \left( \Gamma_i + \Gamma_a \right) \nabla \phi_a'' \right] - 2\rho \Omega \phi_a'' \phi_a'' + 2\rho \Gamma_i \nabla \phi_a \cdot \nabla \phi_a + 2\rho \left( \phi_a \nabla \phi_a - \tilde{\phi}_a \tilde{\phi}_a \right), \tag{4.5}$$

where “$\overline{\phantom{m}}$” and “$\widetilde{\phantom{m}}$” denote Reynolds averaging and Favre averaging, respectively. When deriving the above equations (4.4) and (4.5), we have used the following equations or common models,

$$\Gamma_a \nabla \phi_a \approx \Gamma_a \nabla \widetilde{\phi}_a, \tag{4.6}$$

$$\mathbf{u} = \widetilde{\mathbf{u}} + \mathbf{u}'', \quad \phi_a = \widetilde{\phi}_a + \phi_a'', \tag{4.7}$$

$$-\rho \mathbf{u}'' \phi_a'' \approx \rho \Gamma_i \nabla \phi_a'', \quad (m = 1, 2), \tag{4.8}$$

$$\widetilde{C}_a \approx \tilde{C}_a = -\nabla \cdot \left( \rho \widetilde{\phi}_a \sum_{\beta} \Gamma_{\beta} \nabla \widetilde{\phi}_{\beta} \right), \tag{4.9}$$

$$\phi_a \tilde{C}_a - \widetilde{\phi}_a \tilde{C}_a \approx 0, \tag{4.10}$$

$$2\rho \Gamma_a \nabla \phi_a'' \cdot \nabla \phi_a'' = 2\rho \Gamma_a \nabla \phi_a \cdot \nabla \phi_a - 2\rho \Gamma_a \nabla \tilde{\phi}_a \cdot \nabla \tilde{\phi}_a = 2\rho \Omega \phi_a'' \phi_a''. \tag{4.11}$$
where the fluctuations in the transport properties are neglected in equation (4.6), the gradient transport model [99] is used in equation (4.8) with $\Gamma_t$ being the turbulent diffusivity, simple models are used for the terms involving the conservation correction $C_a$ in equations (4.9) and (4.10), and $\Omega$ is the mixing frequency in equation (4.11). The two transport equations in (4.4) and (4.5) will be used as references for developing consistent transported PDF models for treating molecular diffusion.

In the transported PDF methods [55, 99], taking $\Phi = (\phi_1, \phi_2, \cdots, \phi_{n_p})$ as a random vector, we can define a single-point single-time joint PDF $f(\Psi; x, t)$ to represent the random distribution of values taken from the sample space $\Psi = (\psi_1, \psi_2, \cdots, \psi_{n_p})$ corresponding to $\Phi$. (The terminology for $f$ in LES is sometimes named filtered density function or FDF [180].) Following Pope [55, 99], a governing equation for $f(\Psi; x, t)$ is derived from equation (4.1) as

$$\frac{\partial \bar{\rho} f}{\partial t} + \sum_a \frac{\partial}{\partial \psi_a} \left[ \bar{\rho} S_a(\Psi) f \right] = -\nabla \cdot \left( \bar{\rho} \langle u | \psi \rangle \bar{f} \right) - \sum_a \frac{\partial}{\partial \psi_a} \left[ \langle \nabla \cdot (\rho \Gamma_a \nabla \phi_a) + C_a | \Psi \rangle \bar{f} \right],$$

(4.12)

in which $\langle \square | \square \rangle$ is a conditional mean, and $\bar{f}$ is the density-weighted PDF. The chemical reaction source term $S_a$ appears in a closed term in the PDF transport equation in (4.12). Both terms on the right-hand side that involve a conditional mean in the PDF transport equation require modeling closure. The effect of molecular diffusion in the last term of equation (4.12) is unclosed and its closure is the focus of this study. The closure of the PDF transport equation is discussed in the later sections.

The transported PDF equation in (4.12) is usually solved by employing the Monte Carlo particle method [55]. The joint PDF $\bar{f}$ is represented by an ensemble of particles in each CFD grid cell. Each particle has a set of properties including the particle locations $X_p^*$, mass $m_p^*$ and scalars $\Phi_p^*$, where $p$ is the particle index, $p = 1, \cdots, n_p$ with $n_p$ the number of particles in a grid cell and the superscript “*” denotes that the quantity is evaluated at the particle location $X_p^*$. A set of stochastic differential equations (SDEs) can be developed, and the evolution of these particles following these SDEs represents, in a discrete manner, the evolution of the joint PDF. Once the PDF transport equation is solved numerically for $\bar{f}$
(with proper model closure for the unclosed terms in the transport equation), the grid-based $m$th moments that are of most practical interest are approximated from ensemble average as

$$\tilde{\phi}_m^a = \int \psi_m^a f(\Psi; x, t) d\Psi \approx \frac{\sum_{p=1}^{n_p} m^* \cdot \left( \phi_{a,p}^* \right)^m}{\sum_{p=1}^{n_p} m^*}.$$  \hspace{1cm} (4.13)

### 4.2.2 Random walk model for equal-diffusivity problems

In the RW model [55, 175], with the assumption of equal-diffusivity $\Gamma_a = \Gamma$ (and unity Lewis number if the energy equation is included), the PDF equation in (4.12) can be reformulated and closed as

$$\frac{\partial \tilde{f}}{\partial t} + \nabla \cdot (\tilde{u}\tilde{f}) + \sum_a \frac{\partial}{\partial \psi_a} \left[ \tilde{\rho} S_a(\psi) \tilde{f} \right] = \nabla \cdot [\tilde{\rho} (\Gamma_r + \Gamma) \nabla \tilde{f}] + \sum_a \frac{\partial}{\partial \psi_a} \left[ \tilde{\rho} \Omega (\psi_a - \tilde{\phi}_a) \tilde{f} \right],$$ \hspace{1cm} (4.14)

in which, the following equations or models are used,

$$\langle u|\Psi \rangle = \tilde{u} + \langle u''|\Psi \rangle, \hspace{1cm} (4.15)$$

$$-\tilde{\rho} \langle u''|\Psi \rangle \tilde{f} = \tilde{\rho} \Gamma_r \nabla \tilde{f}, \hspace{1cm} (4.16)$$

$$- \sum_a \frac{\partial}{\partial \psi_a} \left[ \langle \nabla \cdot (\rho \Gamma \nabla \phi_a) | \Psi \rangle \tilde{f} \right] = \nabla \cdot (\rho \Gamma \nabla \tilde{f})$$

$$- \sum_a \sum_{\beta} \frac{\partial^2}{\partial \psi_a \partial \psi_{\beta}} \left[ \langle \nabla \phi_a \cdot \nabla \phi_{\beta} | \Psi \rangle \tilde{f} \right] = \sum_a \frac{\partial}{\partial \psi_a} \left[ \Omega \left( \psi_a - \tilde{\phi}_a \right) \tilde{f} \right].$$ \hspace{1cm} (4.17)

Equation (4.15) is the conditional Favre decomposition [55], equation (4.16) is the gradient diffusion model [99] with $\Gamma_r$ being the turbulent diffusivity, and equation (4.17) is an equality that can be derived by using the delta function [55, 99]. The last term in the PDF transport equation (4.14) is called the micro-mixing term and is commonly modeled by using mixing models such as the IEM model [85, 127], the MCurl model [82] and the EMST model [84]. In this work, for most of the discussions, we use the IEM model to close the mixing term in equation (4.18) in which $\Omega$ is the mixing frequency. The effect of the different mixing models will be commented later in Section 4.4.6. It is noted that the mass conservation correction term is $C_a = 0$ in equation (4.3) when equal-diffusivity is assumed.
The SDEs corresponding to the closed PDF transport equation (4.14) with the RW model are written as

\[ dX_p^*(t) = \left[ \hat{u} + \frac{\nabla[\tilde{p}(\Gamma_t + \Gamma)]}{\tilde{p}} \right] \ dt + \sqrt{2} \left( \Gamma_t + \Gamma \right) dW, \]  
(4.19)

\[ d\Phi_p^*(t) = -\Omega^* \left( \Phi_p^* - \tilde{\Phi}_a^* \right) dt + S \left( \Phi_p^* \right) dt, \]  
(4.20)

\[ \rho_p^* = \rho \left( \tilde{\Phi}_a^* \right), \]  
(4.21)

where \( W \) is an isotropic vector-valued Wiener process, \( S = (S_1, \ldots, S_n) \) is the chemical reaction source vector, and equation (4.21) is an equation of state that relates density to scalars. In the RW model, the spatial molecular diffusion is modeled by the terms in the particle position equation (4.19) with the molecular diffusivity \( \Gamma \), and the effect of molecular diffusion is simply added to the turbulent diffusion through random walk.

The governing equations for the mean \( \tilde{\Phi}_a \) and variance \( \tilde{\phi}_a^{r/2} \) based on the RW model can be obtained from the transported PDF equation in (4.14) as

\[ \frac{\partial \tilde{\rho} \tilde{\phi}_a^{r/2}}{\partial t} + \nabla \cdot \left( \tilde{\rho} \hat{u} \tilde{\phi}_a^{r/2} \right) = \nabla \cdot \left[ \tilde{\rho} \left( \Gamma_t + \Gamma \right) \nabla \tilde{\phi}_a^{r/2} \right] + \tilde{\rho} \tilde{S}_a. \]  
(4.22)

\[ \frac{\partial \rho \tilde{\phi}_a^{r/2}}{\partial t} + \nabla \cdot \left( \rho \hat{u} \tilde{\phi}_a^{r/2} \right) = \nabla \cdot \left[ \rho \left( \Gamma_t + \Gamma \right) \nabla \tilde{\phi}_a^{r/2} \right] - 2\tilde{\rho} \Omega \tilde{\phi}_a^{r/2} \]  
\[ + 2\tilde{\rho} \left( \Gamma_t + \Gamma \right) \nabla \tilde{\phi}_a \cdot \nabla \tilde{\phi}_a + 2\tilde{\rho} \left( \tilde{\phi}_a S_a - \tilde{\phi}_a \tilde{S}_a \right). \]  
(4.23)

Comparing the transport equations (4.22) and (4.23) with those equations (4.4) and (4.5), we observe two major problems with the RW model.

1. First, equal diffusivity has to be assumed \((\Gamma_a = \Gamma)\) and detailed molecular diffusion with differential diffusion effect cannot be considered.

2. Second, a spurious variance production \((= 2\tilde{\rho} \Gamma \nabla \tilde{\phi}_a \cdot \nabla \tilde{\phi}_a)\) appears in the variance transport equation (4.23). The spurious variance production leads to an incorrect limiting behavior of the scalar variance at the limit of laminar flows with \( \Gamma_t = 0 \) and \( \tilde{\phi}_a^{r/2} = 0 \).

These two problems have been corrected in the MS model developed in [176], as discussed in the following Section 4.2.3.
4.2.3 Mean shift particle model for differential molecular diffusion

In the MS particle model developed by McDermott and Pope [176], the transported PDF equation (4.12) is modeled as
\[
\frac{\partial \tilde{\rho} \tilde{f}}{\partial t} + \nabla \cdot \left( \tilde{\rho} \tilde{u} \tilde{f} \right) + \sum_a \frac{\partial}{\partial \psi_a} \left[ \tilde{\rho} S_a (\Psi) \tilde{f} \right] = \nabla \cdot \left( \tilde{\rho} \Gamma_a \nabla \tilde{f} \right) + \sum_a \frac{\partial}{\partial \psi_a} \left[ - \left( \nabla \cdot \left( \tilde{\rho} \Gamma_a \nabla \tilde{\phi}_a \right) + \tilde{C}_a \right) \tilde{f} + \tilde{\rho} \Omega \left( \psi_a - \tilde{\phi}_a \right) \tilde{f} \right].
\] (4.24)
by using equations (4.7), (4.15), and (4.16) and the following equations or models,
\[
\langle \nabla \cdot (\rho \Gamma_a \nabla \phi_a) | \Psi \rangle = \nabla \cdot \left( \rho \Gamma_a \nabla \tilde{\phi}_a \right) + \langle \nabla \cdot (\rho \Gamma_a \nabla \phi_a^\prime) | \Psi \rangle, \quad (4.25)
\]
\[
\langle C_a | \Psi \rangle = \tilde{C}_a + \langle C_a - \tilde{C}_a | \Psi \rangle \approx \tilde{C}_a, \quad (4.26)
\]
\[
- \sum_a \frac{\partial}{\partial \psi_a} \left[ \left( \nabla \cdot (\rho \Gamma_a \nabla \phi_a^\prime) + C_a - \tilde{C}_a \right) \tilde{f} \right] = \sum_a \frac{\partial}{\partial \psi_a} \left[ \tilde{\rho} \Omega \left( \psi_a - \tilde{\phi}_a \right) \tilde{f} \right]. \quad (4.27)
\]
The IEM model is used to close the micro-mixing term in equation (4.27) as in equation (4.18). It is noted that the micro-mixing terms in the PDF equations (4.14) and (4.24) are different, but are modeled with the same mixing model.

The SDEs corresponding to the closed PDF transport equation (4.24) with the MS model are written as [176],
\[
d\mathbf{X}_p^* (t) = \left[ \mathbf{u} + \frac{\nabla \left( \rho \Gamma_i \right)}{\tilde{\rho}} \right]^* dt + \sqrt{\left( 2 \Gamma_i \right)^*} d\mathbf{W},
\] (4.28)
\[
d\phi_{a,p}^* (t) = -\Omega^* \left( \phi_{a,p}^* - \tilde{\phi}_a^* \right) dt + \left[ \nabla \cdot \left( \rho \Gamma_a \nabla \tilde{\phi}_a \right) + \tilde{C}_a \right]^* dt + S_a \left( \Phi_p^* \right) dt. \quad (4.29)
\]
In this model, the spatial molecular diffusion is modeled by adding a mean shift term to the particle scalar equation (4.29) (the second term on the right-hand side of the equation).

The governing equations for the mean \( \tilde{\phi}_a \) and variance \( \bar{\phi}_a^{\prime \prime} \) based on the MS model can be obtained from the transported PDF equation (4.24). The equation for the mean \( \tilde{\phi}_a \) is found to be the same as equation (4.4), while for the variance \( \bar{\phi}_a^{\prime \prime} \), the equation is
\[
\frac{\partial \tilde{\rho} \bar{\phi}_a^{\prime \prime}}{\partial t} + \nabla \cdot \left( \tilde{\rho} u \bar{\phi}_a^{\prime \prime} \right) = \nabla \cdot \left( \tilde{\rho} \Gamma_i \nabla \bar{\phi}_a^{\prime \prime} \right) - 2 \tilde{\rho} \Omega \bar{\phi}_a^{\prime \prime} + 2 \tilde{\rho} \Gamma_i \nabla \tilde{\phi}_a \cdot \nabla \tilde{\phi}_a + 2 \tilde{\rho} \left( \phi_a S_a - \tilde{\phi}_a \tilde{S}_a \right).
\] (4.30)
From the governing equations (4.4) and (4.30), we can see that the spatial differential molecular diffusion is correctly considered for the mean scalar transport in (4.4). The model also yields consistent limiting behavior for the variance equation (4.30) in laminar flows with $\Gamma_t = 0$ and $\bar{\phi}_{a}''^2 = 0$, i.e., no spurious variance production. The two problems encountered by using the RW model in Section 4.2.2 have been successfully resolved by employing the MS model. A new inconsistency, however, is observed in the variance equation (4.30) where the molecular diffusion term in the form of $\nabla \cdot (\rho \Gamma_a \nabla \phi''_a)$ is missing and only the turbulent diffusion term is found, when compared to equation (4.5). (More generally, the spatial molecular diffusion for the scalar covariance is also missing in the MS model [176].) This leads to an incorrect variance prediction for any problem of practical relevance (i.e., non-zero variance), even though the MS model has a correct limiting behavior when the variance approaches zero. This inconsistency of the MS model in the variance transport motivated this work, and new models that are fully consistent for both the scalar mean and variance will be developed in Section 4.3.

### 4.2.4 Boundedness preservation and correction algorithm

In combustion problems, the scalars $\phi_a$ represent the mass fractions of all chemical species which sum to one as shown in equation (4.2). Combining the fact that $\phi_a$ is non-negative, we see that all these scalars are bounded, $\phi_a \in [\phi_{a,min}, \phi_{a,max}]$ where $\phi_{a,min}$ and $\phi_{a,max}$ define the scalar bounds. Any scalar values outside of these bounds are not realizable. Preserving the scalar bounds of the particles is thus critically important to develop a realizable and robust molecular diffusion model for combustion. The RW model can be shown to preserve the boundedness of particles, while the MS model discussed in Section 4.2.3 cannot. To preserve the boundedness of particles in the MS model, a correction algorithm is needed. In this work, we are mainly concerned with individual boundedness and correction algorithms to preserve the individual boundedness. There are more concerns related to the realizability of the mean shift models, and the detailed discussions can be referenced in [176]. The scalar bounds $[\phi_{a,min}, \phi_{a,max}]$ can be defined in different ways, e.g., as a global
maximum and minimum in the whole domain or as fixed global limits \([0, 1]\). In this work, we adopt the global limits \([0, 1]\) as a necessary condition for boundedness, which may not be sufficient to ensure other realizability issues such as joint boundedness \([176]\).

McDermott and Pope \([176]\) introduced a correction algorithm to force the lower limit of mixing frequency \(\Omega\) in the IEM model in equation (4.29) so that the boundedness is strictly preserved. We name this correction algorithm as the MP correction. (To be more precise, the MP algorithm is a boundedness violation avoidance algorithm by altering mixing frequency so that boundedness is preserved. For simplicity, we do not distinguish this subtle difference between a correction algorithm and an avoidance algorithm, and still call it a correction algorithm.) To illustrate the MP correction, we consider a non-reacting problem \((S(\Phi) = 0)\). We march the particle scalar equation (4.29) in the MS model from time step \(t^n\) to \(t^{n+1}\) after a time-step size of \(\Delta t = t^{n+1} - t^n\),

\[
\phi_{a,p}^{n+1} = \phi_{a,p}^n + c(\Delta t) \left( \Delta \Phi_a^n - \phi_{a,p}^n \right) + \left[ \Delta \Phi_a^n (\Delta t) \right]^n, \tag{4.31}
\]

where the superscript \(n\) denotes the time step, \(c(\Delta t) = 1 - \exp(-\Omega \Delta t)\) is called a decay-factor \([176]\), and \(\Delta \Phi_a^n (\Delta t)\) is the mean shift defined as

\[
\Delta \Phi_a^n (\Delta t) = \frac{\nabla \cdot \left( \rho \Gamma_a \nabla \Phi_a \right)}{\rho} + \hat{C}_a \Delta t. \tag{4.32}
\]

A simple first-order fractional step scheme is used in equation (4.31) to advance equation (4.29) in time, and a spatially first-order implementation is used since both \(c(\Delta t)\) and \(\left[ \Delta \Phi_a^n \right]^n\) are the same for all the particles in the same grid cell. Second-order accuracy is challenging to achieve and is outside the scope of this work. The second term and third term on the right hand side of equation (4.31) represent the changes to the particles due to the IEM mixing term and the mean shift term, respectively, after a time step \(\Delta t\). The MP correction limit the decay-factor \(c(\Delta t)\) by the following equation,

\[
c(\Delta t) \geq \max_{\alpha} \left\{ \frac{\left[ \Delta \Phi_a^n (\Delta t) \right]^n}{\min_{p,x} (\phi_{a,p}^{n,x} - \Phi_a^n)}, \frac{\left[ \Delta \Phi_a^n (\Delta t) \right]^n}{\max_{p,x} (\phi_{a,p}^{n,x} - \Phi_a^n)} \right\}. \tag{4.33}
\]

The outer operation of maximum in (4.33) is done over all the scalars \(\alpha\) in a grid cell, and the inner minimum/maximum is done over the particles in the whole computational
domain $x$. This algorithm basically increases the mixing rate of the IEM model to prevent the boundedness violation caused by the MS model. This increased mixing by the MP correction is artificial and thus must be minimized. It will be shown later that the MP correction is sufficient to ensure boundedness but not necessary, and improved correction algorithms with reduced artificial mixing will be introduced.

To better understand the MP correction, we consider a case where the mean shift term in equation (4.33) is positive, $\left[ \Delta \tilde{\phi}_a \right]^n > 0$. In this case, only the upper bound of the particle scalar, $\phi_{a,max}$ can be potentially violated. The idea of the MP correction [176] is to preserve the upper bounds of particles by forcing the maximum particle scalar values at the new time step $t^{n+1}$ not to exceed the old maximum values at $t^n$, i.e.,

$$\phi_{a,p}^{*,n+1} \leq \max_{q,x} \left( \phi_{a,q}^{*,n} \right). \quad (4.34)$$

It is noted that, if we sort particles $\phi_{a,p}^{*,n}$ at $t^n$ based on the $a$th scalar, the sorted sequence remains unchanged for this scalar after the particle update in equation (4.31). As a result, in order to enforce equation (4.34) for all particles, we just need to ensure the particle that has the maximum scalar value to satisfy (4.34). This can be achieved from equation (4.31) by

$$\left[ \Delta \tilde{\phi}_a \right]^n \leq c(\Delta t) \left( \max_{p,x} \left( \phi_{a,p}^{*,n} \right) - \tilde{\phi}_a^n \right). \quad (4.35)$$

A similar analysis can be done for the case of $\left[ \Delta \tilde{\phi}_a \right]^n < 0$ to obtain

$$- \left[ \Delta \tilde{\phi}_a \right]^n \leq c(\Delta t) \left( \tilde{\phi}_a^n - \min_{p,x} \left( \phi_{a,p}^{*,n} \right) \right). \quad (4.36)$$

Combining equations (4.35) and (4.36), we obtain the MP correction algorithm in equation (4.33).

There are a number of issues with the MP correction algorithm:

1. It can be seen from the above analysis that the enforcement of the boundedness by the MP correction is conservative and is not necessary although sufficient. With the MP correction, it can happen that an unnecessary correction is performed even if there is no boundedness violation, resulting in overcorrection. (Please see Appendix 4.5 for an illustration of the overcorrection issue with the MP correction algorithm);
2. The influence of the correction algorithm on the prediction accuracy of the scalar variance using the MS model is unknown;

3. The impact of the MP correction algorithm on the accuracy of the MS model is also unclear.

4. The MP correction is based on the fact that the particle update does not change the sorting sequence of particles which is true for the employed IEM model. The correction is not effective if a different mixing model is used such as MCurl or EMST.

In this work, the influence of the correction algorithms on the model performance will be thoroughly examined. New and improved correction algorithms will be developed. Extension to other mixing models will also be discussed. These new developments will be discussed in the following Section 4.3 along with the development of the new variance consistent mean shift (VCMS) models.

4.3 Variance consistent mean shift particle model for molecular diffusion

An improved MS model, the VCMS model, is targeted in this section to resolve the inconsistency in the variance transport observed in Section 4.2.3 while retaining all other positive features of the MS model [176]. To explore potential strategies for the improvement, we discuss the VCMS model for a single-scalar diffusion system first and then extend it to a multiple-scalar diffusion system.

4.3.1 VCMS model for a single scalar diffusion system

We consider a single conserved independent scalar $\xi$ which can find many applications such as the mixture fraction ($n_{\phi} = 1$) defined in the flamelet models [53] or CMC [54] for turbulent non-premixed combustion or a mass fraction in a binary diffusion system ($n_{\phi} = 2$). The governing equation for $\xi$ is written as

$$\frac{\partial \rho \xi}{\partial t} + \nabla \cdot (\rho u \xi) = \nabla \cdot (\rho \Gamma \nabla \xi) .$$  (4.37)
We seek a fully consistent model for the particle scalar as follows,

\[
d_{\xi_{p}}(t) = - \left( \Omega + \omega \right)^{s} \left( \xi_{p} - \xi_{s} \right) \ dt + \left[ \frac{\nabla \cdot (\rho \Gamma \nabla \xi)}{\rho} \right]^{s} \ dt,
\]

(4.38)

with an added correction \( \omega \) to the mixing frequency \( \Omega \), such that the particle scalar equation (4.38) along with the particle position equation (4.28) yield the following consistent scalar mean and variance transport equations,

\[
\frac{\partial \rho \tilde{\xi}}{\partial t} + \nabla \cdot \left( \rho u \tilde{\xi} \right) = \nabla \cdot \left[ \rho \left( \Gamma_{t} + \Gamma \right) \nabla \tilde{\xi} \right],
\]

(4.39)

\[
\frac{\partial \rho \tilde{\xi}^{nr}}{\partial t} + \nabla \cdot \left( \rho u \tilde{\xi}^{nr} \right) = \nabla \cdot \left[ \rho \left( \Gamma_{t} + \Gamma \right) \nabla \tilde{\xi}^{nr} \right] - 2 \rho \Omega \tilde{\xi}^{nr} + 2 \rho \Gamma \nabla \tilde{\xi} \cdot \nabla \tilde{\xi}.
\]

(4.40)

In contrast to the missing molecular diffusion term in the scalar variance equation (4.30) with the MS model, the VCMS model in equation (4.38) is capable of yielding the correct diffusion terms in the variance equation (4.40) if an appropriate model for the mixing frequency correction \( \omega \) is provided. It can be shown that \( \omega \) needs to be specified as follows in order to yield the transport equations (4.39) and (4.40),

\[
\omega = - \frac{\nabla \cdot (\rho \Gamma \nabla \tilde{\xi}^{nr})}{2 \rho \tilde{\xi}^{nr}}.
\]

(4.41)

Different from \( \Omega \) which is always positive, \( \omega \) can be positive, negative, or zero. With the added \( \omega \) term in equation (4.38), the mean transport equation (4.39) is not altered when compared to the MS model. In the limit of laminar flows with \( \tilde{\xi}^{nr} \rightarrow 0 \), there is no spurious production term in variance equation (4.40). The correct limiting behavior of the variance is thus preserved in the VCMS model. In summary, this single-scalar VCMS model successfully resolves the variance inconsistency issue in the MS model discussed in Section 4.2.3 while preserving other desired properties such as the mean conservation and consistent limiting variance behavior.

### 4.3.2 Boundedness correction for single-scalar VCMS model

Scalar values in reactive flows are usually bounded. For example, for a conserved scalar in a mixing layer problem, the values of the scalar are bounded by the boundary values.
Similar to the MS model in Section 4.2.3, the VCMS model for a single scalar system in Section 4.3.1 cannot guarantee scalar boundedness at the particle level because of the added mean shift term, and a correction algorithm is required for the VCMS model to work properly. It is noted that this boundedness issue occurs only at the particle level and does not impact the boundedness of the mean scalars. The MP correction [176] is able to preserve the bounds of $\xi$ when used, but it causes overcorrection as shown in Section 4.2.4. In this work, we develop a few new correction algorithms and examine their performance in later sections.

To develop new correction algorithms for the single-scalar VCMS model, we march the particle scalar equation (4.38) in the VCMS model from time step $t^n$ to $t^{n+1}$, following the same analysis as in Section 4.2.4,

$$\xi_p^{*,n+1} = \xi_p^{*,n} + c^+ (\Delta t) \left( \xi_p^{*,n} - \xi_p^{*,n} \right) + \left[ \Delta \xi (\Delta t) \right]^n,$$  \hspace{1cm} (4.42)

where $c^+ (\Delta t) = 1 - exp \left[ -(\Omega + \omega) \Delta t \right]$ is a modified decay-factor that includes the effect of $\omega$, and $\Delta \xi (\Delta t) = \nabla \cdot \left( \bar{\rho} \Gamma \nabla \xi \right) \Delta t / \bar{\rho}$.

The MP correction for single-scalar VCMS model

As the particle update in equation (4.31) in the MS model, the particle update in equation (4.42) for the single-scalar VCMS model does not change the particle sequence in the scalar space. Thus we can use the same idea to develop the MP correction for the single-scalar VCMS model. The model can be written as, similar to the MP correction in the MS model in equation (4.33),

$$c^+ (\Delta t) \geq \max \left\{ \frac{\left[ \Delta \xi (\Delta t) \right]^n}{\min_p \left( \xi_p^{*,n} \right) - \xi^n}, \frac{\left[ \Delta \xi (\Delta t) \right]^n}{\max_p \left( \xi_p^{*,n} \right) - \xi^n} \right\}, \hspace{1cm} (4.43)$$

where $\left[ \min_p \left( \xi_p^{*,n} \right), \max_p \left( \xi_p^{*,n} \right) \right]$ are the minimum and maximum scalar particle values of $\xi$ at $t^n$ in the whole computation domain, which in some cases can be different from the global limits $[\xi_{min}, \xi_{max}] = [0, 1]$. The MP correction enforces that the maximum and
minimum scalar values of the particles at the \( n \)th time step are not exceeded after the particle time advancement in equation (4.42), which is unnecessary if only the global limits \([0, 1]\) are of concern. Meanwhile, an unnecessary MP correction can occur even if there is no violation of boundedness. With the MP correction, the scalar mean is not affected, while the variance tends to be underpredicted. The MP correction works only for the IEM mixing model with the single-scalar VCMS model.

Least decay-factor correction for single-scalar VCMS model

We seek a new correction algorithm that is similar to the MP correction in equation (4.43) by minimizing the correction to the modified decay-factor \( c^+ \), so that the correction is used only when there is boundedness violation. The updated particle scalars in equation (4.42), after a time step \( \Delta t \), are required to be within the scalar bounds, \( \xi_{\text{min}} \leq \xi_p \leq \xi_{\text{max}} \). As noted before in Section 4.2.4, the particle update step in equation (4.42) does not change the particle relative position in the scalar space. In another words, if the particles are sorted based on the values of \( \xi_p \) at time \( t^n \), after one time step, the sorting sequence of the particles remain unchanged based on the values of \( \xi_p \) at time \( t^{n+1} \). That means that if we can ensure the particles with values of \( \max_p \left( \xi_p \right) \) and \( \min_p \left( \xi_p \right) \) bounded at the new time, all other particle values will be bounded automatically. By using equation (4.42) for the particles with the maximum and minimum scalar values, we can readily obtain the following algorithm with the least decay-factor (LDF) correction,

\[
c^+ (\Delta t) \geq \max \left( \frac{\max_p \left( \xi_{p,n} \right) - \xi_{\text{max}} + \left[ \Delta \xi (\Delta t) \right] n}{\max_p \left( \xi_{p,n} \right) - \tilde{\xi}_n}, \frac{\min_p \left( \xi_{p,n} \right) - \xi_{\text{min}} + \left[ \Delta \xi (\Delta t) \right] n}{\min_p \left( \xi_{p,n} \right) - \tilde{\xi}_n} \right)
\]

This ensures that \( \max_p \left( \xi_{p,n+1} \right) \leq \xi_{\text{max}} \) and \( \min_p \left( \xi_{p,n+1} \right) \geq \xi_{\text{min}} \) after the LDF correction. This LDF enforcement is different from the MP enforcement in equation (4.34), and hence represents a fundamental difference between LDF and MP corrections. The LDF correction is performed only when it is needed (e.g., when \( \max_p \left( \xi_{p,n+1} \right) > \xi_{\text{max}} \) occurs after the time advancement without correct), and hence alleviates the unnecessary correction.
observed in the MP correction in Section 4.3.2, i.e., the LDF correction is sufficient and necessary. Just like the MP correction, the LDF correction does not affect the mean scalar, while it is expected to improve the underprediction of the variance by the MP correction. The LDF correction works only for the IEM mixing model with the single-scalar VCMS model.

A common issue of the MP correction and the LDF correction is that when there is boundedness violation, the correction is done over all the particles in a grid cell even if the majority of particles are not in violation. This uniform correction strategy imposes significant constraint over new development of correction algorithms. We therefore relax the strategy and introduce non-uniform correction algorithms by performing correction only as needed for the particles in violation in the following Sections 4.3.2 and 4.3.2.

**Clipping at scalar bounds correction for single-scalar VCMS model**

In non-uniform correction algorithms, we take a predictor-corrector approach. We first advance equation (4.42) to obtain the particle predictor as

\[ \tilde{\xi}_p^{\ast, \hat{n}} = \xi_p^{\ast,n} + c^+ (\Delta t) \left( \tilde{\xi}_p^{\ast,n} - \xi_p^{\ast,n} \right) + [\Delta \tilde{\xi}(\Delta t)]^n, \]

followed by a correction step for those particles that violate the scalar bounds, where the superscript \( \hat{n} \) denotes a predictor step. In this case, the correction serves as a postprocessing step. (Because of the postprocessing strategy, non-uniform correction algorithms are not limited to the IEM mixing model anymore.) A simple postprocessing correction is to clip particle scalars at the scalar bounds (CSB) for those violated particles,

\[ \xi_p^{\ast,n+1} = \max \left[ \xi_{\min}, \min \left( \xi_{\max}, \xi_p^{\ast,\hat{n}} \right) \right]. \tag{4.45} \]

This is equivalent to the following requirement for the modified decay-factor of each particle

\[ [c^+(\Delta t)]_p \geq \max \left( \left( \xi_p^{\ast,n} - \xi_{\max} + [\Delta \tilde{\xi}(\Delta t)]^n \right) \cdot F \left( \tilde{\xi}_p^{\ast,n} - \tilde{\xi}_p^{\ast} \right) , \right. \]

\[ \left. - \left( \xi_p^{\ast,n} - \xi_{\min} + [\Delta \tilde{\xi}(\Delta t)]^n \right) \cdot F \left( \tilde{\xi}_p^{\ast,n} - \xi_p^{\ast,n} \right) \right), \tag{4.46} \]

where the function \( F (y) \) is defined as

\[ F (y) = \frac{1}{2} \left( \frac{1}{y} + \frac{1}{|y|} \right). \tag{4.47} \]
The CSB correction is non-uniform among all particles (because the modified decay-factor $[c^+\Delta t]_p$ depends on the particle index in equation (4.46)) and only the decay-factors for those particles with boundedness violation are corrected. This correction is expected to be optimal, in some sense, to the particle system to ensure boundedness, which is desired. Its drawback is obvious — it does not conserve the scalar mean.

**Clipping with paired-mixing correction for single-scalar VCMS model**

The clipping with paired-mixing (CPM) correction is an improved clipping by randomly selecting a paired particle from the same grid cell to compensate the clipping of the violated particle so that the particle scalar mean is conserved. The algorithm is illustrated in Figure 4.1. To correct a particle $p$ that violates the scalar bound, if the paired particle $q$ can compensate the clipping to ensure boundedness of both particles, particle $p$ is moved to the scalar bound with particle $q$ to compensate the move to conserve the scalar mean (Case A and Case C in Figure 4.1); Otherwise, particle $q$ is moved to the scalar bound with particle $p$ to compensate the move (Case B and Case D in Figure 4.1). In Case B and Case D, the
boundedness violation has not been fully resolved, and another paired-particle will be selected to continue the correction process. The CPM correction algorithm for single-scalar VCMS model is outlined below:

Step 1: advance particles in time in a grid cell to obtain a predictor $\xi^*_{p,n} = \xi^*_{p,n} + c^+ (\Delta t) \left( \xi^*_{n,n} - \xi^*_{p,n} \right) + [\Delta \tilde{\xi}(\Delta t)]^n$;

Step 2: loop particles in the grid cell to find the first particle $p$ that violates the scalar bound;

Step 3: find the scalar bound value $B_a$ that is violated by the particle $p$, i.e., $B = \xi_{\text{max}}$ if the upper bound is violated, otherwise $B = \xi_{\text{min}}$.

Step 4: randomly select another particle $q$ from the same grid cell that does not violate the same scalar bound as particle $p$;

Step 5: compute the average of the two selected particles, $\eta = (\xi^*_{p,n} + \xi^*_{q,n}) / 2$;

Step 6: compute a mixing parameter $\theta$ as,

$$\theta = \min \left( \frac{B - \xi^*_{p,n}}{\eta - \xi^*_{p,n}}, \frac{B - \xi^*_{q,n}}{\eta - \xi^*_{q,n}} \right);$$

Step 7: correct the particles, $\xi^*_p = (1 - \theta) \cdot \xi^*_{p,n} + \theta \cdot \eta$ and $\xi^*_q = (1 - \theta) \cdot \xi^*_{q,n} + \theta \cdot \eta$;

Step 8: check if the boundedness of particle $p$ is satisfied. If there is no violation, select the next particle $p$ that violates the scalar bound, otherwise keep the current particle $p$, and go to Step 3.

Step 9: update the final particle scalars, $\xi^*_p = \xi^*_{p,n+1}$.

Compared to the CSB correction in Section 4.3.2, the CPM correction here involves more particle mixing in order to conserve the scalar mean. The variance prediction by using the CPM correction is expected to be lower than the CSB correction. Both the CSB correction and the CPM correction are considered as non-uniform correction algorithms which
attempt to correct those particles with violation only. This correction strategy is expected to show improvement over the uniform correction algorithms: the MP correction in Section 4.3.2 and the LDF correction in Section 4.3.2. Another advantage of the non-uniform correction algorithms is that they can be incorporated with other mixing models such as MCurl and EMST, while MP and LDF, when combined with the single-scalar VCMS, can only be used with IEM.

In summary, four different boundedness correction algorithms are discussed in this section for the VCMS model for a single scalar system. These correction algorithms will be thoroughly examined in the later discussions in Section 4.4.

4.3.3 VCMS model for a multiple-scalar diffusion system

To develop the VCMS model for multiple scalars \( n_p \geq 3 \), we first try extending the VCMS model for a single scalar in Section 4.3.1. Such an extension, however, does not seem to be able to yield a fully consistent model even after several inconsistency corrections, as illustrated in Appendix 4.5. Thus we seek a different approach and in the following we introduce a systematic approach for developing a fully consistent VCMS model for multiple scalars.

We seek a model as follows with a general correction term \( \tilde{C}_{a,p} \) added to equation (4.29) in the MS model,

\[
d\hat{\Phi}_{a,p}(t) = -\Omega^*(\hat{\Phi}_{a,p} - \hat{\Phi}_a) + \left[ \nabla \cdot \left( \frac{\rho T_a \nabla \hat{\Phi}_a}{\bar{\rho}} + \hat{C}_a \right) \right] * dt + S \left( \Phi_\rho^* \right) dt + \tilde{C}_{a,p} dt. \tag{4.49}
\]

This correction term \( \tilde{C}_{a,p} \) (to be determined) is added such that the following three constraints are satisfied: (1) particle level consistency; (2) consistency for the mean scalar; (3) consistency for the variance scalar. These constraints can be expressed as the following equations,

\[
\sum_a \tilde{C}_{a,p}^* = 0, \tag{4.50}
\]
\begin{align}
\bar{C}_a &= \frac{\sum_{p=1}^{n_p} m_p^s \hat{C}_{a,p}}{\sum_{p=1}^{n_p} m_p^s} = 0, \\
\bar{\phi}_a \bar{C}_a &= \frac{\sum_{p=1}^{n_p} m_p^s \phi_{a,p}^s \hat{C}_{a,p}}{\sum_{p=1}^{n_p} m_p^s} = -\omega_a \hat{\phi}_a^2. \tag{4.52}
\end{align}

Equation (4.50) is used to enforce the normalization condition at the particle level (\(\sum_{a} \phi_{a,p}^s = 1\)), equation (4.51) is written so that the added correction \(\hat{\bar{C}}^s_{a,p}\) does not affect the particle scalar mean, and equation (4.52) is added to account for the missing molecular diffusion term for the variance equation in the MS model with \(\omega_a\) being the frequency correction defined similar to equation (4.41) for a single-scalar problem as
\[
\omega_a = -\frac{\nabla \cdot \left( \bar{\rho} \Gamma_{a} \nabla \phi_a^s \right)}{2 \bar{\rho} \phi_a^2}. \tag{4.53}
\]

There are \(n_p\) constraints in equation (4.50) and \(n_{\phi}\) constraints in each of equations (4.51) and (4.52). In total, there are \(n_p + 2n_{\phi}\) constraints that can be used to determine the same number of unknowns.

We seek a linear model for the correction \(\hat{\bar{C}}_{a,p}\) in equation (4.49) as follows with \(n_p + 2n_{\phi}\) unknowns,
\[
\hat{\bar{C}}_{a,p} = -\hat{\omega}_a \phi_{a,p} + \bar{b}_a + \bar{d}_p, \tag{4.54}
\]
where \(\hat{\omega}_a\) is a modified mixing frequency correction, \(\bar{b}_a\) and \(\bar{d}_p\) are model parameters. To be determined, \(\hat{\omega}_a\) and \(\bar{b}_a\) are independent of the particle index \(p\), and \(\bar{d}_p\) is independent of the scalar index \(a\). By using equation (4.51), we can readily find that
\[
\bar{b}_a = \hat{\omega}_a \phi_{a,p} - \tilde{d}, \tag{4.55}
\]
in which \(\tilde{d} = \sum_{p=1}^{n_p} m_p^s \tilde{d}_p / \sum_{p=1}^{n_p} m_p^s\). Substituting equation (4.55) to the model in equation (4.54), we have
\[
\hat{\bar{C}}_{a,p} = -\hat{\omega}_a \left( \phi_{a,p} - \phi_{a} \right) + \left( \bar{d}_p - \tilde{d} \right). \tag{4.56}
\]
Next, we use equation (4.56) in the constraint in equation (4.50) to find that
\[
\left( \bar{d}_p - \tilde{d} \right) = \frac{1}{n_{\phi}} \sum_{\beta} \hat{\omega}_{\beta} \left( \phi_{\beta,p} - \phi_{\beta} \right). \tag{4.57}
\]
Substituting it into equation (4.56), we obtain a model for $\tilde{C}_{a,p}$ that has the unknown $\hat{\omega}_a$ only,

$$
\tilde{C}_{a,p} = -\hat{\omega}_a (\phi_{a,p} - \bar{\phi}_a) + \frac{1}{n_{\phi}} \sum_{\beta} \hat{\omega}_\beta (\phi_{\beta,p} - \bar{\phi}_\beta).
$$

(4.58)

Finally, by combining the constraints in (4.52) into equation (4.58), we get the set of linear equations that can be used to determine $\hat{\omega}_a$,

$$
n_{\phi} \tilde{\phi}_{a}^{n_2} \hat{\omega}_a - \sum_{\beta} \tilde{\phi}_{a}^n \tilde{\phi}_{\beta}^n \hat{\omega}_\beta = n_{\phi} \omega_a \tilde{\phi}_{a}^{n_2}.
$$

(4.59)

This is a linear system and can be written as

$$
\mathbf{A} \mathbf{\hat{\Omega}} = \mathbf{B},
$$

(4.60)

with

$$
\mathbf{A} = \begin{bmatrix}
(n_{\phi} - 1) \tilde{\phi}_{1}^{n_2} & -\tilde{\phi}_{1}^n \phi_2^n & ... & -\tilde{\phi}_{1}^n \phi_{n_\phi}^n \\
-\phi_{1}^n \phi_2^n & (n_{\phi} - 1) \phi_2^{n_2} & ... & -\phi_{2}^n \phi_{n_\phi}^n \\
... & ... & ... & ...
\end{bmatrix},
\mathbf{\hat{\Omega}} = \begin{bmatrix}
\hat{\omega}_1 \\
\hat{\omega}_2 \\
... \\
\hat{\omega}_{n_\phi}
\end{bmatrix},
\mathbf{B} = \begin{bmatrix}
n_{\phi} \omega_1 \tilde{\phi}_{1}^{n_2} \\
n_{\phi} \omega_2 \tilde{\phi}_{2}^{n_2} \\
... \\
n_{\phi} \omega_{n_\phi} \tilde{\phi}_{n_\phi}^{n_2}
\end{bmatrix}.
$$

(4.61)

By solving this linear system, we can obtain the vector $\mathbf{\hat{\Omega}}$. We thus have a fully consistent VCMS model for multiple scalars by substituting $\tilde{C}_{a,p}$ in equation (4.58) into equation (4.49),

$$
d\phi_{a,p}^* (t) = - (\Omega + \hat{\omega}_a)^* (\phi_{a,p}^* - \bar{\phi}_a^*) dt + \frac{1}{n_{\phi}} \sum_{\beta} \hat{\omega}_\beta^* (\phi_{\beta,p}^* - \bar{\phi}_\beta^*)
+ \left[ \nabla \cdot \left( \bar{\rho} \Gamma_a \nabla \bar{\phi}_a^* \right) + \tilde{C}_a^* \right] dt + S_a \left( \Phi^* \right) dt,
$$

(4.62)

with $\hat{\omega}_a$ determined by solving equation (4.60). The solution of $\hat{\omega}_a$ depends on all the scalars even if equal molecular diffusion is assumed. This unfortunately violates the linear principle of scalar transport in turbulence [176, 183]. The linear principle provides a constraint on model development. Its actual effect on the predictions of DMD here is difficult to measure because the linear principle can only be observed in the limit of equal diffusion. Hence, the violation of this principle will not be discussed further.
It is noted that the VCMS model in equation (4.62) cannot be used for a single-scalar case \( (n = 1) \) since the normalization condition in (4.50) is not required for a single scalar. Thus the VCMS models for a single scalar in Section 4.3.1 and for multiple scalars here are different models for different cases with no overlap between them, \( i.e. \), the single scalar VCMS model is not considered a special case of the multi-scalar VCMS model. In practice, both models are useful for combustion problems since a full set of governing equations for combustion consists of species mass fractions and energy. The species mass fractions can be modeled by using the multi-scalar VCMS model while the energy equation can be modeled by using the single-scalar VCMS model. The single-scalar VCMS model is also useful for binary diffusion problems and for combustion models where a single conserved scalar such as mixture fraction is considered [53,54].

### 4.3.4 Boundedness correction for multiple-scalar VCMS model

To develop boundedness correction algorithms for the multi-scalar VCMS model, we consider a non-reacting case \( (S_a = 0) \) and advance the particle scalar equation (4.62) for the multi-scalar VCMS model from time step \( t^n \) to \( t^{n+1} \), using the same scheme in equation (4.31),

\[
\phi_{a,p}^{*,n+1} = \phi_{a,p}^{*,n} + c (\Delta t) \left( \tilde{\phi}_{a}^{n} - \phi_{a,p}^{*,n} \right) + \left[ \Delta \hat{\phi}_{a,p} (\Delta t) \right]^{n},
\]

(4.63)

with a modified scalar shift term \( \left[ \Delta \hat{\phi}_{a,p} (\Delta t) \right]^{n} \) defined as follows,

\[
\left[ \Delta \hat{\phi}_{a,p} (\Delta t) \right]^{n} = \hat{c}_a (\Delta t) \left( \tilde{\phi}_{a}^{n} - \phi_{a,p}^{*,n} \right) - \frac{1}{n_{\phi}} \sum_{\beta} \hat{c}_\beta (\Delta t) \left( \tilde{\phi}_{\beta}^{n} - \phi_{\beta,p}^{*,n} \right) + \left[ \Delta \tilde{\phi}_{a} (\Delta t) \right]^{n},
\]

(4.64)

where \( \hat{c}_a (\Delta t) = 1 - \exp \left( -\hat{\omega}_a \Delta t \right) \) is a decay-factor that is based on \( \hat{\omega}_a \) defined in equation (4.59), and \( \Delta \tilde{\phi}_{a} (\Delta t) \) is defined in equation (4.32). The numerical consistency and the first-order temporal accuracy of scheme (4.63) can be readily verified by performing a Taylor series analysis.

In terms of correction algorithms, a substantial difference between the multi-scalar VCMS model and the models discussed before (such as the MS model and single-scalar VCMS model) is that the multi-scalar VCMS model does not retain the sorting sequence of...
particles after the particle update in equation (4.63) even the IEM is used, because of the summation term $1/n_p \cdot \sum_{\beta} \hat{c}_\beta (\hat{\phi}_\beta - \phi_{\beta,p})$ in equation (4.64). This summation term destroys the sorting sequence of particles and introduces additional challenges to the development of correction algorithms for the multi-scalar VCMS model.

The MP correction for multi-scalar VCMS model

As discussed in Section 4.2.4, the MP correction in equation (4.33) is effective only if sorted particle sequence remains unchanged after the particle update. Thus it cannot be directly used for the multi-scalar VCMS model. The MP correction requires that the updated values of particle scalars do not exceed the extreme values before the update, $\min_{q,x} \left( \phi_{a,q}^{n,p} \right) \leq \phi_{a,q}^{n+1} \leq \max_{q,x} \left( \phi_{a,q}^{n,p} \right)$. By using this requirement directly in equation (4.63), we can find a correction to the decay factor $c$ to ensure scalar boundedness. Unfortunately, this correction can lead to $c > 1$ for some cases, which contradicts the fact that $c$ is always between $[0, 1]$ since $\Omega \geq 0$, and also it cannot guarantee boundedness since there is an upper limit for $c$ even if $c > 1$ is allowed to ensure boundedness. Thus we have to seek a different approach. Here we take the advancement step in equation (4.63) as a predictor

$$\phi_{a,p}^{n,\hat{n}} = \phi_{a,p}^{n} + c (\Delta t) \left( \hat{\phi}_a^n - \phi_{a,p}^{n,p} \right) + \left[ \Delta \tilde{\phi}_a (\Delta t) \right]^n,$$

followed by a corrector step,

$$\phi_{a,p}^{n+1} = \phi_{a,p}^{n,\hat{n}} + \tilde{c} \left( \hat{\phi}_a^n + \left[ \Delta \tilde{\phi}_a (\Delta t) \right]^n - \phi_{a,p}^{n,\hat{n}} \right), \quad (4.65)$$

where $\tilde{c}$ is a new decay-factor introduced for the boundedness correction, and $\hat{\phi}_a^n + \left[ \Delta \tilde{\phi}_a (\Delta t) \right]^n$ is the mean of the particle predictor $\phi_{a,p}^{n,\hat{n}}$. The decay-factor $\tilde{c}$ is determined by imposing the MP requirement to the results from equation (4.65) as

$$\min_{q,x} \left( \phi_{a,q}^{n,p} \right) \leq \phi_{a,p}^{n,\hat{n}} + \tilde{c} \left( \hat{\phi}_a^n + \left[ \Delta \tilde{\phi}_a (\Delta t) \right]^n - \phi_{a,p}^{n,\hat{n}} \right) \leq \max_{q,x} \left( \phi_{a,q}^{n,p} \right), \quad (4.66)$$

which can be manipulated to yield the new MP correction for the multi-scalar VCMS model,

$$\tilde{c} \geq \max_{a,p} \left( \left( \phi_{a,p}^{n,\hat{n}} - \min_{q,x} \left( \phi_{a,q}^{n,p} \right) \right) \cdot F \left( \phi_{a,p}^{n,\hat{n}} - \hat{\phi}_a^n - \left[ \Delta \tilde{\phi}_a (\Delta t) \right]^n \right), \right.$$

$$- \left( \phi_{a,p}^{n,\hat{n}} - \min_{q,x} \left( \phi_{a,q}^{n,p} \right) \right) \cdot F \left( \hat{\phi}_a^n + \left[ \Delta \tilde{\phi}_a (\Delta t) \right]^n - \phi_{a,p}^{n,\hat{n}} \right). \quad (4.67)$$
The maximum operation in equation (4.67) is done overall the species \( \alpha \) and all the particles \( p \), which is different from the MP correction for the MS model in equation (4.33) and is more expensive to evaluate. With the minimum value of \( \tilde{c} \) obtained from equation (4.67), we can then formulate a single-step particle advancement, by substituting the particle predictor \( \phi_{a,p}^{*,\hat{n}} \) into equation (4.65),

\[
\phi_{a,p}^{*,n+1} = \phi_{a,p}^{*,n} + \left[ 1 - (1 - c (\Delta t)) \cdot (1 - \tilde{c}) \right] \left( \phi_{a,p}^{\hat{n}} - \phi_{a,p}^{*,n} \right) + (1 - \tilde{c}) \left[ \Delta \phi_{a,p} (\Delta t) \right]^n + \tilde{c} \left[ \Delta \phi_{a} (\Delta t) \right]^n.
\]  

(4.68)

When \( \tilde{c} = 0 \), the time advancement in equation (4.68) is reduced to the original equation (4.63). The MP correction for the multi-scalar VCMS model enforces that the previous extreme values of each particle scalar are not exceeded after the modified particle update in equation (4.68). After the MP correction, the means of scalars are not affected, while the variances are reduced. It is worthwhile to mention that the MP correction for the multi-scalar VCMS model is quite different from the original MP correction for the MS model, although we name them the same because they are designed to achieve the same effect of preserving the scalar extremes of particles. One particularly noticeable difference is that the MP correction for the multi-scalar VCMS model can be used for other mixing models such as MCurl and EMST too because the correction is served as a post-processing step for the multi-scalar VCMS model.

**Least decay-factor for multi-scalar VCMS model**

Following the idea of the LDF correction for the single-scalar VCMS model in Section 4.3.2, we restrict the least decay factor \( \tilde{c} \) in the multi-scalar VCMS model in equation (4.68) such that the updated scalars remain within scalar bounds, \( \phi_{a,min} \leq \phi_{a,p}^{*,n+1} \leq \phi_{a,max} \). The LDF correction algorithm can be readily obtained by replacing the scalar extreme values by the scalar bounds in equations (4.66) and (4.67) as

\[
\tilde{c} \geq \max_{a,p} \left( \frac{\left( \phi_{a,p}^{*,\hat{n}} - \phi_{a,max} \right) \cdot F \left( \phi_{a,p}^{*,\hat{n}} - \phi_{a,p}^{\hat{n}} - \left[ \Delta \phi_{a} (\Delta t) \right]^n \right)}{\left( \phi_{a,p}^{*,\hat{n}} - \phi_{a,min} \right) \cdot F \left( \phi_{a,p}^{\hat{n}} + \left[ \Delta \phi_{a} (\Delta t) \right]^n - \phi_{a,p}^{*,\hat{n}} \right)} \right),
\]  

(4.69)
As noted before, the requirement for the LDF correction is less strict than that for the MP correction. The LDF correction also conserves scalar means of particles and reduces variance. Similar to MP for the multi-scalar VCMS model in Section 4.3.4, the LDF correction can be used for other mixing models other than the IEM model. Both the MP and LDF corrections for the multi-scalar VCMS model are done uniformly for all particles, i.e., the same $\tilde{c}$ is used for all the particles in the same grid cell. In the following, we further seek non-uniform boundedness correction algorithms for the multi-scalar VCMS model.

**Clipping at scalar bounds correction for multi-scalar VCMS model**

To develop non-uniform correction algorithms for the multi-scalar VCMS model, we first advance equation (4.63) to obtain the predictor $\phi_{a,p} = \phi_{a,p} + c (\Delta t) \left( \phi_{a}^n - \phi_{a,p}^n \right) + \left[ \Delta \phi_{a,p} (\Delta t) \right]^n$, and then perform CSB corrections for those particles that violate the scalar bounds, by using equation (4.65) with

$$\left[ \tilde{\phi} \right]_p \geq \max_a \left( \left( \phi_{a,p}^{*,\hat{h}} - \phi_{a,max} \right) \cdot F \left( \phi_{a,p}^{*,\hat{h}} - \bar{\phi}_a^n - \left[ \Delta \bar{\phi}_a (\Delta t) \right]^n \right), \right.$$

$$- \left( \phi_{a,p}^{*,\hat{h}} - \phi_{a,min} \right) \cdot F \left( \bar{\phi}_a^n + \left[ \Delta \bar{\phi}_a (\Delta t) \right]^n - \phi_{a,p}^{*,\hat{h}} \right) \right).$$

(4.70)

The difference between equation (4.70) for the CSB correction and equation (4.69) for the LDF correction is that the operation maximum is done differently. In equation (4.69), it is done over all the particles in the same grid cell, while in equation (4.70), it is only for those particles that are in violation of the scalar bounds after the particle predictor step. Different values of the decay factor $\tilde{c}$ are used in the CSB correction for different particles, resulting in non-uniform correction. While the CSB correction introduces least changes to particles, in some sense, the scalar means of particles are not conserved after the correction.

**Clipping with paired-mixing correction for multi-scalar VCMS model**

Following the CPM correction for the single-scalar VCMS model in Section 4.3.2, we improve the CSB correction above by randomly selecting a paired particle to compensate the clipping of the corrected particle so that the particle scalar means are fully conserved.
The CPM correction for the single-scalar VCMS model in Section 4.3.2 can be modified for multiple scalars. A significant difference in the CPM correction for multiple scalars in comparison with the CPM correction for single scalar is that, for multiple scalars, a boundedness correction for one scalar of a particle can introduce new violations of boundedness of the other scalars for the same particle. Thus it is useful to track new violations after each correction to avoid too many looping of the particles, and we use a queue $Q$ in the algorithm to efficiently track particles that need correction. The CPM correction algorithm for multi-scalar VCMS model is outlined below:

Step 1: advance particles in time in a grid cell to obtain a predictor $\phi_{a,p}^{n,\hat{n}} = \phi_{a,p}^{n}$

$$+ c(\Delta t) \left( \hat{\phi}_{a}^{n} - \phi_{a,p}^{n} + \Delta \hat{\phi}_{a,p} (\Delta t) \right)^{n};$$

Step 2: initialize a queue $Q$, and enter all boundedness violations, in terms of index pairs \{p, α\}, to $Q$;

Step 3: dequeue a particle \{p, α\} from $Q$. If not successful, i.e., $Q$ is empty, go to Step 10.

If the particle scalar $\phi_{a,p}^{n,\hat{n}}$ is within the scalar bounds, repeat this step.

Step 4: find the $\alpha$th scalar bound value $B_{a}$ that is violated, i.e., $B_{a} = \phi_{a,\max}$ if the upper bound is violated, otherwise $B_{a} = \phi_{a,\min}$;

Step 5: randomly select another particle $q$ from the same cell that does not violate the same scalar bound as particle $p$ for the $\alpha$th scalar;

Step 6: compute the average of the two selected particles, $\eta_{\beta} = (\phi_{\beta,p}^{n,\hat{n}} + \phi_{\beta,q}^{n,\hat{n}}) / 2$ for all scalars $\beta = 1, \ldots, n_{\phi}$;

Step 7: compute a mixing parameter $\theta$ as, based on the $\alpha$th scalar,

$$\theta = \min \left( \frac{B_{a} - \phi_{a,p}^{n,\hat{n}}}{\eta_{a} - \phi_{a,p}^{n,\hat{n}}}, \frac{B_{a} - \phi_{a,q}^{n,\hat{n}}}{\eta_{a} - \phi_{a,q}^{n,\hat{n}}} \right);$$

(4.71)

Step 8: correct the particles, $\phi_{\beta,p}^{n,\hat{n}} = (1 - \theta) \cdot \phi_{\beta,p}^{n,\hat{n}} + \theta \cdot \eta_{\beta}$ and $\phi_{\beta,q}^{n,\hat{n}} = (1 - \theta) \cdot \phi_{\beta,q}^{n,\hat{n}} + \theta \cdot \eta_{\beta}$ for all scalars $\beta = 1, \ldots, n_{\phi}$;
Step 9: check the boundedness of particles $p$ and $q$ for all scalars. Enqueue new violations into $Q$, and go to Step 3;

Step 10: update the final particle scalars, $\phi_{a,p}^{+,n+1} = \phi_{a,p}^{+,\hat{\phi}}$, for all particles and all scalars.

In summary, four boundedness correction algorithms are discussed in Section 4.3.4 for the VCMS model for a multi-scalar system. These correction algorithms will be thoroughly examined in the later discussions along with the validation of the VCMS models.

The VCMS models for single-scalar systems and multi-scalar systems are developed in Section 4.3. These models preserve some of the positive attributes of the previous MS model (Section 4.2.3) such as yielding consistent DNS limits and capable of treating differential molecular diffusion, while they are able to archive full consistency for the variance transport that is missing from the MS model. Meanwhile, a series of new particle scalar boundedness correction algorithms are developed, including LDF, CSB, and CPM, which are intended to alleviate the overcorrection caused by the previous MP correction. These models and correction algorithms will be thoroughly examined and validated in the following Section 4.4.

### 4.4 Examination and validation of variance consistent mean shift particle models

The VCMS models and the boundedness correction algorithms developed in Section 4.3 are examined and validated in this section. Section 4.4.1 describes a turbulent mixing layer problem as the benchmark case for model validation, followed by detailed examinations of different cases in Sections 4.4.2-4.4.5. Section 4.4.6 examines the performance of the VCMS models when combined with the different mixing models. The computational cost of different models is briefly discussed in Section 4.4.7. The model performance under real turbulence conditions is evaluated in Section 4.4.8.
4.4.1 A turbulent mixing layer test case

We employ an inert constant density turbulent mixing layer problem [174] in forced homogeneous isotropic turbulence as illustrated in Figure 4.2 as the benchmark case for the model validation. From the RANS viewpoint, the mixing layer problem is statistically one dimensional and is transient, and hence a one-dimensional unsteady RANS simulation can be used for the modeling of the mixing layer problem. The specification of the mixing layer parameters can be determined following [174] and their current specifications are summarized in Table 4.1 for most of the simulations conducted in this work.

The turbulent Reynolds number $Re_t$ in Table 4.1 is specified to be 100 which corresponds to a low Reynolds number condition in a typical mixing layer experiment [184]. The value of the turbulent mixing frequency $\Omega$ in Table 4.1 corresponds to a velocity-to-scalar timescale ratio of $C_\phi = 2\Omega k/\varepsilon \approx 0.01$. This value of $C_\phi$ is smaller than the value observed in shear flow problems (typically about 2.0) [185]. It is worthwhile to reiterate that the main purpose of the MS and VCMS models is for modeling the effect of molecular diffusion in turbulent flames which tends to diminish at high Reynolds numbers. Hence it is reasonable to assume a low Reynolds number condition in the test case to effectively isolate
the effect of molecular diffusion from other physics for a focused study of the mathematical consistency and convergence of the models. Additionally, a lowered mixing frequency is used in order to yield less physical mixing such that the errors in the transport of scalar variance can be effectively isolated from other source of errors such as grid discretization errors and statistical errors of the Monte Carlo particle method. The lowered mixing frequency causes the RMS of scalars to double approximately when compared to a typical experimental observation (e.g., [184]). The model performance under real turbulence conditions will be examined in Section 4.4.8.

Table 4.1. Mixing layer parameters and their specifications

<table>
<thead>
<tr>
<th>Mixing layer parameters</th>
<th>Parameter specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density $\bar{\rho}$</td>
<td>$\bar{\rho} = 1.0 \text{ kg/m}^3$</td>
</tr>
<tr>
<td>Kinematic viscosity $\nu$</td>
<td>$\nu = 1.6 \times 10^{-5} \text{ m}^2/\text{s}$</td>
</tr>
<tr>
<td>Turbulent kinetic energy $k$</td>
<td>$k = 1 \text{ m}^2/\text{s}^2$</td>
</tr>
<tr>
<td>Turbulent Reynolds number $Re_t$</td>
<td>$Re_t = 2k^2/(3\nu\epsilon) = 100$</td>
</tr>
<tr>
<td>Turbulent kinetic energy dissipation rate $\epsilon$</td>
<td>$\epsilon = 2k^2/(3\nu Re_t) = 416.67 \text{ m}^2/\text{s}^3$</td>
</tr>
<tr>
<td>Turbulent eddy viscosity $\nu_t$</td>
<td>$\nu_t = 0.09 \times k^2/\epsilon = 2.16 \times 10^{-4} \text{ m}^2/\text{s}$</td>
</tr>
<tr>
<td>Prandtl number $Pr$</td>
<td>$Pr = 0.7$</td>
</tr>
<tr>
<td>Turbulent Schmidt number $Sc_t$</td>
<td>$Sc_t = 0.9$</td>
</tr>
<tr>
<td>Molecular diffusivity $\Gamma_a$</td>
<td>$\Gamma_a = \nu/(Pr \cdot Le_a)$</td>
</tr>
<tr>
<td>Turbulent diffusivity $\Gamma_t$</td>
<td>$\Gamma_t = \nu_t/Sc_t = 2.40 \times 10^{-4} \text{ m}^2/\text{s}$</td>
</tr>
<tr>
<td>Turbulent mixing frequency $\Omega$</td>
<td>$\Omega = 2.0 \text{ s}^{-1}$</td>
</tr>
<tr>
<td>Simulation end time $t_e$</td>
<td>$t_e = 3.125 \times 10^{-3} \text{ s}$</td>
</tr>
<tr>
<td>Thickness of turbulent mixing layer at time $t_e$, $l_m$</td>
<td>$l_m = 2\sqrt{(\Gamma_t + \Gamma)(t_0 + t_e)} = 3.10 \times 10^{-3} \text{ m}$</td>
</tr>
</tbody>
</table>

Numerical results from both the finite volume (FV) method and the PDF particle method are sought. The FV results serve as the solution reference for the assessment of consistency and accuracy of the particle model results. The FV results can be obtained by solving the
mean and variance transport equations (4.4) and (4.5) directly (reduced to one-dimensional unsteady equations with the mean velocity $\tilde{u} = 0$ and the chemical reaction $S_a = 0$ for the current inert mixing layer). The initial conditions of the mean and variance of scalars at $t = 0$ s are specified as follows

$$
\tilde{\xi} = \frac{\xi_R - \xi_L}{2} \left[ 1 + \text{erf} \left( \frac{x}{2\sqrt{(\Gamma_t + \Gamma) t_0}} \right) \right] + \tilde{\xi}_L, \quad (4.72)
$$

$$
\tilde{\xi}^{\prime 2} = 0.8 \times \left( \tilde{\xi} - \xi_{\text{min}} \right) \left( \xi_{\text{max}} - \tilde{\xi} \right), \quad (4.73)
$$

$$
\tilde{\phi}_a = \frac{\Phi_{a,R} - \Phi_{a,L}}{2} \left[ 1 + \text{erf} \left( \frac{x}{2\sqrt{(\Gamma_t + \Gamma) t_0}} \right) \right] + \tilde{\phi}_{a,L}, \quad (\alpha = 1, \ldots, n_\phi - 1), \quad (4.74)
$$

$$
\tilde{\phi}_a^{\prime 2} = 0.8 \times \left( \tilde{\phi}_a - \phi_{a,\text{min}} \right) \left( \phi_{a,\text{max}} - \tilde{\phi}_a \right), \quad (\alpha = 1, \ldots, n_\phi - 1), \quad (4.75)
$$

where equations (4.72) and (4.73) are for a single-scalar system and equations (4.74) and (4.75) are for a multi-scalar system, the subscripts “L” and “R” denote the left and right boundaries, respectively, $\text{erf}(\cdot)$ is the error function, $t_0 = 2 \times 10^{-3}$ s is a reference time, and equations (4.73) and (4.75) specify the initial variance to be 80% of the maximum possible variance given that the scalars are bounded between $[\xi_{\text{min}}, \xi_{\text{max}}]$ or $[\phi_{a,\text{min}}, \phi_{a,\text{max}}]$. The initial variance is non-zero only inside the mixing layer. For the multi-scalar case, the initial conditions for the first $n_\phi - 1$ scalars are specified from equations (4.74) and (4.75), and the last scalar $\phi_{a,n_\phi}$ is initialized by using equation (4.2). In the FV method, equations (4.4) and (4.5) are discretized by using a second-order accurate central difference scheme and a second-order time integration scheme. The computational domain is specified to be $x \in [-5.6l_m, 5.6l_m]$, where $l_m$ is the thickness of the turbulent mixing layer at the end of the simulation time at $t = t_e = 3.125 \times 10^{-3}$ s, $l_m = 2\sqrt{(\Gamma_t + \Gamma)(t_0 + t_\phi)}$. A uniform grid is used for the FV solution and 1000 grid cells are used to obtain adequate spatial accuracy, and the time step size is specified to be $\Delta t = 3.125 \times 10^{-7}$ s for the FV method, corresponding to the CFL number about 0.12. These FV results with high grid resolution and small time step size are used as accurate references for the particle model results validation.
The PDF particle results are obtained by tracking an ensemble of particles initially distributed uniformly in the one-dimensional physical space in $x$. The particle scalars are initialized by using a presumed $\beta$-PDF independent for each scalar based on their mean and variance in equations (4.72) and (4.73) (or equations (4.74) and (4.75)). The same domain size as in the FV method is used in the particle method. A uniform grid of 400 cells and the time step size $\Delta t = 3.125 \times 10^{-6}$ s are used for the particle method. Different numbers of particles per grid cell $n_{pc}$ are used for the simulations, ranging from $n_{pc} = 50$ to $n_{pc} = 5000$. The particles advance in time according to the SDEs for the different models, e.g., equations (4.19) and (4.20) for the RW model in Section 4.2.2, by using a first-order accurate time advancement scheme. The mean and variance of scalars from the particle method are then calculated from the particles by using equation (4.13).

Multiple-trial PDF particle simulations of the mixing layer are conducted to reduce the statistical error [55] involved in the PDF statistical results. The numerical solutions from the fine-grid FV method are used to measure the statistical and bias errors involved in the particle method, as well as the model error. A local error for a quantity $Y$ from the $k$th particle simulation trial is defined as

$$ e_{Y,k}(x,t) = Y_{PT,k}(x,t) - Y_{FV}(x,t), \quad (4.76) $$

where the subscripts “FV” and “PT” denote a result from the FV method and the PDF particle method, respectively. Given a finite number of particles and a finite number of realizations, the error $e_{Y,k}$ is random. A bias-free estimate of the expectation of $e_{Y,k}$, $E_Y \approx \langle e_{Y,k} \rangle$, and the standard deviation $\sigma_Y$, can be obtained from a total of $n_t$ simulation trials as [186],

$$ E_Y = \sqrt{\frac{n_t}{n_t - 1} \left( \langle e_{Y,k}^2 \rangle_t - \frac{1}{n_t} \langle e_{Y,k}^2 \rangle_t \right) }, \quad (4.77) $$

$$ \sigma_Y = \sqrt{\frac{n_t}{n_t - 1} \left( \langle e_{Y,k}^2 \rangle_t - \langle e_{Y,k}^2 \rangle_t \right) }, \quad (4.78) $$

where $\langle \cdot \rangle_t$ denotes the average of the results from different simulation trials, $\langle \cdot \rangle_t = \sum_{i=1}^{n_t} (\cdot) / n_t$. The 95% confidence interval for estimating $E_Y$ can be then constructed as $[E_Y - 1.96 \times \sigma_Y, E_Y + 1.96 \times \sigma_Y]$. 
4.4.2 Single scalar without boundedness correction

We first consider a single-scalar mixing layer problem to validate the consistency of the VCMS model developed in Section 4.3.1. The boundedness of the scalar for particles is not enforced in this study, so that we can focus on the mathematical consistency of the VCMS model first. The effect of boundedness correction on the single-scalar VCMS model will be examined in Section 4.4.3. It is noted that although the particle scalar boundedness is not guaranteed, the scalar mean is bounded. Two previous models, the RW model in Section 4.2.2 and the MS model in Section 4.2.3, are also considered to show various consistency issues involved in those models and the advantages of using the new VCMS model. The RW model for the single-scalar mixing layer is obtained by solving the particle equations (4.19) and (4.20) with \( n_p = 1 \) and \( S_a = 0 \). The MS model is implemented by solving the particle equations (4.28) and (4.29) with \( n_p = 1 \), \( S_a = 0 \), and the conservation correction \( \hat{C}_a = 0 \).

For a single-scalar system, the normalization condition in equation (4.2) is not applicable, and hence the correction for conservation is removed (\( C_a = 0 \)). In the VCMS model, the particle equations (4.28) and (4.38) are solved with the correction to the mixing frequency \( \omega \) determined from equation (4.41). The parameters of the single-scalar mixing layer test case are summarized in Table 4.1, and the Lewis number is specified to be \( Le = 0.1 \) for the testing. The boundary conditions are specified to be \([\tilde{\xi}_L, \tilde{\xi}_R] = [1, 0]\) in equation (4.72).

Figure 4.3 shows the simulation results of the scalar mean \( \tilde{\xi} \), the scalar root mean square (RMS) \( \xi_{RMS} = \sqrt{\langle \xi^2 \rangle} \), and their errors \( E_{\xi} \) and \( E_{\xi_{RMS}} \) (defined in equation (4.77)) against \( x/l_m \) at the end of the simulation time \( t = t_e \) in the single-scalar turbulent mixing layer. In the simulations, the number of particles per cell is specified to be \( n_{pc} = 5000 \), and \( n_t = 30 \) simulation trials are performed to construct the 95% confidence intervals shown as the error bars in the figure. This large value of \( n_{pc} = 5000 \) is purposely chosen to reduce the statistical and bias errors [55, 187, 188] involved in the simulations in order to isolate the errors involved in the different models from the numerical errors for a focused study of model errors. In practical applications, however, only a small number of particles per cell can be afforded (say \( n_{pc} \leq 100 \)), which can lead to significant statistical errors in evaluating
Figure 4.3. The profiles of the scalar mean $\bar{\xi}$, the scalar RMS $\xi_{RMS}$, and their errors $E_{\bar{\xi}}$ and $E_{\xi_{RMS}}$ against $x/l_m$ in the single-scalar turbulent mixing layer with the RW, MS, and VCMS models (without boundedness correction). The error bars are the 95% confidence intervals estimated from multi-trial simulations.

the statistics from particles and the gradients of statistics (e.g., the examination of $\omega$ in equation (4.41)). There exist several techniques to reduce the statistical errors such as time-averaging [189] and smoothing [177]. These techniques are not used here because of the large value of $n_{pc}$. From Figure 4.3, we can see that all three models (the RW, MS, and VCMS models) yield very similar results for the scalar mean $\bar{\xi}$ that are close to the reference FV results shown as circles. This is consistent with the fact that all three models yield identical conservation equations for $\bar{\xi}$. The error $E_{\bar{\xi}}$ is relatively small from all three models, and the error bars for the results of the RW model appear to be slightly larger than the other two models. (The error bars for the different models can be distinguished by their cap size, e.g., the RW model results have the largest cap size for the error bars than the other two models.) The predictions of the scalar RMS $\xi_{RMS}$ by the different models are significantly different. The scalar RMS predicted by the RW model appears to be consistently larger than the FV reference and this can be attributed to the spurious variance production in the
variance transport equation (4.23) from the RW model (see Section 4.2.2). The scalar RMS profile predicted by the MS model is steeper in gradient when compared to the FV reference, which is consistent with the missing molecular diffusion term for the variance transport equation (4.30) in the MS model (see Section 4.2.3). The RMS results from the VCMS model are in an excellent agreement with the FV results, indicating the consistency of the model for the predictions of variance. The errors for the scalar RMS predictions, \( E_{\xi_{\text{RMS}}} \), are also shown in the figure. The magnitude of error in the MS model in predicting scalar RMS can reasonably justify the effort of developing the consistent VCMS models in this paper: (1) the error \( E_{\xi_{\text{RMS}}} \) by the MS model due to the missing variance molecular diffusion is only slightly lower than that by the RW model caused by a spurious production which has been treated as an important issue [176, 177]; (2) the relative error in predicting \( \xi_{\text{RMS}} \) is about 10% in Figure 4.3, which generally is viewed as non-negligible in applications; (3) the maximum error \( E_{\xi_{\text{RMS}}} \) is about 0.05 in Figure 4.3 which is comparable to the magnitude of differential molecular diffusion quantified by the RMS of difference in mixture fractions observed in DNS of flames [109].

Non-zero errors \( E_{\xi_{\text{RMS}}} \) are present in the results from all three models in Figure 4.3. In general, the errors \( E_{\xi_{\text{RMS}}} \) consist of two types of errors: the model consistency error and the numerical error (primarily the bias error [55, 187, 188] in the particle method). It is speculated that both model error and numerical error contribute to \( E_{\xi_{\text{RMS}}} \) in the RW and MS models, while no model error is present in the VCMS model. To confirm this speculation, we perform convergence analysis to identify the different types of errors involved in each model by varying the number of particles per cell from 50 to 5000 in the single-scalar mixing layer problem. The grid size and time step size have been purposely chosen to be small enough such that the numerical errors associated with the spatial and temporal discretization errors are negligible when compared to the bias error [55, 187, 188] associated with a finite number of particles per cell. In general, in the PDF particle method, the error \( E_Y \) in equation (4.77) can be modelled as [55, 188]

\[
E_Y = \left| C_{e1} + \frac{C_{e2}}{n_{pc}} \right|,
\]

(4.79)
where $C_{e1}$ and $C_{e2}$ are model constants, the first term $C_{e1}$ denotes the combined model error and numerical error such as spatial discretization error that are independent of $n_{pc}$, and the second term $C_{e2}/n_{pc}$ is the bias error involved in the particle method that is inversely proportional to $n_{pc}$ [55, 187, 188]. When $n_{pc} \rightarrow \infty$, the error $E_Y$ approaches $|C_{e1}|$. When a model is mathematically consistent, $|C_{e1}| = 0$ is expected. By performing a convergence test by varying $n_{pc}$, we can estimate $C_{e1}$ and $C_{e2}$, which enables us to examine if a model is consistent or not. In practical simulations, $|C_{e1}|$ cannot reach zero even if a model is mathematically consistent because of the errors arising from the truncation errors due to spatial and temporal discretization. For the current PDF particle simulations, the errors due to the numerical truncation are estimated to be about $E_{tr}\left(\bar{z}'\right) \sim \mathcal{O}\left(10^{-3}\right)$ for the scalar mean and $E_{tr}\left(\bar{z}_{RMS}\right) \sim \mathcal{O}\left(10^{-4}\right)$ for the scalar RMS, based on a numerical grid convergence study.
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**Figure 4.4.** The convergence of the PDF particle prediction errors for the scalar mean $E_{\bar{z}}$ and RMS $E_{\bar{z}_{RMS}}$ at $x/l_m = 0$ against $n_{pc}$ in the single-scalar turbulent mixing layer with the RW, MS, and VCMS models (without boundedness correction). The error bars are the 95% confidence intervals estimated from multi-trial simulations. The solid lines are the curve fits by using the model equation (4.79).

The convergence of $E_{\bar{z}}$ and $E_{\bar{z}_{RMS}}$ based on the results at $x/l_m = 0$ from the PDF modeling of the single-scalar mixing layer with the RW, MS, and VCMS models is shown in Figure 4.4, where the curve fits based on the model of error in equation (4.79) are also shown.
as solid lines. For the current mixing layer test case, the bias errors involved in the scalar mean $\tilde{\xi}$ are relatively small as can be seen in Figures 4.3 and 4.4, and the confidence intervals of estimating the errors is large. The values of errors $|C_{e1}|$ corresponding to $n_{pc} \rightarrow \infty$ based on equation (4.79) are tabulated in Table 4.2 for the different cases. From the table, we can see that the errors $|C_{e1}|$ without boundedness correction are on the order of $O(10^{-3})$ which is the same as $E_{tr} \left( \tilde{\xi} \right) \sim O(10^{-3})$ mentioned above. This indicates that the errors in the predictions of the scalar mean by the three models (RW, MS, and VCMS) are free of model errors, which confirms that the three models are consistent for the predictions of the scalar mean. For the convergence of errors $E_{\xi_{RMS}}$ in Figure 4.4, we can clearly see the different convergence behaviors. When $n_{pc} \rightarrow \infty$, the error $E_{\xi_{RMS}}$ in the RW model approaches a non-zero constant $|C_{e1} \left( \xi_{RMS} \right)| \approx 7.4 \times 10^{-2}$ as shown in Table 4.2, which is much greater than $E_{tr} \left( \xi_{RMS} \right) \sim O(10^{-4})$. The significant difference between $|C_{e1} \left( \xi_{RMS} \right)|$ and $E_{tr} \left( \xi_{RMS} \right)$ shows that the RW model involves a model error for the scalar RMS prediction, which is consistent with the spurious variance production in the RW model discussed in Section 4.2.2. Similarly, it is shown that the MS model is not convergent as well in terms of $E_{\xi_{RMS}}$ with $|C_{e1} \left( \xi_{RMS} \right)| \approx 4.3 \times 10^{-2} \gg E_{tr} \left( \xi_{RMS} \right)$ (see Table 4.2), which is also consistent with the missing molecular diffusion in the variance transport discussed in the MS model in Section 4.2.3. The new VCMS model introduced in this work, shows an evident convergence trend in Figure 4.4 with $|C_{e1} \left( \xi_{RMS} \right)| \approx 1.1 \times 10^{-4}$ (see Table 4.2) on the same order as $E_{tr} \left( \xi_{RMS} \right)$, which implies that there is no model error in the VCMS model for variance prediction. This strongly supports the claim that the single-scalar VCMS model is consistent for both the scalar mean and the scalar RMS in Section 4.3.1.

In summary, we examined the accuracy and consistency of the three different PDF particle models (RW, MS, and VCMS) in a single-scalar turbulent mixing layer. The inconsistency in the RW and MS models for the scalar variance transport is clearly demonstrated through the convergence tests. The consistency of the VCMS model is also clearly shown from the convergence results. This confirms that the VCMS model introduced in this work resolves the inconsistency issue of the missing molecular diffusion in the variance transport.
Table 4.2. The values of errors $|C_{e1}|$ for $\tilde{\xi}$ and $\tilde{\xi}_{RMS}$ corresponding to $n_{pc} \to \infty$ in equation (4.79) from the simulations of the single-scalar turbulent mixing layer with the different models (RW, MS, and VCMS) and the different boundedness correction algorithms at $x/l_m = 0$ (or $0.6$).

| Model | Boundedness Correction Algorithm | $x/l_m$ | $|C_{e1}(\tilde{\xi})|$ | $|C_{e1}(\tilde{\xi}_{RMS})|$ |
|-------|---------------------------------|--------|-----------------|-----------------|
| RW    |                                 | 0      | $1.7 \times 10^{-3}$ | $7.4 \times 10^{-2}$ |
| MS    | w/o correction                  | 0      | $1.4 \times 10^{-3}$ | $4.3 \times 10^{-2}$ |
| VCMS  | w/o correction                  | 0      | $2.1 \times 10^{-3}$ | $1.1 \times 10^{-4}$ |
| VCMS  | MP                              | 0      | $1.3 \times 10^{-3}$ | $2.1 \times 10^{-1}$ |
| VCMS  | LDF                             | 0      | $1.8 \times 10^{-3}$ | $6.0 \times 10^{-2}$ |
| VCMS  | CSB                             | 0.6    | $1.2 \times 10^{-2}$ | $1.2 \times 10^{-2}$ |
| VCMS  | CPM                             | 0      | $2.2 \times 10^{-3}$ | $1.3 \times 10^{-2}$ |

while retaining other positive features of the MS model such as yielding a consistent DNS limit (i.e., no spurious variance production that is observed in the RW model).

Figure 4.5. The particle scalar values $\xi^*$ against $x/l_m$ in the single-scalar turbulent mixing layer predicted by the VCMS model without boundedness correction. (Circles: the particle scalar values $\xi^*$; solid line: the scalar mean $\bar{\xi}$; dashed lines: the scalar upper and lower bounds.)

Although the single-scalar VCMS model is shown to be consistent as shown above, the particle scalar bounds ($[\xi_{min}, \xi_{max}] = [0, 1]$) are exceeded in the simulations. Figure 4.5
shows the particle scalar values $\xi^*$ from the VCMS model (at time $t = t_e$) to demonstrate the violation of the particle scalar bounds. To enforce the particle scalar bounds, a correction algorithm is needed. McDermott and Pope [176] has developed a correction algorithm (the MP correction in Section 4.2.4) for this purpose. The enforcement of particle scalar bounds potentially jeopardizes the accuracy and convergence of the VCMS model. The effect of applying the correction has not been examined before. The effect of using the MP correction and the new boundedness correction algorithms in Section 4.3.2 in the single-scalar VCMS model is examined in the following Section 4.4.3.

### 4.4.3 Single scalar with boundedness correction

Simulations of the single-scalar turbulent mixing layer with the conditions the same as those in Figure 4.3 are performed by using the VCMS model with the four different boundedness correction algorithms in Section 4.3.2 (MP, LDF, CSB, and CPM). The particle scalar values $\xi^*$, after employing the different boundedness correction algorithms, are shown in Figure 4.6. All four correction algorithms are able to enforce the particle scalar bounds effectively. Meanwhile, the impact of employing the different correction algorithms on the distribution of particle scalars is different. The MP and LDF correction algorithms yield much more changes to the particle scalars than CSB and CPM, in comparison with the results without correction in Figure 4.5. The aforementioned overcorrection by the MP algorithm [176] in Section 4.3.2 is clearly seen. The new correction algorithms developed in this work alleviate the overcorrection by the MP correction to different degrees. The correction to the particles potentially compromises the accuracy and convergence of the VCMS model. Thus it is desired to have minimum correction to the particles while enforcing particle scalar bounds.

The effect of the boundedness correction algorithms on the accuracy of the model for the single scalar turbulent mixing layer is examined in Figure 4.7. The correction algorithms MP, LDF, and CPM have no effect on the predictions of the scalar mean since they all conserve scalar mean as discussed in Section 4.3.2. The CSB correction yields slightly
larger error $E_{\bar{\xi}}$ in Figure 4.7 because the CSB correction does not conserve the scalar mean as discussed in Section 4.3.2. All the correction algorithms tend to underpredict the scalar RMS $\xi_{RMS}$ because of the increased mixing introduced by the correction algorithms, and this level of underprediction by the different correction algorithms is different as shown in Figures 4.6 and 4.7. The MP correction causes severe underprediction of $\xi_{RMS}$ for the mixing layer as shown in Figure 4.7, and reduces $\xi_{RMS}$ by about 56% in comparison with the results without boundedness correction in Figure 4.3. The LDF correction has some improvement over the MP correction, and reduces $\xi_{RMS}$ by about 25% after the correction is introduced. The CSB and CPM perform similarly for the predictions of $\xi_{RMS}$ and reduce $\xi_{RMS}$ by about only 10% in comparison with the uncorrected results. Overall, the non-uniform correction algorithms (CSB and CPM) are superior over the uniform correction (MP and LDF) and result in less underprediction of $\xi_{RMS}$. The CPM correction performs
best in terms of conserving the scalar mean and yielding less underprediction of $\bar{\xi}_{RMS}$ while preserving the particle scalar bounds.

The MP, LDF, and CPM correction algorithms are mathematically consistent in the predictions of the scalar mean in the single-scalar VCMS model as confirmed by the obtained error values $C_{e1} \left( \bar{\xi} \right) \approx 1 \times 10^{-3}$ shown in Table 4.2. The convergence of $E_{\tilde{\xi}}$ by these correction algorithms is very close to that without boundedness correction in Figure 4.4 (results are not shown). The CSB correction, however, affects the scalar mean due to the lack of the conservation of the scalar mean. The convergence of $E_{\tilde{\xi}}$ at $x/l_m = 0.6$ in the turbulent mixing layer with the CSB correction is shown in Figure 4.8. The location of $x/l_m = 0.6$ is near the location of maximum error $E_{\tilde{\xi}}$ observed in Figure 4.7. Obviously, the results do not show a convergent behavior. The level of the particle-number-independent error $C_{e1} \left( \tilde{\xi} \right) \approx 1.2 \times 10^{-2}$ (see Table 4.2) from the CSB correction with the VCMS
Figure 4.8. The convergence of the PDF particle prediction errors for the scalar mean $E_{\tilde{\xi}}$ and RMS $E_{\tilde{E}_{RMS}}$ at $x/l_m = 0$ against $n_{pc}$ in the single-scalar turbulent mixing layer with the VCMS model and the different correction algorithms (MP, LDF, CSB, and CPM). The error bars are the 95% confidence intervals estimated from multi-trial simulations. The solid lines are the curve fits by using the model equation (4.79). The errors are evaluated at the mixing layer center $x/l_m = 0$ except $E_{\tilde{\xi}}$ with the CSB correction which is evaluated at $x/l_m = 0.6$ (for $E_{\tilde{\xi}}$, only the results from CSB are shown).

The model (at $x/l_m = 0.6$) is much greater than $E_{tr} \left( \tilde{\xi} \right) \sim \mathcal{O} \left( 10^{-3} \right)$, indicating that CSB is an inconsistent correction algorithm for the scalar mean.

Figure 4.8 also examines the effect of applying the boundedness correction algorithms to the single-scalar VCMS model on the convergence of $E_{\tilde{E}_{RMS}}$ in the turbulent mixing layer. Without correction, the error $E_{\tilde{E}_{RMS}}$ (circles in Figure 4.8, also shown in Figure 4.4) exhibits evident convergence with the scaling as $n_{pc}^{-1}$. After applying the different particle boundedness correction algorithms, we can see that the errors $E_{\tilde{E}_{RMS}}$ deviate from the results without correction. The deviation is different for the different correction algorithms, with the MP correction having the most deviation, the LDF the next, and CSB and CPM the least deviation. This deviation implies that the consistency of the single-scalar VCMS model has been compromised and a model error has been introduced. The model errors $\left| C_{e1} \left( \tilde{E}_{RMS} \right) \right|$ estimated from the model fits in equation (4.79) are $2.1 \times 10^{-1}$, $6.0 \times 10^{-2}$, $1.2 \times 10^{-2}$, and $1.3 \times 10^{-2}$ for MP, LDF, CSB, and CPM, respectively, as shown in Table 4.2. The new correction algorithms introduced in this work (LDF, CSB, and CPM) perform much better.
than the MP correction developed before, especially the non-uniform corrections (CSB and CMP).

![Graph showing the percentage of particles violating scalar bounds](image)

Figure 4.9. The percentage $\eta_{BV}$ of the number of particles that violate the scalar bounds among the total number of particles used in the simulations of the single-scalar turbulent mixing layer by using the VCMS model and with or without boundedness correction. The error bars are the 95% confidence intervals estimated from multi-trial simulations.

To gain more insights into the role of the correction algorithms, we track the total number of violations of particle scalar bounds in the whole simulations of the single-scalar turbulent mixing layer from $t = 0$ to $t = t_e$, and calculate the percentage, $\eta_{BV}$, of particles with scalar bounds violation among the total number of particles. The variations $\eta_{BV}$ against $n_{pc}$ with the different correction algorithms and without correction are shown in Figure 4.9. For the current employed test case with the single-scalar VCMS model without correction, $\eta_{BV}$ (circles in Figure 4.9) is approximately 25% and this value is approximately constant when $n_{pc}$ is changed. This implies that the violation of particle scalar bounds does not disappear at the limit of $n_{pc} \to \infty$, and at the limit, the correction algorithms employed in this work cannot yield the right convergence limit. Nevertheless, the correction algorithms are necessary to ensure realizability of particle scalars for reactive flow simulations. Expectedly, the correction algorithms can reduce the number of particle boundedness violations. The CSB and CPM correction algorithms reduce the values of $\eta_{BV}$ to about 10%, and the MP and
LDF correction algorithms reduce the values of $\eta_{BV}$ below 1%. The significant reduction of $\eta_{BV}$ by the MP and LDF correction algorithms is consistent with their aggressive correction shown in Figures 4.6, 4.7, and 4.8.

In summary, we examined the effect of the different boundedness correction algorithms on the accuracy and convergence of the single-scalar VCMS model. The different correction algorithms do not affect the convergence of the scalar mean, except the CSB correction. The convergence of the VCMS model for the scalar RMS, however, is compromised by the correction algorithms. The performance of the different correction algorithms (MP, LDF, CSB, and CPM) is compared in detail. The MP correction is found to be too aggressive and reduces the scalar RMS and $\eta_{BV}$ significantly, while newly introduced correction algorithms are found to improve the results to various degrees. Among the four correction algorithms, CPM is found to perform the best overall. A single-scalar system is considered so far to validate the single-scalar VCMS model and the corresponding boundedness correction algorithms. In the following Sections 4.4.4 and 4.4.5, a multi-scalar system is considered to validate the multi-scalar VCMS model and the correction algorithms.

4.4.4 Multiple scalars without boundedness correction

A turbulent mixing layer with $n_y = 4$ scalars is considered here to examine and validate the multi-scalar VCMS model developed in Section 4.3.3. The boundedness of the particle scalars is not enforced here and the focus is put on the mathematical consistency of the multi-scalar VCMS model. The effect of boundedness correction for the multi-scalar VCMS model will be investigated in the next Section 4.4.5. The RW and MS models are also considered here for comparison. The parameters of the multi-scalar mixing layer test case are summarized in Table 4.1, and the Lewis numbers $Le_a$ are specified to be $[0.1, 0.2, 1.5]$ for the four scalars in the testing. These Lewis numbers are chosen to represent typical combustion problems where the Lewis number is typically found to be between 0.1 and 5. It is noted that the current models are applicable to any Lewis number. The boundary conditions are specified to be $\Phi_L = [0, 0.2, 0.6]$ and $\Phi_R = [0.1, 0, 0.1, 0.8]$ in equation
The RW model for the multi-scalar mixing layer is obtained by solving the particle equations (4.19) and (4.20) with $S_a = 0$ (no chemical reaction). The RW model is unable to treat different Lewis numbers, and hence the assumption of $Le_a = 1$ has to be introduced in the RW model for the multi-scalar mixing layer test case. The MS model is implemented by solving the particle equations (4.28) and (4.29) with $S_a = 0$. For the multi-scalar system, the normalization condition in equation (4.2) is enforced through the conservation correction $\hat{C}_a$ in equation (4.29). In the VCMS model, the particle equations (4.28) and (4.62) are solved with the modified mixing frequency correction $\hat{\omega}_a$ determined by solving equation (4.60).

Figure 4.10. The profiles of the scalar mean $\tilde{\Phi}$ (vector), the scalar RMS $\Phi_{RMS}$, and their errors $E_{\Phi}$ and $E_{\Phi_{RMS}}$ against $x/l_m$ for the different scalars in the multi-scalar turbulent mixing layer with the RW, MS, and VCMS models (without boundedness correction). The error bars are the 95% confidence intervals estimated from multi-trial simulations.
Figure 4.10 shows the simulation results of the mean $\Phi$, the RMS $\Phi_{RMS}$, and their errors $E_\phi$ and $E_{\Phi_{RMS}}$ (defined in equation (4.77)) against $x/l_m$ at the end of the simulation time $t = t_e$ for the four scalars in the multi-scalar turbulent mixing layer. In the simulations, the number of particles per cell is specified to be $n_{pc} = 5000$, and $n_s = 30$ simulation trials are performed to construct the 95% confidence intervals shown as the error bars in the figure. For the predictions of $\Phi$ in the figure, we can see that the RW model results are in some deviation from the FV reference results, while both MS and VCMS model results are in good agreement with the FV results. The errors $E_\phi$ with the RW model are substantially larger than the results with MS and VCMS, especially for the scalars with the smaller Lewis number. This significant error in the RW model is caused by the assumption of $Le_a = 1$ in the RW model. Both MS and VCMS models predict differential molecular diffusion accurately in terms of the mean scalars in the multi-scalar turbulent mixing layer. For the predictions of $\Phi_{RMS}$, the RW model also yields significant deviation from the FV results and relatively large errors $E_{\Phi_{RMS}}$ as shown in Figure 4.10. This level of errors in the RW model consists of two sources of model errors: one from the assumption of unity Lewis numbers and the other from the spurious variance production discussed in Section 4.2.2. The MS model also yields relatively large errors for the predictions of $\Phi_{RMS}$, and the errors are expectedly caused by the inconsistency of the model due to the missing molecular diffusion effect in the variance equation (4.30) (see Section 4.2.3). The newly developed multi-scalar VCMS model yields the results of $\Phi_{RMS}$ in excellent agreement with the FV results with the relative errors much small than those from the RW and MS models. This supports the fact that the multi-scalar VCMS model is fully consistent for the scalar mean and RMS, as discussed in Section 4.3.3.

Convergence tests are performed by varying the number of particles per cell from 50 to 5000 in the multi-scalar mixing layer problem to examine the convergence of the different models. Figure 4.11 shows the convergence of $E_\Phi$ and $E_{\Phi_{RMS}}$ from the PDF modeling of the multi-scalar mixing layer with the RW, MS, and VCMS models. The results from the mixing layer center at $x/l_m = 0$ are shown for most of the results except $E_\Phi$ with the RW model at $x/l_m = 0.6$. The error $E_\Phi$ with the RW model reaches maximum approxi-
Figure 4.11. The convergence of the PDF particle prediction errors for the mean $E_{\tilde{\Phi}}$ and RMS $E_{\Phi_{RMS}}$ against $n_{pc}$ for the different scalars in the multi-scalar turbulent mixing layer with the RW, MS, and VCMS models (without boundedness correction). The error bars are the 95% confidence intervals estimated from multi-trial simulations. The solid lines are the curve fits by using the model equation (4.79). The errors are evaluated at the mixing layer center $x/l_m = 0$ except $E_{\tilde{\Phi}}$ with the RW model which is evaluated at $x/l_m = 0.6$.

mately at $x/l_m = 0.6$ as shown in Figure 4.10. The errors $\left| C_{e_1} \left( \Phi_{RMS} \right) \right|$ estimated from the model in equation (4.79) are tabulated in Table 4.3 for the multi-scalar mixing layer. For the convergence results of $E_{\tilde{\Phi}}$ in Figure 4.11, we can clearly see the non-convergent behavior of the RW model. For the MS and VCMS model models, although the convergence is not clear either, but the estimated errors $\left| C_{e_1} \left( \tilde{\Phi} \right) \right|$ which are independent of $n_{pc}$ in equation (4.79) are much less than those from the RW model, as shown in Table 4.3. This suggests that $E_{\tilde{\Phi}}$ from the MS and VCMS models in Figure 4.11 are the truncation errors $E_{tr} \left( \tilde{\Phi} \right)$ which is $O(10^{-4})$ based on a convergence test of the multi-scalar mixing layer, while the RW model involves model errors caused by the unity Lewis number assumption in the RW model. For the convergence of $E_{\Phi_{RMS}}$ in Figure 4.11, both RW and MS results show non-convergent behaviors, while the VCMS model demonstrates evident convergence for $n_{pc}$ up to 5000. For VCMS model, Table 4.3 shows that the values of $\left| C_{e_1} \left( \Phi_{RMS} \right) \right|$ are approximately on the same order as the truncation errors $E_{tr} \left( \Phi_{RMS} \right)$ which are estimated
to be $\mathcal{O}(10^{-5})$ for the multi-scalar mixing layer. This confirms that the multi-scalar VCMS model is fully consistent for the transport of scalar variance as discussed in Section 4.3.3. For the RW and MS models, model errors are present for the variance predictions according to the non-convergent behaviors shown in Figure 4.11 as well as the larger magnitudes of $\left| C_{el} \left( \Phi_{RMS} \right) \right|$ than $E_{ir} \left( \Phi_{RMS} \right)$ in Table 4.3.

Table 4.3. The values of errors $|C_{el}|$ for $\bar{\Phi}$ and $\Phi_{RMS}$ corresponding to $n_{pc} \to \infty$ in equation (4.79) from the simulations of the multi-scalar turbulent mixing layer with the different models (RW, MS, and VCMS) without boundedness correction at $x/l_m = 0$ (or 0.6).

| Model | $x/l_m$ | Quantity | $|C_{el}(\bar{\Phi})|$ or $|C_{el}(\Phi_{RMS})|$ |
|-------|--------|----------|--------------------------------------------------|
| RW    | 0.6    | $\bar{\Phi}$ | $[4.7 \times 10^{-3}, 4.4 \times 10^{-3}, 2.5 \times 10^{-4}, 4.5 \times 10^{-4}]$ |
| MS    | 0      | $\bar{\Phi}$ | $[2.4 \times 10^{-4}, 4.2 \times 10^{-4}, 1.9 \times 10^{-4}, 3.5 \times 10^{-4}]$ |
| VCMS  | 0      | $\bar{\Phi}$ | $[2.4 \times 10^{-4}, 4.6 \times 10^{-4}, 9.8 \times 10^{-5}, 3.6 \times 10^{-4}]$ |
| RW    | 0      | $\Phi_{RMS}$ | $[6.8 \times 10^{-3}, 7.9 \times 10^{-3}, 9.2 \times 10^{-4}, 4.0 \times 10^{-4}]$ |
| MS    | 0      | $\Phi_{RMS}$ | $[4.3 \times 10^{-3}, 5.0 \times 10^{-3}, 5.9 \times 10^{-4}, 2.8 \times 10^{-4}]$ |
| VCMS  | 0      | $\Phi_{RMS}$ | $[4.1 \times 10^{-5}, 2.3 \times 10^{-5}, 4.0 \times 10^{-6}, 3.0 \times 10^{-5}]$ |

To sum up, we examined the accuracy and consistency of three PDF particle models (RW, MS, and VCMS) in a multi-scalar turbulent mixing layer. The RW model is unable to treat differential molecular diffusion and yields large errors in the predictions of both the scalar mean and variance in a multi-scalar turbulent mixing layer. The MS model is capable of capturing differential molecular diffusion in terms of the predictions of the scalar mean but fails to yield consistent predictions for the scalar variance. The multi-scalar VCMS model developed in Section 4.3.3 is confirmed to be fully consistent for the predictions of both the mean and variance of scalars.
4.4.5 Multiple scalars with boundedness correction

Although the multi-scalar VCMS model is fully consistent for the transport of both the scalar mean and variance, the particles can exceed their scalar bounds which results in a serious realizability issue in practical simulations for combustion since the scalars in combustion are bounded. To resolve the issue, different correction algorithms have been discussed in Section 4.3.4 for the multi-scalar VCMS model. Here we examine the effect of the correction algorithms on the accuracy and convergence of the multi-scalar VCMS model. The scalar bounds for the multi-scalar system are defined to be $[\phi_{a,min}, \phi_{a,max}] = [0, 1]$, $a = 1, \ldots, n_\phi$. In another words, we are enforcing the global scalar bounds, and individual scalars can possibly exceed their boundary values $[\tilde{\phi}_L, \tilde{\phi}_R]$. This helps minimize the artificial “mixing” introduced by the boundedness correction algorithms.

Simulations of the multi-scalar turbulent mixing layer with the conditions the same as those in Section 4.4.4 are performed by using the multi-scalar VCMS model with the four different boundedness correction algorithms in Section 4.3.4 (MP, LDF, CSB, and CPM). The particle scalar values $\Phi^*$, without boundedness correction and with correction, are shown in Figure 4.12. All four correction algorithms are able to enforce the particle scalar bounds effectively. The effect of the different correction algorithms on the particles in the multi-scalar mixing layer is similar to that in the single-scalar mixing layer shown in Figure 4.6. The MP correction shows a trend of overcorrection in Figure 4.12, even for some particles that are within the scalar bounds. The new correction algorithms developed in Section 4.3.4 (LDF, CSB, and CPM) show different levels of improvement to the MP correction. The particle values in the scalar space are shown in a triangular coordinate in Figure 4.13, to illustrate the evolution of joint scalar statistics of particles at the end of the simulation $t = t_e$. The scalars $\phi_3$ and $\phi_4$ are combined to show the four-scalar particles on the triangular coordinate. The subtracted $2/3$ from $\phi_3^* + \phi_4^*$ is to make the particles near the center of the triangle. The initial particles reside in a parallelogram shown as the dashed lines in the first subplot of Figure 4.13. This parallelogram defines a joint boundedness constraint [176] for the multi-scalar diffusion system, i.e., the particles need to remain in the parallelogram.
Figure 4.12. The particle scalar values $\Phi^*$ against $x/l_m$ in the multi-scalar turbulent mixing layer predicted by the VCMS model with the four different boundedness correction algorithms, MP, LDF, CSB, and CPM. (Circles: the particle scalar values $\Phi^*$; solid line: the scalar mean $\bar{\Phi}$; dashed lines: the scalar upper and lower bounds.)

at later times. The current correction algorithms do not impose such a stringent realizable constraint, and instead only individual boundedness [176] is enforced. After 1000 time steps, without boundedness correction, the particles can move away from the parallelogram region, violating both individual boundedness and joint boundedness. With the MP correction and LDF correction, the particles seem to be confined inside the parallelogram to be consistent with the individual boundedness and joint boundedness, but at the cost of significant artificial mixing. For CSB and CPM, the particles satisfy the individual boundedness so that no particles can move above the triangle in Figure 4.13, but evidently they violate the joint boundedness by moving outside of the parallelogram region.
Figure 4.13. The particle values in the scalar space shown in a triangular coordinate system. (The scalars $\phi_3$ and $\phi_4$ are combined to show the four-scalar particles on the triangular coordinate. First subplot shows the initial particles, second subplot shows the updated particles at $t = t_e$ without boundedness correction, and all the other subplots show the updated particles with the different correction algorithms.)

The effect of the boundedness correction algorithms on the accuracy of the multi-scalar VCMS model is examined in Figure 4.14. The correction algorithms MP, LDF, and CPM have no effect on the predictions of the scalar mean since they all conserve scalar mean as discussed in Section 4.3.4. The CSB correction yields slightly larger error $E_{\Phi}$ in Figure 4.14 because the CSB correction does not conserve the scalar mean as discussed in Section 4.3.4.

All the correction algorithms tend to underpredict $\Phi_{RMS}$ because of the increased mixing caused by the correction algorithms, and this level of underprediction by the different correction algorithms is different as shown in Figure 4.14. The MP correction underpredicts $\Phi_{RMS}$ by about 60% at $x/l_m = 0$ when compared with the FV results. The LDF correction performs better than MP and underpredicts $\Phi_{RMS}$ by about 17%. The CSB and CPM underpredict $\Phi_{RMS}$ by about 3% and 7%, respectively. The performance difference of the
Figure 4.14. The profiles of the scalar mean $\Phi^*$ (vector), the scalar RMS $\Phi_{RMS}$, and their errors $E_{\Phi^*}$ and $E_{\Phi_{RMS}}$ against $x/l_m$ for the different scalars in the multi-scalar turbulent mixing layer with the VCMS model and the different boundedness correction algorithms (MP, LDF, CSB, and CPM). The error bars are the 95% confidence intervals estimated from multi-trial simulations.

CSB and CPM in the multi-scalar VCMS models seems larger than that in the single-scalar VCMS model discussed in Section 4.4.3.

The effect of the correction algorithms on the convergence of the multi-scalar VCMS model for the mixing layer is examined in Figure 4.15. The errors $|C_{el}|$ estimated from the model in equation (4.79) are tabulated in Table 4.4 based on the convergence results for the multi-scalar mixing layer. The MP, LDF, and CPM correction algorithms are mathematically consistent in the predictions of the scalar mean in the multi-scalar VCMS model as confirmed by the obtained error values $|C_{el} (\Phi)| \sim O \left(10^{-4}\right)$ shown in Table 4.4 which is the same as the truncation error $E_{tr} (\Phi)$. The convergence of $E_{\Phi}$ by these correction algo-
The convergence of the PDF particle prediction errors for the mean $E_\Phi$ and RMS $E_{\Phi RMS}$ against $n_{pc}$ for the different scalars in the multi-scalar turbulent mixing layer with the VCMS model and the different correction algorithms (MP, LDF, CSB, and CPM). The error bars are the 95% confidence intervals estimated from multi-trial simulations. The solid lines are the curve fits by using the model equation (4.79). The errors are evaluated at the mixing layer center $x/l_m = 0$ except $E_\Phi$ with the CSB correction which is evaluated at $x/l_m = 0.6$ or $-0.6$.

The convergence of $E_\Phi$ is shown in Figure 4.15 at $x/l_m = 0.6$ for the turbulent mixing layer with the CSB correction. Evidently, the results do not show a convergent behavior, confirming that CSB is an inconsistent correction algorithm for the scalar mean. The convergence of $E_{\Phi RMS}$ with the different correction algorithms is shown in Figure 4.15. The correction algorithms compromise the convergence achieved by the multi-scalar VCMS model without correction, and a model error $|C_{el} (\Phi_{RMS})|$ is introduced with the order of magnitude about $O(10^{-2})$ for MP and LDF, and $O(10^{-3})$ for CSB and CPM, as shown in Table 4.4, in contrast with the truncation error $E_{tr} (\Phi_{RMS}) \sim O(10^{-5})$ for the multi-scalar mixing layer. The new correction algorithms introduced in this work perform better than the MP correction, especially the non-uniform corrections (CSB and CPM).
Overall, the non-uniform correction algorithms (CSB and CPM) are superior over the uniform correction (MP and LDF) and result in less reduction of $\Phi_{RMS}$. The CPM correction seems to perform best in terms of conserving the scalar mean and yielding less underprediction of $\Phi_{RMS}$, while preserving the particle scalar bounds.

Table 4.4. The values of errors $|C_{e1}|$ for $\Phi$ and $\Phi_{RMS}$ corresponding to $n_{pc} \to \infty$ in equation (4.79) from the simulations of the multi-scalar turbulent mixing layer with the multi-scalar VCMS model and with the different boundedness correction algorithms (MP, LDF, CSB, or CMP) at $x/l_m = 0$, 0.6, or −0.6.

| Model | $x/l_m$ | Quantity | $|C_{e1}(\Phi)|$ or $|C_{e1}(\Phi_{RMS})|$ |
|-------|---------|----------|-----------------------------------------------|
| MP    | 0       | $\Phi$   | $[1.2 \times 10^{-4}, 3.1 \times 10^{-4}, 2.0 \times 10^{-4}, 4.3 \times 10^{-4}]$ |
| LDF   | 0       | $\Phi$   | $[2.0 \times 10^{-4}, 3.7 \times 10^{-4}, 3.4 \times 10^{-4}, 6.3 \times 10^{-4}]$ |
| CSB   | 0.6 or -0.6 | $\Phi$ | $[1.1 \times 10^{-3}, 1.6 \times 10^{-3}, 6.3 \times 10^{-4}, 1.9 \times 10^{-3}]$ |
| CPM   | 0       | $\Phi$   | $[1.8 \times 10^{-4}, 4.3 \times 10^{-4}, 2.3 \times 10^{-4}, 6.1 \times 10^{-4}]$ |
| MP    | 0       | $\Phi_{RMS}$ | $[1.4 \times 10^{-2}, 2.7 \times 10^{-2}, 1.3 \times 10^{-2}, 3.7 \times 10^{-2}]$ |
| LDF   | 0       | $\Phi_{RMS}$ | $[5.9 \times 10^{-3}, 1.1 \times 10^{-2}, 5.2 \times 10^{-3}, 1.3 \times 10^{-2}]$ |
| CSB   | 0       | $\Phi_{RMS}$ | $[5.0 \times 10^{-4}, 6.3 \times 10^{-4}, 1.0 \times 10^{-4}, 8.3 \times 10^{-4}]$ |
| CPM   | 0       | $\Phi_{RMS}$ | $[2.1 \times 10^{-3}, 4.7 \times 10^{-3}, 3.4 \times 10^{-3}, 6.4 \times 10^{-3}]$ |

The percentage, $\eta_{BV}$, of particles with scalar bounds violation among the total number of particles is examined in Figure 4.16 for the multi-scalar VCMS model. For the multi-scalar mixing layer test case with VCMS without boundedness correction, $\eta_{BV}$ (circles in Figure 4.16) is approximately 17% and this value remains the same when $n_{pc}$ is increased. This suggests that the violation of particle scalar bounds exists even when $n_{pc} \to \infty$. The correction algorithms, on the other hand, are necessary for ensuring realizability of particle scalars for simulations of problems like turbulent combustion. The CSB and CPM correction algorithms reduce the value of $\eta_{BV}$ to about 5% in the multi-scalar mixing layer, the LDF correction algorithm reduces the value of $\eta_{BV}$ below 0.1% when $n_{pc} > 200$, and the MP
Figure 4.16. The percentage $\eta_{BV}$ of the number of particles that violate the scalar bounds among the total number of particles used in the simulations of the multi-scalar turbulent mixing layer by using the VCMS model and with or without boundedness correction. The error bars are the 95% confidence intervals estimated from multi-trial simulations.

correction decreases $\eta_{BV}$ to 0.01%. The significant reduction of $\eta_{BV}$ by the MP correction is consistent with its aggressive correction.
Although the correction algorithms to the boundedness violation of the particle scalars introduce model errors to the VCMS models, they are required in order to ensure realizability of scalar values in practical combustion simulations. The boundedness issue is not completely resolved in this work, while the newly developed correction algorithms have shown substantial improvement to the previously developed MP correction [176]. Such improvement is highlighted further in Figure 4.17 where the errors $|C_{el}|$ involved in the correction algorithms are compared for the predictions of the scalar mean $\bar{\Phi}$ and scalar RMS $\Phi_{RMS}$ in the multi-scalar mixing layer problem discussed in Section 4.4.5. The new correction algorithms (LDF, CSB, CPM) reduce the error $|C_{el}(\Phi_{RMS})|$ substantially when compared with the MP correction.

Although we advocate the advantages of VCMS model (an improvement to the MS model) and the new correction algorithms in this paper, we do not diminish the importance of the RW model. The RW model is still the most widely used model for the Lagrangian PDF particle method and it does not have any realizability issue despite the inconsistency issue discussed in Section 4.1. There is a work to suggest that the RW model is numerically more stable than the MS model [179]. Both types of models (RW and MS) are expected to be useful and serve well for different purposes. When the modeling of DMD is concerned, the MS and VCMS models are the only suitable choices because RW assumes equal molecular diffusivities. In the multi-scalar case, it has been demonstrated that the MS and VCMS models yield errors for the predictions of scalar mean up to one-order of magnitude smaller than that from the RW model (as shown in Figures 4.10 and 4.14, and Tables 4.3 and 4.4). It is also noticed that the VCMS combined with CPM yields error for the predictions of scalar RMS smaller than or comparable to the RW model (as shown in Figures 4.10 and 4.14, and Tables 4.3 and 4.4) because of the realizability issue. It is worthwhile to mention that the boundedness correction in the multi-scalar case can cause more error than the single scalar case because of the need to ensure boundedness of every scalar. The correction of one scalar requires simultaneous correction of all the other scalars of the same particle even if they do not violate scalar bounds. For this reason, the realizability issue of the MS and VCMS models for multiple scalars has not been completely resolved. Nevertheless, the new
correction algorithms introduced in this work are a significant improvement to the existing MP correction.

In summary, we examined the effect of the boundedness correction algorithms on the accuracy and convergence of the multi-scalar VCMS model. The different correction algorithms do not affect the convergence of the scalar mean, except the CSB correction, and the convergence of the VCMS model for the scalar RMS is compromised by employing the correction. The performance of the different correction algorithms (MP, LDF, CSB, and CPM) is compared in detail. The MP correction is found to be too aggressive and reduces the scalar RMS and $\eta_{BV}$ significantly, and the newly introduced correction algorithms (LDF, CSB, and CPM) are found to be able to yield improved results to various degrees.

4.4.6 Effect of different mixing models

Another issue with the MP correction (when combined with the MS model) is that it can be used only with the IEM mixing model. The IEM mixing model is less attractive for modeling turbulent flames with local extinction [132]. In the newly developed multi-scalar VCMS model, the four correction algorithms can be combined with any mixing models, as mentioned in Section 4.3.4. Two more mixing models (MCurl and EMST) are examined with the CPM correction algorithms for the multi-scalar mixing layer to illustrate the compatibility of the new correction algorithms with different mixing models. When using a new mixing model, we only use the mixing model for the micro-mixing term (the term involving $\Omega$ in equation (4.62)) and still use the IEM formulation for the variance correction (the terms involving $\hat{\omega}_q$). Figure 4.18 shows the particle scatter plots obtained with the MCurl and EMST mixing models (with the CPM correction), and the comparison of the predictions of the scalar mean and RMS with the different mixing models. The results show little difference among the different mixing models in the predictions of the mixing layer test case, and confirm the effectiveness of the CPM correction when combined with the different mixing models.
Figure 4.18. The particle scalar values $\Phi^*$ against $x/l_m$ in the multi-scalar turbulent mixing layer predicted by the VCMS model with the CPM correction and with the MCurl mixing model (the first row) and the EMST mixing model (the second row). The profiles of the scalar mean $\Phi$ against $x/l_m$ with the different mixing models are shown in the third row, and the profiles of the scalar RMS $\Phi_{\text{RMS}}$ in the last row. The error bars are the 95% confidence intervals estimated from multi-trial simulations.

4.4.7 Comparison of computational cost

The computational cost of the VCMS model is higher than the MS model. The implementation of the multi-scalar VCMS model requires $O(n_p n_{\phi}^2)$ operations to form the linear system in equation ((4.60)) and another $O(n_{\phi}^3)$ to solve the system. Nevertheless, the cost of the VCMS model still scales linearly with $n_p$. Although the cost of solving the linear system in ((4.60)) can be expensive, this cost can still be relatively small when a combustion problem is concerned where the calculation of finite-rate chemistry is usually the dominant
cost. Additionally, the matrix \( \mathcal{A} \) in equation (4.61) may become diagonally dominant when \( n_{\phi} \gg 1 \), which makes the solution less expensive than \( O(n_{\phi}^3) \). The computational cost of the different particle models and the correction algorithms has been compared in the multi-scalar mixing layer problem. No substantial difference has been found in their cost. For example, the relative cost ratio of using MP, LDF, CSB, and CPM in the VCMS model is about 5:5:5:4, and the ratio of using MS, RW, and VCMS models is about 10:13:22.

4.4.8 Model performance under real turbulence conditions

![Figure 4.19](image)

Figure 4.19. The predicted maximum error of \( \xi_{RMS} \), \( \max (E_{RMS}) / \xi_{RMS,0} \), against \( Re_t \) in the single-scalar turbulent mixing layer test case with the RW model, the MS model and the VCMS model, and three boundedness correction options: without correction, with the MP correction, and with the CPM correction. The error bars are the estimated 95% confidence intervals estimated from multi-trial simulations.

The extensive discussions above are based on a turbulent mixing layer test case in Section 4.4.1. The test case is manufactured and is arguably to be not representative to realistic turbulence conditions. In particular, the \( Re_t = 100 \) is relatively low, and the velocity-to-scalar timescale ratio \( C_{\phi} \approx 0.01 \) is lower than a realistic value. These parameters are intentionally chosen to isolate the effect of molecular diffusion for a focused study of the
mathematical consistency and convergence of the molecular diffusion models. In the above
discussions, we focus mainly on the relative performance difference of the different models
and the boundedness correction algorithms. Here, we extend the mixing layer test case in
Section 4.4.1 to more realistic turbulence conditions by employing $C_\phi = 2$ according to an
experiment (e.g. [185]), to assess the performance of the different models under realistic
conditions. A range of the values of $Re_t$ is specified to examine the model performance
under real turbulence conditions, $Re_t \in [100, 500]$. The estimated turbulent $Re_t$ (defined
in Table 4.1) in several realistic cases (in experiments or DNS) is summarized in Table 4.5.
From the table we can see that, $Re_t = 100$ is near the lower end of turbulence conditions in
realistic problems. The examined range of $Re_t = [100, 500]$ is expected to be able to rep-resent a range of realistic problems with relatively low Re, with which the effect of molecular
diffusion is expected to be evident.

For the turbulent mixing layer test case (with $C_\phi = 2$ and $Re_t \in [100, 500]$), the pre-dicted maximum relative error of $\bar{\varepsilon}_{RMS}$, $\max \left( \frac{E_{\bar{\varepsilon}_{RMS}}}{\bar{\varepsilon}_{RMS,0}} \right)$, where $\bar{\varepsilon}_{RMS,0}$ is the RMS
at the center of the mixing layer, against $Re_t$ is depicted in Figure 4.19. Both the MS and
VCMS models are considered, and the RW model is also included as a reference. Three
cases for MS and VCMS are simulated, without boundedness correction, with the MP cor-rection, and with the CPM correction. The yielded relative error by the MS model without
correction (open circle) at $Re_t = 100$ (with $C_\phi = 2$) is about 10%, which is the same as
the relative error observed in Figure 4.3 with the same $Re_t$ but with $C_\phi \approx 0.01$. This indi-cates that the model relative error and inconsistency in the MS model discussed in this work
does not have a strong dependence on $C_\phi$. Comparing the MS model and the VCMS model
without boundedness correction, we can see a clear difference of the error levels. The error
involved in the VCMS model case is negligibly small and is mostly independent of $Re_t$
(caused by other sources of errors such as grid error). The error in the MS model is greater
than that in VCMS due to the MS model inconsistency and decreases when $Re_t$ increased
as expected. Within the considered range of $Re_t$, the MS error due to the missing spatial
transport of scalar variance is between 10% at $Re_t = 100$ and 3% at $Re_t = 500$. The MP
correction combined with the MS model raises the relative error to about 16% at $Re_t = 100,
Table 4.5. Estimated range of turbulent $Re_t$ in a few laboratory-scale experiments or DNS.

<table>
<thead>
<tr>
<th>Experiments or DNS</th>
<th>Cases</th>
<th>Estimated range of $Re_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal mixing layer in grid turbulence by Ma and Warhaft [184]</td>
<td>$x_0/M = 60.0$ (where $x_0$ refers to the position of the mandoline from the grid and $M$ is the grid size of grid turbulence generator).</td>
<td>[87, 137]</td>
</tr>
<tr>
<td></td>
<td>$x_0/M = 20.0$</td>
<td>[94, 204]</td>
</tr>
<tr>
<td></td>
<td>$x_0/M = 2.0$</td>
<td>[98, 472]</td>
</tr>
<tr>
<td>Sandia temporally evolving jet CO/H$_2$ DNS flames [190]</td>
<td>Case L: $Re_0 = 2510$ (where $Re_0$ is the fuel jet bulk Reynolds number.)</td>
<td>(0, 70)</td>
</tr>
<tr>
<td></td>
<td>Case M: $Re_0 = 4478$</td>
<td>(0, 125)</td>
</tr>
<tr>
<td></td>
<td>Case H: $Re_0 = 9079$</td>
<td>(0, 214)</td>
</tr>
<tr>
<td>Premixed flames experiment [191]</td>
<td>Case with mass flow rate 10 kg/h: $Re_0 = 4871$, where $Re_0$ is the jet bulk Reynolds number</td>
<td>$\sim 87$</td>
</tr>
<tr>
<td></td>
<td>Case with mass flow rate 18 kg/h: $Re_0 = 8768$</td>
<td>$\sim 134$</td>
</tr>
<tr>
<td>Sandia piloted jet flame D [88]</td>
<td>$Re_0 = 22400$ (where $Re_0$ is the fuel jet bulk Reynolds number.)</td>
<td>(0, 1130), around [120, 650] near the non-premixed flame front</td>
</tr>
</tbody>
</table>

and 5% at $Re_t = 500$. This illustrates that the issues raised in this paper due to the inconsistency of MS and the overcorrection of MP are relevant even at not small Reynolds number.
turbulence conditions, say $Re_t \geq 300$ (with relative error greater than 10%). This range of $Re_t$ covers most of the experimental conditions shown in Table 4.5, and hence demonstrates the relevance of the current study to realistic problems. The MP correction when combined with the VCMS model significantly degrades the simulation results of the consistent model and causes the relative error to be even higher than the MS model with MP correction and close to the error from the RW model for this single-scalar case. This demonstrates the need to develop new correction algorithms to be combined with the new VCMS models. With the newly developed CPM correction, the MS model and VCMS model yield results very close to the results without boundedness correction, indicating the superior performance of the CPM correction over the entire range of $Re_t$ that is examined in Figure 4.19. In summary, the issues raised in this paper related to the inconsistency of MS and the overcorrection of MP are shown to be evident even under realistic turbulence conditions. The performance of the newly introduced models (the VCMS model and CPM correction) is further demonstrated under these conditions, and hence the new work presented in this paper represents an important advancement to the transport PDF method for treating differential molecular diffusion consistently and accurately. The results shown in Figure 19 are for a single-scalar case for which the RW model preforms mostly worse than MS and VCMS with different correction algorithms, for the predictions of scalar RMS. The same trend is expected to be true for the predictions of scalar mean (if unit Lewis number is used in RW). As discussed in Section 4.4.5, the performance of the correction algorithms in multi-scalar cases deteriorates for the predictions of scalar RMS, and the best combination with VCMS and CPM may reach the same order of magnitude of error as the RW model for some scalars. Nevertheless, the VCMS model with CPM can reduce the error of RW for the scalar mean by one-order of magnitude and it represents a significant improvement to the existing MS model with MP correction.

The conclusions obtained from this paper is highly expected to be extensible to simulations of actual two dimensional or three-dimensional turbulence and combustion problems. Those simulations will be conducted in our future work to further demonstrate the capability of the new models and correction algorithms.
To summarize, we examined and validated the VCMS models developed in Section 4.3 in detail in this section. The mathematical consistency of the VCMS models is verified. The performance difference of the different correction algorithms is compared in detail, and the new correction algorithms show superior performance over the MP correction. The effect of the correction algorithms on model convergence is also examined thoroughly to provide a detailed understanding of the different models. The compatibility of the new correction algorithms with different mixing models other than the IEM model is also examined and confirmed. The relevance of the model issues and model advancement to realistic problems is established.

4.5 Conclusions

This work aims at resolving the inconsistent transport of the scalar variance by the MS model for treating DMD in the transported PDF methods for turbulent reactive flows. Fully consistent models called VCMS models are developed to resolve the issue of the MS model while retaining other positive features of the MS model. The single-scalar VCMS model is developed first by introducing a correction to the mixing to account for the missing molecular diffusion for the scalar variance in the MS model. The single-scalar VCMS model cannot be extended straightforwardly to a multi-scalar system. A systematic strategy is introduced to develop a fully consistent multi-scalar VCMS model. In conjunction with the VCMS model development, new boundedness correction algorithms (LDF, CSB, and CPM) are introduced to enforce realizability of the particle scalars in addition to extending the conventional MP correction to the VCMS models. The mathematical consistency and accuracy of the VCMS models are validated in a turbulent mixing layer problem. The performance of the different boundedness correction algorithms is examined in detail in the mixing layer problem when combined with the VCMS models. The new correction algorithms, especially CPM, show significant improvement when compared to the MP correction. The effect of the correction algorithms on the model consistency is also evaluated thoroughly. All correction algorithms lead to a model error, while the magnitudes of errors
for the different correction algorithms are very different. The assessment of the correction algorithms provides a guideline for choosing the algorithms for applications. The incorporation of other mixing models with the VCMS model is also explored, and the results are very promising, while in the MS model, only IEM can be used when combined with the MP correction. These results signify an important advancement to the transported PDF methods for treating detailed molecular diffusion accurately and robustly in turbulent combustion problems.

Appendices

An illustration of the overcorrection by the MP correction algorithm

We use a simple example to illustrate the overcorrection by the MP correction algorithm [176]. A single scalar system with a number of \( n_p = 20 \) particles is considered with the initial particle scalar values uniformly distributed between \([\xi_s, \xi_e]\), \textit{i.e.}, the initial particle values at time \( t = t^n \) are \( \xi^n_p = \xi_s + (p-1)(\xi_e - \xi_s)/(n_p - 1) \), \((p = 1, \ldots, n_p)\). A single particle time step advancement is performed to obtain the new particle values \( \xi^{n+1}_p \) at time \( t = t^{n+1} \) by using equation (4.31). The value of \( c \) in equation (4.31) is specified to be \( c = 0.1 \) and the mean shift \( \Delta \tilde{\xi} = -0.3 \) in this illustration. Since \( \Delta \tilde{\xi} \) is negative, the lower bound violation at \( \xi = 0 \) is of concern here. Three cases with different values of \([\xi_s, \xi_e]\) are considered, and the new particle values \( \xi^{n+1}_p \) against \( \xi^n_p \) are shown in Figure 4.20 for the three cases. For the first case \([\xi_s, \xi_e] = [0, 0.7]\), one initial particle (shown as circles) is exactly on the scalar lower bound \( \xi = 0 \). After the particle step, without correction, the lower bound is clearly violated (shown as squares). With the MP correction, the lower bound is enforced and the particle that is on the bound initially stays on the lower bound (shown as triangles), which is expected. For the second case \([\xi_s, \xi_e] = [0.1, 0.8]\), the initial particles are not on the lower bound. After the particle step, the lower bound violation is seen without correction. Now, with the MP correction, the lower bound is enforced but unfortunately no updated particles are on the lower bound, represents an example of overcorrection by the MP correction algorithm. For the third case \([\xi_s, \xi_e] = [0.3, 1]\), no particle bound violation
occurs after the particle update without correction. However, in this case, the MP algorithm still yields correction that is obviously unnecessary, and this represents a second example of overcorrection by the MP correction algorithm.

Figure 4.20. Updated particle values $\xi_p^{n+1}$ against the initial particles $\xi_p^n$ after one particle time step for the three different cases with different values of $[\xi_s, \xi_e]$ to illustrate the overcorrection caused by the MP correction algorithm.

**Direct extension of single-scalar VCMS model to multiple scalars**

The single-scalar VCMS model developed in Section 4.3.1 can be easily extended to multiple scalars, by modifying the particle scalar equation (4.29) in the MS model into

$$
d\phi_{a, \rho}^* (t) = -\left( \Omega + \omega_a \right)^* \left( \phi_{a, \rho}^* - \bar{\phi}_a^* \right) dt + \left[ \nabla \cdot \left( \bar{\rho} \Gamma_a \nabla \bar{\phi}_a \right) + \bar{\kappa}_a \right]^* dt + S_a \left( \Phi_a^* \right) dt,
$$

where $\omega_a$ is the added correction mixing frequency defined in equation (4.53), following equation (4.41) for the single-scalar case, to account for the missing molecular diffusion term in the variance equation (4.30) by the MS model. Obviously, $\omega_a$ has to be specified differently for the different scalars. With the model in (4.5.80), the corresponding mean and
variance scalar equations can be derived and are found to be fully consistent with the model equations (4.4) and (4.5). This extension of the single-scalar VCMS model in Section 4.3.1 to multiple scalars seems to be able to successfully improve the MS model to yield consistent transport equations for both the scalar mean and the variance. Unfortunately, however, the model in (4.5.80) is not consistent at the particle level even the first two moments (the mean and variance) are consistent. This can be shown by summing (4.5.80) over all scalars, and the normalization condition in equation (4.2) is not satisfied because of the dependency of \( \omega_a \) in equation (4.5.80) on the scalars. It is possible to introduce a correction to satisfy the particle normalization condition, e.g.,

\[
d\phi^*_a,\rho(t) = -\left(\Omega + \omega_a\right)^* \left( \phi^*_a,\rho - \tilde{\phi}^*_a \right) dt + \phi^*_a \sum_{\rho} \omega^*_\rho \left( \phi^*_\rho,\rho - \tilde{\phi}^*_\rho \right) dt + \\
\left[ \nabla \cdot \left( \overline{\rho \Gamma_{a} \nabla \phi_a} + \hat{C}_a \right) \right]^* dt + S_a \left( \Phi^*_\rho \right) dt,
\]

in which the second term on the right-hand side is added to enforce the normalization condition in equation (4.2). This correction leads immediately to an undesired source term in the following corresponding variance equation (the last term on the right-hand side) when compared to equation (4.5),

\[
\frac{\partial \rho \phi^*_a}{\partial t} + \nabla \cdot \left( \overline{\rho \phi^*_a} \right) = \nabla \cdot \left[ \overline{\rho \left( \Gamma + \Gamma \right) \nabla \phi^*_a} \right] - 2 \overline{\rho \phi^*_a} + 2 \overline{\rho \phi^*_a} \nabla \phi_a \cdot \nabla \tilde{\phi}_a + \\
2 \overline{\rho \left( \phi_a S_a - \phi_a S_a \right)} + 2 \overline{\rho \phi_a} \sum_{\rho} \omega^*_\rho \tilde{\phi}^*_\rho \tilde{\phi}^*_\rho.
\]

It looks like that one correction to an inconsistency will always lead to another inconsistency. Thus, the simple extension of the single-scalar VCMS to multiple scalars does not seem to be able to yield a fully consistent model.
5. AN A PRIORI EXAMINATION OF A POWER-LAW MIXING TIME SCALE MODEL FOR TRANSPORTED PDF METHOD IN A HIGH-KARLOVITZ NUMBER TURBULENT PREMIXED DNS FLAME

DNS of a high-Karlovitz number turbulent premixed jet flame has been reported recently (Wang et al., Proc. Combust. Inst., 2017, 36, 2045-2053). The DNS flame features an intense interaction between the turbulence and flame structures in the broken reaction zone regime as suggested by the DNS dimensionless parameters. In this work, we analyze the DNS results to gain insights into the modeling of sub-filter scale mixing in the context of large-eddy simulations (LES) and probability density function (PDF) method. A sub-filter scale mixing time scale is analyzed with respect to the filter size to examine the validity of a power-law scaling model for the mixing time scale in LES/PDF. The results show remarkable agreement with a simple power-law scaling when the filter size is sufficiently large. A detailed examination of the power-law fitting parameters in space and among different scalars finds that the power parameter is approximately constant except in the area near the jet exit, while the other parameter related to the flame length scale shows a clear spatial and scalar dependence. A new model for the mixing time scale is proposed based on the DNS observation, and has been demonstrated to represent the mean and instantaneous mixing time scale reasonably well in a priori assessment.

5.1 Introduction

Practical combustion configurations in transportation and propulsion applications have been pushed toward extreme conditions such as high speed, high pressure, compact combustor size, and lean burning. Understanding combustion under extreme conditions is thus
imperative for the development of predictive models for combustion problems that are relevant to practical applications. Ultra-lean burning is an extreme combustion condition that is highly desired in many applications like automobile engines and gas turbines due to the environmental concerns and government regulations. Ultra-lean turbulent premixed combustion is characterized by a high Karlovitz (Ka) number, which is defined as the time-scale ratio between a characteristic chemical time scale, $\tau_C$, and the Kolmogorov turbulence time scale, $\tau_\eta$, i.e., $Ka = \tau_C / \tau_\eta$. Under very high-Ka conditions, small-scale turbulent eddies penetrate a premixed flame front and push the combustion towards the distributed reaction regime. The chemical scales are tightly entangled with the spectrum of turbulence scales and create a strong turbulence-chemistry coupling that makes the predictive modeling of high-Ka turbulent premixed combustion a highly challenging task. It is critically needed to develop a thorough understanding of the characteristics and scaling of high-Ka turbulent premixed combustion for the development of accurate turbulent combustion models.

Because of its importance, high-Ka turbulent premixed combustion has received significant attentions. Examples of existing work include the experimental studies [153, 166, 167, 192–198] and the direct numerical simulation (DNS) studies [32–41, 199]. These studies have helped gain deep insights into the combustion physics and inspired new modifications to the traditional regime diagrams of turbulent premixed combustion, such as the Borghi diagram [150, 200]. The experimental study in [195] found that, with increasing turbulence intensity, the measured preheat zone is broadened as indicated by the Borghi diagram but no broadened reaction zone is observed even with $Ka > 100$, which is contradictory to the Borghi diagram. Similar observations with thin reaction zones with $Ka > 100$ have also been reported in other experimental [192–194] and DNS [32] studies. In contrast, however, the broadened reaction zones were observed experimentally by Dunn et al. [153, 166] and Zhou et al. [196–198]. It was speculated that the contradictory observations are caused by the different configurations used in the different studies, although the exact cause is yet to be found. Besides, the measured boundary between the broadened preheat thin reaction zone regime and flamelet regime in [195] is not at $Ka = 1$, which is not consistent with the Borghi diagram. A new diagram based on the measurements was then proposed with up-
dated boundaries between the flamelet regime and thin reaction zone regime, and between the thin reaction zone regime and distributed reaction regime.

DNS has become an extremely important tool to study fundamental combustion physics, but its use in practical combustion problems is still very limited. Statistical models are still needed to provide feasible engineering solutions. Among many existing turbulent combustion statistical models, the transported probability density function (PDF) method (or filtered-density function (FDF) method) is attractive for its intrinsic closure for the sub-filter scale chemical reaction effect. It provides a highly useful tool for modeling turbulent combustion that is not mixing controlled. The transported PDF method has been largely tested in non-premixed combustion which is mostly mixing controlled. Both Reynolds-averaged Navier-Stokes (RANS) modeling [58,59,201–203] and large-eddy simulation (LES) modeling [70,117,149,168,204–207] have been conducted by using the transported PDF method. In these existing transported PDF studies of non-premixed combustion, the target cases range from early canonical Sydney piloted jet flames L, B, and M [9,118] and Sandia piloted jet flames D, E, and F [88], to more recent Sydney/Sandia inhomogeneous inlet piloted jet flames [25,26,208]. The overall performance of the transported PDF method in non-premixed combustion is demonstrated to be reasonable, including the predictions of low-probability combustion scenarios like local extinction and re-ignition [14,59].

The transported PDF method has also been applied to partially premixed and premixed combustion, although the effort is much less than non-premixed combustion. A frequently modeled premixed flame case is the turbulent premixed Bunsen jet flames F1, F2, and F3 [83]. LES/PDF studies of flame F3 were reported in [209] and of flame F1 were reported in [149]. Wang and Zhang [149] evaluated the performance of LES/PDF in predicting combustion across different combustion regimes including premixed and partially premixed. More recent premixed combustion cases are the piloted premixed jet burner (PPJB) [153,166] and turbulent counterflow premixed jet flames (TCF) [87,210]. Rowinski and Pope [165,211] studied the PPJB flames using transported PDF method in both RANS and LES contexts. LES/PDF studies of the TCF flames were reported in [212,213]. Despite these efforts of applying the transported PDF method to partially premixed and premixed
combustion, they are less comprehensive than the efforts for non-premixed combustion. In most of these existing PDF modeling of partially premixed and premixed combustion, the same sub-models that are developed for the non-premixed combustion are used directly, including the micro-scale mixing models. Turbulent premixed combustion, however, is fundamentally different from non-premixed combustion and is usually not mixing controlled as observed in many non-premixed combustion problems. The coupling between chemical reaction and molecular diffusion in premixed combustion is tighter when compared to non-premixed combustion, which yields additional modeling challenges for modeling premixed combustion [214]. Most of the existing mixing models for the transported PDF method are developed based on mixing-controlled problems like non-premixed combustion. The rate of mixing is determined purely by turbulence and the small-scale coupling between mixing and chemical reaction is neglected. It is thus needed to assess the new challenges of mixing modeling in turbulent premixed combustion and develop new or improved mixing models to accurately describe the coupling between mixing and reaction in premixed combustion.

There have been a few attempts to develop mixing models in the transported PDF method for turbulent premixed combustion. Pope and Anand [215] developed models for mixing in two extreme combustion regimes, *i.e.* distributed reaction and flamelet regimes. In the distributed reaction regime, turbulent mixing is dominant and the molecular transport effect is treated as that in the inert mixing case. The scalar mixing time scale is modeled as proportional to the turbulent time scale with a model constant, $C_\phi$. In the flamelet regime, the flame is assumed locally to be an undistributed laminar flame and then the molecular diffusion can be tabulated from the corresponding laminar flames. Recently, Kuron et al. [216] combined the two mixing models for the two extreme combustion regimes into a hybrid model. The new model is able to treat the transition from one mixing limit to the other. For inert mixing or turbulent dominant mixing process, large scale properties dominate and small scales effects are often negligible, while in flamelet regime of premixed combustion, the effects of small scale properties, such as chemical reaction and Kolmogorov eddies, on mixing are significant and need to be considered. Linstedt and Vaos [79] developed a mixing time scale model to incorporate the effects of small scale properties (the Kolmogorov
and local flame propagation velocities) and examined the model performance in flames F1 and F3. In the aforementioned models [79, 215, 216] for the mixing time scale, a model constant, $C_\phi$, needs to be pre-specified. A large variation in $C_\phi$ values has been observed in different studies [167, 211]. To avoid the uncertainty in specifying constant $C_\phi$ values, Stöllinger and Heinz [217] developed a model based on a transport equation that can be used for the mixing time scale in the thickened flame regime. They combined the transport equation based mixing time scale model for the thickened flame regime with an algebraic model by Kolla et al. [218] for the flamelet regime, and introduced a linear blending model for the mixing time scale which is believed to be more general and applicable to different regimes of turbulent premixed combustion. The aforementioned new developments of premixed combustion mixing models are all in the RANS modeling context. Recently, Wang et al. [219] developed a sub-filter scale mixing time scale model, called locally enhanced mixing by reaction (LER) model, in the LES modeling context for premixed combustion. The LER model is developed to incorporate the chemical kinetic effects on the sub-filter scale scalar mixing process. It models the sub-filter scale scalar mixing frequency as a power law of the LES filter size and this power-law scaling is supported by previous DNS studies [220]. Despite these recent developments, more efforts are still needed to examine and improve the transported PDF method for mixing modeling in turbulent premixed combustion.

The application of the PDF method to high-Ka number premixed combustion is even more limited. To the best of our knowledge, only few transported PDF studies of premixed combustion at high Ka numbers are reported in the literature. Dunn et al. [167] presented RANS/PDF calculations of the PPJB flames with $\text{Ka} = 100 \sim 3500$ (defined as $\text{Ka} = \tau_f / (\sqrt{15} \tau_n)$ in [153] and $\tau_f$ is the unstrained laminar flame time scale) and studied the effects of constant $C_\phi$ values with the EMST mixing model. Rowinski and Pope [165, 211] applied RANS/PDF and LES/PDF methods to study the PPJB flames. In these modeling studies, essentially the same set of sub-models were used for modeling the high-Ka turbulent premixed combustion as that used for non-premixed [206]. No work has been reported on developing mixing models that are suitable for high-Ka premixed combustion. This work
aims to advance the transported PDF method by developing and assessing mixing models for extreme combustion conditions with a high Ka number.

The modeling of sub-filter scale mixing for high-Ka combustion is fundamentally challenging. In particular, there is a significant gap in the understanding of the characteristics and scaling of high-Ka number combustion. A fundamental question to be answered is how the rate of sub-filter scale mixing depends on the LES filter size. Without a clear understanding of this dependence, it is difficult to develop regime-consistent mixing models. Wang et al. [219] formulated a power-law scaling of the mixing time scale based on existing DNS studies [220] and developed the LER model. The LER model is the first model of its kind for modeling the sub-filter scale mixing time scale in the transported PDF method for turbulent premixed combustion. The model has been examined in low or moderate Ka numbers. Its applicable to high-Ka combustion has not been examined so far. This work aims to gain fundamental scaling of high-Ka combustion by conducting an a priori examination of the power-law scaling model for the mixing time scale. Existing DNS database for high-Ka turbulent premixed flames will be used for the a priori study.

There have been several DNS studies reported on high-Ka combustion [32–41, 199]. Among these studies, the DNS flames in [32–37] are all limited to statistically one dimensional planar flames in homogeneous isotropic turbulence. Recently, the first non-trivial configuration in a high-Ka DNS jet flame was reported [38–41]. The DNS flame features an intense interaction between the turbulence and flame structures with Ka = 250 at the jet exit and belongs to the distributed reaction zone regime in the Borghi diagram. In this work, we perform an a priori examination in the high-Ka DNS flame in terms of the sub-filter mixing time scale modeling in the LES/transported PDF method. The objective is to evaluate the extensibility of the LER model for the sub-filter mixing time to high-Ka combustion cases.

The rest of the paper is organized as follows. Section 5.2 discusses the LES/PDF method with a focus on the micro-mixing process modeling. Section 5.3 reports the examination results of sub-filter mixing time scale in the high-Ka DNS jet flame. Section 5.3.1 briefly summarizes the case conditions. Section 5.3.2 reports the DNS observations of the scaling
Section 5.3.3 develops a new model, and compares the performance of the new model with existing models in an a priori examination. Finally, the conclusions are drawn in Section 5.4.

5.2 LES/PDF modeling of turbulent combustion

A combined LES/PDF methodology is chosen in this work as the baseline model for the study of the sub-filter scale mixing. The modeling approach is briefly reviewed in Section 5.2.1. The sub-filter scale mixing models are discussed in Section 5.2.2. The discussion on the modeling of the time scale for the sub-filter scale mixing is presented in Section 5.2.3.

5.2.1 LES/PDF method

In the combined LES/PDF method [206], the flow and turbulence fields are solved by using the LES method [135], and the combustion fields are described statistically by using the joint composition transported PDF method [206, 221]. Details about the combined LES/PDF model can be found in [117, 206] and previous applications of LES/PDF can be found in [14, 70, 117, 149, 206]. This work mainly focuses on the transported PDF model and we briefly summarize the method in the following.

In the transported PDF method, a single-point single-time joint composition PDF, \( f_\phi(\psi; x, t) \), is used to represent the sub-filter scale distribution of random combustion fields \( \phi(x, t) \) at a spatial location \( x \) and time \( t \). The composition vector \( \phi = \{ \phi_\alpha, \alpha = 1, \ldots, n_\phi \} \) consists of the mass fractions of species and the enthalpy, and \( \psi \) is the corresponding composition sample space vector. The transport equation of the density-weighted sub-filter scale composition PDF, \( \tilde{f}_\phi(\psi; x, t) \), is

\[
\frac{\partial \tilde{\rho} \tilde{f}}{\partial t} + \nabla \cdot (\tilde{\rho} \tilde{u} \tilde{f}) + \sum_\alpha \frac{\partial}{\partial \psi_\alpha} \left( \tilde{\rho} S_\alpha(\psi) \tilde{f} \right) = \nabla \cdot \left( \tilde{\rho} \Gamma_i \nabla \tilde{f} \right) - \sum_\alpha \frac{\partial}{\partial \psi_\alpha} \left( (D_\alpha + C_\alpha) \frac{\psi}{\tilde{\rho}} \right),
\]

where \( \Box \) and \( \tilde{\Box} \) denote volume filtering and density-weighted filtering, respectively, \( \rho \) is density, \( D_\alpha = \frac{1}{\rho} \nabla \cdot (\rho \Gamma_\alpha \nabla \phi_\alpha) \) with \( \Gamma_\alpha \) is the molecular diffusivity of the \( \alpha \)th composition,
\( S_a \) is the chemical source term, and the summation rule is not implied here by the repeated indices in this work. In Eq. (5.2.1), \( C_a = -\frac{1}{\rho} \nabla \cdot \left( \rho \sum_{\beta=1}^{\text{spec}} \Gamma_\rho \nabla \phi_\beta \right) \delta_{\alpha \text{spec}} \) is a correction term to ensure mass conservation in a multi-scalar diffusion system, where \( \delta_{\alpha \text{spec}} \) is the Kronecker delta implying all the mass correction is distributed to the last species, i.e., \( \text{N}_2 \). In the current examination work, \( \text{N}_2 \) is not considered and hence we only report the contribution of \( D_a \) to the sub-filter scale mixing in the following. In Eq. (5.2.1), \( \tilde{u} = \{ \tilde{u}_i, i = 1, 2, 3 \} \) is the resolved velocity vector, and the sub-filter scale part of the convection term is modeled by using the gradient model [99] with \( \Gamma_\tau \) being the sub-filter scale turbulent diffusivity and shown as the first term in the right-hand side of Eq. (5.2.1). The terms on the left-hand side are closed, including the highly nonlinear chemical source term, which is the most attractive feature of the transported PDF methods. The last term on the right-hand side is the conditional molecular diffusion term, \( \overline{D_a | \psi} \), which is unclosed and requires modeling.

The conditional molecular diffusion term, \( \overline{D_a | \psi} \), acting as a convective velocity in the high dimensional composition space in Eq. (5.2.1), represents the effects of molecular diffusion on the evolution of the joint PDF distribution of combustion fields. Molecular diffusion is a fundamentally important physical process in turbulent combustion, which enables chemical reaction by transporting the fresh reactants and the combustion products around the flame front and mixing them at the molecular scale. The rate of the molecular diffusion process depends on the molecular diffusivity as well as the scalar gradient distribution which is highly dependent on turbulence and chemical reaction, especially in and near the flame front. From the computational perspective, molecular diffusion occurs at the molecular scale and cannot be resolved in LES, and hence modeling is required. Besides, the driving force of molecular diffusion is the spatial non-uniformity, while the single-point PDF contains no sub-filter scale spatial gradient information, and therefore a model is required for the conditional molecular diffusion term in the LES/PDF method. The assessment and development of models for the unclosed conditional molecular diffusion term are the focus of this work.
5.2.2 Mixing models for conditional molecular diffusion

To model the conditional molecular diffusion term \( \overline{D_a|\psi} \) in Eq. (5.2.1), two different modeling strategies [99, 155, 175, 176] are usually adopted as shown in the following equations (5.2.2) and (5.2.3).

\[
- \sum_a \frac{\partial}{\partial \psi_a} \left( \hat{\rho} \hat{f} \hat{D_a} | \psi \right) \approx \nabla \cdot \left( \hat{\rho} \hat{\Gamma} \nabla \hat{f} \right) - \sum_a \sum_\beta \frac{\partial^2}{\partial \psi_a \partial \psi_\beta} \left[ \hat{\rho} \hat{f} \hat{\Gamma} \nabla \hat{\phi}_a \cdot \nabla \phi_\beta | \psi \right] \tag{5.2.2}
\]

\[
- \sum_a \frac{\partial}{\partial \psi_a} \left( \hat{\rho} \hat{f} \hat{D_a} | \psi \right) \approx - \sum_a \frac{\partial}{\partial \psi_a} \left[ \hat{f} \nabla \cdot \left( \hat{\rho} \hat{\Gamma} \nabla \phi_a \right) + \hat{\rho} \hat{f} \frac{1}{\hat{\rho}} \nabla \cdot \left( \rho \hat{\Gamma_a} \nabla \phi''_a \right) | \psi \right] \tag{5.2.3}
\]

In the first strategy in Eq. (5.2.2) [99, 175], the conditional molecular diffusion term in Eq. (5.2.1), is split into two parts, the molecular diffusion of the joint PDF in the physical space, \( \nabla \cdot \left( \hat{\rho} \hat{\Gamma} \nabla \hat{f} \right) \), and the conditional dissipation term in the composition space, \( - \sum_a \sum_\beta \frac{\partial^2}{\partial \psi_a \partial \psi_\beta} \left[ \hat{\rho} \hat{f} \hat{\Gamma} \nabla \hat{\phi}_a \cdot \nabla \phi_\beta | \psi \right] \). In this modeling strategy, equal molecular diffusivity for different species \( \alpha \) has to be assumed \( \hat{\Gamma}_\alpha = \Gamma \) and hence it cannot treat differential molecular diffusion (DMD). The random walk model [175] has been frequently used to treat the diffusion of the PDF with equal molecular diffusivity. The conditional dissipation term in Eq. (5.2.2) is not closed and requires modeling. The importance of DMD, however, is not diminished in many cases [103–109]. In the second modeling strategy in Eq. (5.2.3), McDermott and Pope [176] proposed a new model called the mean shift (MS) model where the conditional molecular diffusion term is split into a resolved part, \( \frac{1}{\hat{\rho}} \nabla \cdot \left( \hat{\rho} \hat{\Gamma_a} \nabla \phi_a \right) \), and a sub-filter scale part, \( \frac{1}{\hat{\rho}} \nabla \cdot \left( \rho \hat{\Gamma_a} \nabla \phi''_a \right) | \psi \), to account for the spatial effect of DMD. The resolved part is closed and can be treated by the mean shift model, and the second part is not closed and requires modeling.

The second terms on the right-hand side of Eqs. (5.2.2) and (5.2.3) are not closed. They are typically referred as the sub-filter scale mixing term and are modeled in the same way although they are not identical. Different sub-filter scale mixing models are available, such as the interaction by exchange with the mean (IEM) model [85], the modified Curl model [82], the Euclidean minimum spanning tree (EMST) model [84], and the shadow
position mixing model (SPMM) [222]. The IEM model formulation is shown in Eqs. (5.2.4) and (5.2.5),

\[- \sum_a \sum_{\beta} \frac{\partial^2}{\partial \psi_a \partial \psi_\beta} \left[ \bar{\rho} \tilde{f} \Gamma \nabla \phi_a \cdot \nabla \phi_\beta | \psi \right] \approx \sum_a \frac{\partial}{\partial \psi_a} \left[ \Omega_a \left( \psi_a - \bar{\phi}_a \right) \tilde{f} \right], \quad (5.2.4)\]

\[- \sum_a \frac{\partial}{\partial \psi_a} \left[ \bar{\rho} \tilde{f} \frac{1}{\rho} \nabla \cdot \left( \rho \Gamma_a \nabla \phi_a^\prime \right) | \psi \right] \approx \sum_a \frac{\partial}{\partial \psi_a} \left[ \Omega_a \left( \psi_a - \bar{\phi}_a \right) \tilde{f} \right], \quad (5.2.5)\]

where \( \Omega_a \) is the mixing frequency of \( \alpha \)th scalar for the sub-filter scale mixing process, representing the rate of mixing process. Determining the rate of mixing is critically important for turbulent combustion modeling. This work focuses on the modeling of the mixing frequency for turbulent premixed combustion with a high \( \text{Ka} \) number.

5.2.3 Models for sub-filter scale mixing frequency

The sub-filter scale mixing causes the decaying of the sub-filter scale scalar variance in turbulent combustion, the contribution of which is illustrated in a simple pure mixing process as follows,

\[
\frac{d \bar{\rho} \phi_a^2}{dt} = -\bar{\rho} \chi_a = -2 \bar{\rho} \Omega_a \phi_a^2, \quad (5.2.6)
\]

which is derived from the transported PDF equation (5.2.1) with a sub-filter scale mixing model, e.g., Eq. (5.2.4) or (5.2.5), and \( \bar{\rho} \chi_a = 2 \bar{\rho} \Gamma_a \nabla \phi_a \cdot \nabla \phi_a^\prime - 2 \bar{\rho} \Gamma_a \nabla \phi_a \cdot \nabla \phi_a \).

A widely used model is

\[
\Omega_a = \frac{C_{\phi} \Gamma_t}{2 \Delta^2}, \quad (5.2.7)
\]

where \( \Delta \) is the LES filter size, \( C_{\phi} \) is the model constant, and a commonly used value \( C_{\phi} = 3.0 \) [117] is specified in this study as well as a much larger value \( C_{\phi} = 30.0 \). The mixing frequency model in Eq. (5.2.7) assumes equal sub-filter scale mixing frequency for all the scalars, \( \Omega_a = \Omega \), as in most of previous PDF studies. In current work, we consider the dependence of sub-filter scale mixing frequency \( \Omega_a \) on different scalars \( a \) and further examine the sub-filter scale DMD effects.

The mixing frequency model in Eq. (5.2.7) has been widely used in LES modeling of turbulent non-premixed combustion. Wang et al. [219] questioned the general applicability...
of the model to turbulent premixed combustion and developed the LER model that is suitable for both turbulent premixed and non-premixed combustion. The model is proposed based on DNS observations [220] and capable of incorporating the dependence of mixing frequency on the LES filter size and the characteristic flame length scale hence chemical effects on mixing. The LER model is

\[
\Omega_a = \frac{C \phi_t}{2\Delta^2} \left[ 1 - \theta + \theta \cdot F \left( \frac{\Delta}{\delta_{th}} \right) \right],
\]  

(5.2.8)

where \( \theta \) is the flame index and \( F \left( \Delta/\delta_{th} \right) \) is the scaling factor introduced in

\[
\hat{\rho} \chi_a = 2\hat{\rho} \Gamma_a \left( \frac{\partial \phi_a}{\partial \chi_i} \right)^2 \cdot (F - 1),
\]

(5.2.9)

and it is modeled as a piecewise function in the LER model as

\[
F \left( \frac{\Delta}{\delta_{th}} \right) = \begin{cases} 
(\frac{\Delta}{\delta_{th}})^a & \text{if } \Delta > \delta_{th}, \\
1 & \text{if } \Delta \leq \delta_{th}, 
\end{cases}
\]

(5.2.10)

where \( \delta_{th} \) is unstrained laminar flame thermal thickness, and \( a \) is a model constant and specified to be \( a = 2 \) in [219]. It is worth noting that in the work we deal with the sub-filter scale mixing process and \( \chi_a \) in Eq. (5.2.9) is the sub-filter scale scalar dissipation rate, and therefore we have minus one here to be consistent with the \( F \) definition in [219]. At the DNS limit, \( \Delta \to 0 \), mixing at all scales is resolved, and therefore \( F = 1 \) and \( \Omega_a = 0 \). The piecewise formula of \( F \) in Eq. (5.2.10) in LER model is supported by the data from a DNS turbulent premixed flame at \( Ka \approx 10 \) [220]. The flame index \( \theta \) is introduced in Eq. (5.2.8) to have a general model suitable for multi-regime combustion, both non-premixed and premixed. It is equal to zero for turbulent non-premixed combustion and as a result, the LER model in Eq. (5.2.8) is equivalent to the conventional model in Eq. (5.2.7); it is equal to one for turbulent premixed combustion and the scaling factor model in Eq. (5.2.10) is employed to incorporate the dependence of mixing frequency on the LES filter size and the characteristic flame length scale hence chemical effects on mixing in turbulent premixed combustion.
The LER model in Eq. (5.2.8) has been applied to predict turbulent premixed flames F1 and F3 in [219], and shows improved prediction accuracy compared with the conventional model in Eq. (5.2.7). However, flames F1 and F3 are at relatively low Ka numbers, as well as the previous DNS support in [220]. A model that is suitable for sub-filter scale mixing frequency in high-Ka combustion is still missing.

In this work, we perform an a priori examination of sub-filter scale mixing frequency scaling in a high-Ka DNS jet flame [38–41], and assess if the existing models are able to reproduce the observed scaling behaviors of the DNS data. In the following, Section 5.3.1 briefly summarizes the configuration of the high-Ka DNS jet flame and presents an overview of the sub-filter scale mixing in the high-Ka DNS jet flame. The observations of the sub-filter scale mixing frequency in the DNS flame are reported in Section 5.3.2, and the model assessment results are presented in Section 5.3.3.

5.3 Examination of sub-filter scale mixing frequency modeling in DNS flames

5.3.1 A high-Ka turbulent premixed DNS jet flame

A three-dimensional (3-D) high-Ka turbulent premixed DNS jet flame [38–41] is selected for the examination of sub-filter scale mixing frequency. The DNS flame is calculated by using a compressible 3-D DNS code, S3D [223]. The detailed case configuration and DNS results have been reported in [38–41]. In this work, we briefly summarize the case setup and focus on the sub-filter scale mixing frequency analysis.

The flame is a two-stream CH$_4$/air jet flame. Fresh CH$_4$/air mixture stream at $\Phi = 0.7$ and $T_j = 300$ K comes out of the round jet with a bulk velocity $U_b = 110$ m/s. The diameter of the jet is $D = 1.5$ mm. The corresponding bulk Reynolds number is $Re_b = 10,500$. A high temperature ($T_c = 1800$ K) laminar coflow stream, which is composed of the combustion products of CH$_4$/air mixture at $\Phi_c = 0.9$, at a velocity $U_c = 1.8$ m/s is used to stabilize the flame. The experimental measurement of a series of flames with similar configuration can be found in [196–198]. In DNS simulations, a reduced GRI-Mech 3.0 mechanism [224] is used to describe the chemistry. The mechanism has 268 elementary
reactions and 44 species, 16 of which are determined with the quasi-steady state assumption. The transport of the other 28 species is solved directly with constant Lewis numbers.

Figure 5.1. Laminar flame thermal thickness and laminar flame speed, $\delta_{th}$ and $S_L$, of CH$_4$/air mixtures at different equivalence ratios $\Phi$ and at $T = 300$ K and $P = 1$ atm.

Figure 5.2. Contours of instantaneous temperature $T$, $K_a$ and $-\log(Da)$ in the DNS flame, and the location of the DNS flame in the Borghi diagram.
The inflow velocity of the central jet is prescribed as a mean velocity distribution plus a turbulence field. The mean velocity is approximated as a power-law profile. The turbulence field is obtained from a prescribed Passot-Pouquet energy spectrum with a turbulent velocity \( u' = 4 \text{ m/s} \) and an integral length scale \( l_t = 0.75 \text{ mm} \). A hyperbolic tangent function profile is used to specify the inflow conditions of temperature and species for both jet and coflow streams. More details can be found in [38–41]. The computational domain is \( 48D \times 36D \times 36D \) in \( x \) (streamwise), \( y \) (lateral), and \( z \) (lateral) directions. The corresponding numbers of grid cells in the three directions are 2400, 900, and 900, respectively. The grid distribution is uniform in \( x \)-direction with a cell size \( \Delta x = 0.02D \). In the other two directions, the grid cell size is uniform from \(-5D\) to \( 5D \) with \( \Delta y \) (\( \Delta z \)) = 0.02D and then stretching outside.

Dimensionless numbers, \( Ka = \tau_C/\tau_\eta \), \( Re_t = u'l_t/\nu \) and \( Da = \tau_t/\tau_C \), are typically used to describe the interactions between turbulence and flame structures in turbulent premixed flame. Here \( \tau_t \) is the integral time scale, \( \tau_\eta = l_t/u' \). The Kolmogorov time scale is defined as \( \tau_\eta = \sqrt{\nu/\epsilon} \), and the chemical time scale is defined as \( \tau_C = \delta_{th}/S_L \), where the laminar flame thermal thickness is \( \delta_{th} = (T_{ad} - T_0)/\max(\partial T/\partial x) \), and \( S_L \) is the laminar flame speed. The profiles of \( \delta_{th} \) and \( S_L \) for CH_4/air mixtures at varying \( \Phi \) are shown in Fig. 5.1. The three dimensionless variables are related via \( Re_t = Ka^2Da^2 \), two of which are therefore usually used to describe the flame. In this flame, we have \( Ka = 250 \) and \( Da = 0.054 \) based on the jet inflow turbulence and the laminar flame conditions. At the other flame locations, \( Ka \) varies between \( 100 \sim 1500 \) and \( Da \) varies between \( 10^{-3} \sim 10^{-1} \), as shown in Fig. 5.2. This suggests the flame locates in the distributed/broken reaction zone in the Borghi diagram, which is also shown in Fig. 5.2 and the data points are taken from the maximum radial gradient of mean temperature location along the axial direction. The diagram plot is adjusted following [41,225] due to the different laminar flame thicknesses \( \delta_{th} \) used here and in the original Borghi diagram work where \( \delta_L = \nu/S_L \).

In LES studies of turbulent combustion, models are needed to describe the unresolved sub-filter scale physical processes including the sub-filter scale mixing. Fig. 5.3 shows the filtered temperature \( \bar{T} \) and the sub-filter scale RMS temperature, \( \sqrt{T''^2} \), at \( \Delta = 21\Delta_{DNS} \) in the DNS flame. \( \Delta_{DNS} \) is the DNS grid resolution. The relative sub-filter scale temperature
fluctuation is around 30%, which implies the non-negligible contribution of the sub-filter scale processes. In the sub-filter scale mixing process, the sub-filter scale fluctuations decay due to sub-filter scale molecular and turbulence transport. The decaying rate of the sub-filter scale fluctuations can be represented by a sub-filter scale scalar dissipation rate, $\chi_T$, or a sub-filter scale mixing frequency, $\Omega_T$, as in Eq. (5.2.6), which are also shown in Fig. 5.3 for temperature, $\alpha = T$. In turbulent non-premixed combustion, the sub-filter scale mixing rate is largely determined by turbulent mixing and the mixing frequency model in Eq. (5.2.7) usually performs well. In turbulent premixed combustion, however, chemical reaction can have significant effects on the sub-filter scale mixing process which is highly dependent on the relative magnitudes of $\delta_{ih}$ and $\Delta$. Besides, in LES practices, nonuniform LES filter sizes, also varying from case to case, are typically used. Then a fundamentally and practically important question to ask is how the sub-filter scale mixing frequency $\Omega_\alpha$ varies.
with the LES filter size $\Delta$. In the following section, we answer this question by examining the statistical scaling of the sub-filter scale mixing frequency in the high-Ka DNS jet flame, and aim to provide implications for the future sub-filter scale mixing modeling in high-Ka combustion. Box filtering is applied in this work with 25 filter widths uniformly varying in the range $\Delta \in [\Delta_{DNS}, 49\Delta_{DNS}]$, where $\Delta = 49\Delta_{DNS} = 0.98D$ is about $1.5\delta_{th}(\phi = 0.7)$.

### 5.3.2 Examination of sub-filter scale mixing frequency

**Statistical views**

In previous DNS studies [220, 226] of statistically one-dimensional planar turbulent premixed flames, the power-law scaling is observed for the scaling factor of the filtered scalar dissipation rate from a volume-averaged, $\langle \cdot \rangle_{V}$, statistical view,

$$\Xi_a = \frac{\langle \rho \tilde{Z}_a \rangle_{V}}{\langle 2 \tilde{\rho} \tilde{\Gamma}_a (\frac{\partial \phi}{\partial x_i}) \rangle_{V}^2} = \left( \frac{\Delta}{\delta_{th}} \right)^a. \tag{5.3.1}$$

The power-law scaling observation in Eq. (5.3.1) has been borrowed in the LER model [219] in Eq. (5.2.8) for the modeling of sub-filter scale mixing frequency at turbulent premixed combustion with relatively small Ka numbers. In the current examination of the sub-filter scale mixing frequency in high-Ka combustion, we follow the statistical view as,

$$F_a = \frac{\langle \Omega_a \rangle_{X}}{\langle \Omega_{a,ref} \rangle_{X}} + 1, \tag{5.3.2}$$

where $\Omega_{a,ref} = \frac{2\tilde{\rho} \tilde{\Gamma}_a (\frac{\partial \phi}{\partial x_i})^2}{2\tilde{\rho} \tilde{\Gamma}_a^2}$ is the reference mixing frequency based on resolved quantities, and $\langle \cdot \rangle_{X}$ represents averaging operation in $X$ dimensions. Previously [220], a single value of $a$ as in Eq. (5.2.10) is obtained from the volume-averaged view, $i.e.$, $\langle \cdot \rangle_{X} = \langle \cdot \rangle_{X,r,\theta,t}$, where $(x, r, \theta, t)$ represent axial, radial, azimuthal spatial directions, and time, respectively. It has been found that the power-law scaling model with a single global $a$ is insufficient to represent the local flame properties [220, 226] and therefore Gao et al. [226] proposed a dynamic procedure to obtain the model constant $a$ which allows for spatial variations. In
this work, we examine the spatial dependence of sub-filter scale mixing frequency in the DNS data and aim to provide useful observations for future modeling. To observe local variations, the statistics in Eq. (5.3.2) are calculated by performing average in time, $t$, and the statistically homogeneous direction, $\theta$, i.e., $\langle \cdot \rangle_X = \langle \cdot \rangle_{\theta,t}$. In turbulent premixed jet flames, the interactions between turbulence and flame structures vary significantly along the axial direction. For example, it has been shown that eddies have an accumulating effect in flame structures [193]. By examining the sub-filter scale mixing frequency in a local view, $\langle \cdot \rangle_{\theta,t}$, useful implications can be made for the future sub-filter scale mixing frequency modeling to incorporate the streamwise effects.

DNS observations of the scaling factor

![Graph showing sub-filter scale mixing scaling factor for temperature $F_T$ from a global view and a local view at $x/D = 28$, $r/D = 0.75$.]

Figure 5.4. Sub-filter scale mixing scaling factor for temperature $F_T$ from a global view (left), and a local view (right) at $x/D = 28$, $r/D = 0.75$.

Following the definition in Eq. (5.3.2), Fig. 5.4 shows the sub-filter scale mixing scaling factor of temperature, $F_T$, against the normalized LES-filter size $\Delta/\delta_{th}$. The left subplot shows the global volume-averaged $\langle \cdot \rangle_{x,r,\theta,t}$ results, and the right subplot shows the local-averaged $\langle \cdot \rangle_{\theta,t}$ results at a spatial location $x/D = 28$ and $r/D = 0.75$. It is observed
that in both cases, when $\Delta / \delta_{th}$ is large, the DNS data points are clustered along a straight line on the log-log plot, which suggests that the DNS scaling factor $F_T$ follows a power-law scaling of $\Delta / \delta_{th}$. This observation, consistent with previous observations in the DNS flames at relatively low Ka numbers and with simple geometries [220, 226], suggests that a simple power-law scaling model can be used to represent the statistical relationship between the sub-filter scale mixing frequency and the LES-filter size. Also observed in Fig. 5.4 is that when $\Delta$ is approaching 0, the scaling factor $F_T$ is approaching 1 as expected since at the limit of $\Delta \rightarrow 0$, i.e., DNS limit, turbulence and flame structures are resolved hence no sub-filter scale mixing modeling is required. Apart from the similarities, a difference is observed in the inner cutoff scale of the power-law fitting between the current study and previous studies. In [220, 226], the inner cutoff scale is $\delta_{th}$, while the inner cutoff scale of the power-law fitting curve in Fig. 5.4 is $b\delta_{th}$ with a parameter $b < 1$. Parameter $b$ is related to the local flame length scale, more discussions on which are provided later in the paper.

The power-law scaling observed in Fig. 5.4 is for a specific scalar, $T$, at a specific spatial location, $x/D = 28$ and $r/D = 0.75$. In the following, we present a more thorough examination to explore if similar observations can be made at other spatial locations and for more scalars.

Fig. 5.5 shows the scaling factor of temperature $F_T$ from DNS data against $\Delta / \delta_{th}$ at more spatial locations. Four axial locations ($x/D = 4, 16, 28, 40$) and 12 radial locations ($r/D = 0.01 \sim 3.49$) are selected covering the whole flame. The DNS data points at large $\Delta / \delta_{th}$ values are generally observed to cluster around the straight lines in the log-log plots indicating a power-law distribution. Some differences are observed at the upstream location shown as the red circles and red lines, $x/D = 4$, where the influence of inflow boundary condition is still significant. Another interesting observation is that the scaling factors at three axial locations ($x/D = 16, 28, 40$) are getting closer as moving away from the centerline. The observation suggests a spatial dependence of the scaling factor which is examined further in Figs. 5.7 and 5.8. Similar observations are made for other scalars (not shown here). It is also observed that the current piecewise fitting in Figs. 5.4 and 5.5 is a good fitting for the DNS data points in two limits, i.e., $\Delta \rightarrow 0$ and $\Delta > \delta_{th}$, but not for
the DNS data points in between. In an attempt to represent these intermediate data points, a blending fitting curve in the form of $1 + \left[ \Delta/(b\delta_{th}) \right]^a$ is introduced. Fig. 5.6 shows the scaling factor $F_a$ for species mass fractions and the new curve fitting results at the same axial locations as in Fig. 5.5 and a single radial location at $r/D = 0.75$ which is near the flame front. It is seen that the DNS data points can be fitted well into the power-law based blending function.

The observed nice fitting of the scaling factor $F_a$ on $\Delta/\delta_{th}$ in Figs. 5.4, 5.5 and 5.6 suggests that the sub-filter scale mixing frequency can potentially be represented well by a power-law based model with two parameters, $a$ and $b$, in the high-Ka DNS jet flame. It is also seen in Figs. 5.5 and 5.6 that the distribution of $F_a$ varies at different locations and among different scalars. It is important to measure the spatial and scalar dependence.

Figure 5.5. Sub-filter scale mixing scaling factor for temperature $F_T$ at multiple spatial points (symbols: DNS data; lines: power-law fitting curves).
quantitatively for future modeling studies. In the following, we examine the dependence by looking at the distributions of parameters $a$ and $b$ of the power-law fitting curves in space and among different scalars.

Figs. 5.7 and 5.8 show the radial profiles of parameters $a$ and $b$ at four axial locations ($x/D = 4, 16, 28, 40$) and for nine scalars (mass fractions of CH$_4$, O$_2$, H$_2$, H$_2$O, CO, CO$_2$, OH and CH$_2$O, and temperature $T$). Parameters $a$ and $b$ are from the power-law based fitting curve $1 + \left[ \frac{\Delta}{(b\delta_{th})} \right]^a$ of the DNS data, as these in Fig. 5.6. Only the data at the flame region are shown in the figures, which is represented by the mean temperature as $\langle T \rangle_{\theta,t} = \langle T \rangle_{\theta,t}^{\min} \leq 0.95 \cdot \left( \langle T \rangle_{\theta,t}^{\max} - \langle T \rangle_{\theta,t}^{\min} \right)$. The radial profiles of $\langle T \rangle_{\theta,t}$ are shown in the middle subplot of Fig. 5.9. Parameter $a$ in Fig. 5.7 is found to significantly in the
radial direction at the upstream location ($x/D = 4$). The radial variation of $a$ decreases at the downstream locations and $a$ approaches to a constant, $a \approx 1.5$, at $x/D = 28$ and $x/D = 40$, the value of which is similar among the different scalars. Parameter $b$ in Fig. 5.8 is found to vary between 0 and 4 among all the scalars and at the flame region. The spatial variation of parameter $b$ is also decaying along the streamwise direction; however, a relatively larger radial variation in parameter $b$ is observed, compared to $a$. Parameter $b$ is related to the local flame length scale $\delta_{th}$. There exist multiple ways of defining flame length scale. The difference in these definitions can cause the difference in parameter $b$. In this work, it is defined as the unstrained thermal laminar flame thickness in Fig. 5.1 at the local mean equivalence ratio $\langle \Phi \rangle_{\theta,t}$, $\delta_{th} = \delta_{{th}} \langle \langle \Phi \rangle_{\theta,t} \rangle$, to consider the local variation of the flame length scale due to the compositional stratification. Radial profiles of $\langle \Phi \rangle_{\theta,t}$
Figure 5.8. Radial profiles of the fitting parameter $b$ at four axial locations $x/D = [4, 16, 28, 40]$ for multiple scalars.

Figure 5.9. Radial profiles of the mean equivalence ratio $\Phi$, mean temperature $(T)_{\theta,t}$, and local flame length scale $\delta_{th}(\Phi)$, at four axial locations $x/D = [4, 16, 28, 40]$. 
and $\delta_{th}$ are shown in Fig. 5.9. However, in the high-Ka jet flame, the coflow mixtures at $\Phi = 0.9$ are the combustion products instead of fresh reactants; as a result, the flame length scale is unclear, which suggests a potential direction to improve the local flame length scale definition in future. Also, a clear difference among the scalars is observed in $b$ distribution, which implies the scaling dependence of $b$ on the characteristic flame length scale related to individual scalars. Further explorations on parameter $b$ are needed in future work.

### 5.3.3 Assessment of sub-filter scale mixing frequency models

In the previous section, we examine the statistical scaling of the sub-filter mixing scaling factor $F_a$ in LES filter size for different scalars and at different spatial locations. The scaling factor results are found to follow a power-law scaling at large $\Delta$ values and approach one at $\Delta \to 0$, and fit into a blending power-law based fitting curve of the two limits well for all the $\Delta$. In this section, we examine if these statistical behaviors can be represented by existing models, propose new models based on the observation, and conduct an \textit{a priori} evaluation of the new models.

#### The scaling factor

We start with the models for the sub-filter scale mixing scaling factor. The model evaluated first is the piecewise function in Eq. (5.2.10) of the LER model. Fig. 5.10 shows the scaling factor of temperature $F_T$ from DNS data and LER model with the model parameter $a = 2$. The left subplot shows the global view result and the right subplot shows the result from a single spatial location at $x/D = 28$ and $r/D = 0.75$. In both cases, the LER model shown as the blue dash-dotted lines is largely deviated from the DNS data. The gray pattern shaded area represents the LER model with the parameter $a$ varying from 1 to 10. None of these lines is close to the DNS data. This suggests that the LER model with a single model constant $a$ can not represent the statistical scaling of the scaling factor $F_T$ in this high-Ka DNS jet flame well. We know from the previous section that the data points
can be fitted into $\left[\frac{\Delta}{b\delta_{th}}\right]^a$ with an additional parameter $b$. A new piecewise function is proposed based on the observation,

$$F = \begin{cases} 
\left(\frac{\Delta}{b\delta_{th}}\right)^a & \text{if } \Delta > b\delta_{th}, \\
1 & \text{if } \Delta \leq b\delta_{th}.
\end{cases}$$

(5.3.3)

Furthermore, from the previous section, we know that the piecewise fitting function can represent the DNS data points well in the two limits, while large modeling errors are expected when an intermediate LES filter size is used in simulations. Another model for the scaling factor is then proposed based on the observation as well,

$$F = 1 + \left(\frac{\Delta}{b\delta_{th}}\right)^a.$$  

(5.3.4)

We call the models, $\Omega_a = \Omega_{a,ref} \cdot (F - 1)$, with $Fs$ from Eqs. (5.3.3) and (5.3.4), LER-A and LER-B model, respectively. From Fig. 5.7 and 5.8, we observe that $a \approx 1.5$, while $b$ varies considerably in space and among different scalars, the specification of which requires further exploration. In the following model examination, $a = 1.5$ is used and $b$ is taken from the curve fitting result unless otherwise stated.
Figure 5.11. Radial profiles of the sub-filter scale mixing scaling factor for temperature from DNS data and models at $\Delta = 21\Delta_{DNS}$ at four axial locations $x/D = [4, 16, 28, 40]$.

Fig. 5.11 shows the radial profiles of the scaling factor $F_T$ at $\Delta = 12\Delta_{DNS}$ from DNS data, the piecewise function in Eq. 5.3.3 from the LER-A model with model constants $a$ and $b$ from fitting, the blending function in Eq. (5.3.4) from LER-B model with three different sets of model constants $a$ and $b$. The first set values of $a$ and $b$ are from the curve fitting, the modeling results of which are shown as the green dotted lines. Similar results for the model in Eq. (5.3.3) with model constants from fitting are also shown in Fig. 5.11 as red dashed lines. These results represent the best performance that the models in Eqs. (5.3.3) and (5.3.4) can achieve. It is observed that the blending function from LER-B represents the DNS data satisfactorily, while the piecewise function from LER-A represents the DNS data less satisfactorily with a slightly lower value. In the following, we only examine the LER-B
model. In the second set of model results shown as the green solid lines, we continue to take $b$ values from the curve fitting results, while a constant value from observation is used for model parameter $a = 1.5$. The green solid lines are in good agreement with the DNS symbols, which implies that $a = 1.5$ is a good choice. In the third set of results shown as green dash-dotted lines, in addition to constant $a = 1.5$, we take a constant value for parameter $b = 0.8$ as well, which is a very rough approximation as indicated in Fig. 5.8. The significant deviations of the modeling results from the DNS data suggest that a constant $b$ value is inadequate to describe the scaling factor. The specification of parameter $b$ is very challenging as aforementioned. More work on this will be conducted in future work. In the current work, we take $b$ values from the fitting results.

### Mixing frequency

In previous sections, we examine the scaling factor $F_a$ in DNS data, and the function in Eq. (5.3.4) from the LER-B model is found to represent the scaling factor $F_a$ well. Besides, the function formula in Eq. (5.3.4) is based on a statistical observation of time/volume-averaged behavior, $\langle \cdot \rangle_{X}$, while in LES modeling, a model for the instantaneous sub-filter scale mixing frequency is desired. Hence, in this section, we examine the LER-B model performance in the sub-filter scale mixing frequency directly, to see if the model could represent the mean and instantaneous sub-filter scale mixing frequency in high-Ka the DNS flame. The results reported in this part are at $\Delta = 21\Delta_{DNS}$.

Fig. 5.12 shows the radial profiles of mean mixing frequency of temperature $\langle \Omega_{T} \rangle_{\theta,t}$ from the DNS data (blue diamonds) and the LER-B model (green solid lines) at four different axial locations $x/D = [4, 16, 28, 40]$. The conventional model results in Eq. (5.2.7) are also shown here as a reference. For the conventional model, it is highly dependent on $C_{\phi}$, which is usually set to be 3 in turbulent combustion modeling studies. In Fig. 5.12, the model result with $C_{\phi} = 3.0$ is shown as black dashed lines, which is significantly smaller than the DNS data. Only with a larger $C_{\phi} = 30$, the conventional model can generate comparable mixing frequency values to the DNS data, which is also shown in the figure.
as the black dotted lines. Compared to the conventional model, the LER-B model shows a clear improved performance.

The radial profiles of mean mixing frequency $\langle \Omega_a \rangle_{\theta,t}$ for more scalars $\alpha = [H_2, O_2, OH, H_2O, CH_4, CO, CO_2, CH_2O, T]$ are shown in Fig. 5.13. The symbols represent the DNS results and the lines represent the LER-B model results with $a = 1.5$ and $b$ from fitting. It is seen that the LER-B model is able to represent the mean mixing frequency in the DNS jet flame well for the different scalars and spatial locations.

So far, we have examined the model performance in representing the mean mixing frequency $\langle \Omega_a \rangle_{\theta,t}$. In LES/PDF simulations, models for instantaneous sub-filter scale mixing frequency are directly needed. Fig. 5.14 show the scatter plots of instantaneous sub-filter scale mixing frequency $\Omega_a$ at $\Delta = 21\Delta_{DNS}$ against radial locations for multiple scalars and at four axial locations. The DNS results are shown as blue symbols and the LER-B model results are shown as the red symbols. The blue and red solid lines represent the corresponding mean DNS results and mean LER-B model results at the same color. From Fig. 5.14, it is observed that the LER-B model can represent the mean values of mixing frequency well as having been observed in Figs. 5.12 and 5.13. For the instantaneous mixing frequency, the DNS and model results are also quite close at upstream locations, while at downstream locations, the LER-B model results are found to be less scattering than the DNS results.

### 5.4 Conclusions

An *a priori* examination of the sub-filter scale mixing frequency is performed in a high-Ka turbulent premixed DNS jet flame. In particular, the examination focuses on the scaling of mixing frequency scaling factor to LES filter size. An assessment of existing models is reported in terms of the scaling factor and sub-filter scale mixing frequency. This study provides useful implications for future mixing modeling in turbulent premixed combustion under extreme conditions. The conclusions based on the current study are drawn as follows.

- The mixing frequency scaling factor $F_a$ is found to follow a power-law scaling of LES filter size, $[\Delta/(b\delta_{th})]^a$ when $\Delta > \delta_{th}$, and $F_a \to 1$ when $\Delta \to 0$. 
Figure 5.12. Radial profiles of mean mixing frequency $\Omega_T$ for temperature from DNS data and models.

- A more general fitting curve, $1 + \left[\Delta/(b\delta_{th})\right]^a$, suitable for all the $\Delta$, is found for $F_a$.

- The fitting parameters, $a$ and $b$, show different behaviors. Parameter $a$ varies around a constant value $a \approx 1.5$ except near the jet exit area for all the scalars, while parameter $b$ shows a clear spatial and scalar dependence, which requires more examinations.

- The piecewise function model for the scaling factor from the previous LER model with a single model parameter $a$ is found inadequate to represent the scaling as well.

- Two LER-derived models, LER-A and LER-B, are proposed based on the DNS observations.

- To generate comparable mean mixing frequency with the DNS data, a much larger $C_\phi$ value, $C_\phi = 30$, in the widely used conventional mixing frequency model is required.
Figure 5.13. Comparison of mean mixing frequency $\langle \Omega \rangle_{t}$ from DNS and from LER-B model with $a = 1.5$ and $b$ from fitting for multiple scalars at four axial locations $x/D = [4, 16, 28, 40]$.

- LER-B model with model constant $a = 1.5$ and $b$ from fitting is found to represent the mean and instantaneous sub-filter scale mixing frequency well. The specification of model parameter $b$ in LER-B model requires further work.
Figure 5.14. Comparison of instantaneous mixing frequency $\Omega_\alpha$ from DNS and from LER-B model with $a = 1.5$ and $b$ from fitting for multiple scalars at four axial locations $x/D = [4, 16, 28, 40]$. 
6. CONCLUSIONS AND FUTURE WORK

In this dissertation, we assess and improve the performance of the LES/PDF method in turbulent combustion modeling. The major conclusions and contributions are summarized as follows.

In Chapter 2, we examine the performance of the LES/PDF method in the Sydney turbulent pulsed piloted jet flame which features statistically transient bimodal combustion dynamics. The method is found to predict the temporal evolution of the flow and turbulence fields satisfactorily, as well as the major combustion stages, i.e., healthy burning, significant extinction, two flame branches and the re-establishment of healthy burning, in the statistically transient combustion process. The method also captures the extinction and re-ignition timings at upstream locations well but fails to capture the re-ignition timing at downstream locations in the pulsed flame. In the assessment study, mixing models that are originally developed for non-premixed combustion are used, while at the downstream locations of the pulsed flame premixed combustion dominates. The inaccuracy of the re-ignition timing prediction suggests the inadequacy of the direct application of mixing models for non-premixed combustion in premixed combustion and the need to advance mixing modeling in premixed combustion. In this study, we extend the model assessment framework from the conventional statistically stationary process to the statistically transient process, demonstrate the method’s potential in predicting the statistically transient combustion in real engines, and provide useful information for the future modeling improvement related to the downstream re-ignition prediction in particular.

In Chapter 3, we establish a systematic model assessment framework and perform a preliminary assessment of the LES/PDF method’s performance in turbulent combustion across different combustion regimes including non-premixed, premixed and partially premixed combustion. This assessment study is useful for the application of the method to combustion predictions in real engines. The LES/PDF method is found to capture the differ-
ent combustion regimes well, but is limited in reproducing the measured difference among the flames from different combustion regimes. The measured maximum temperature, in particular, varies largely among different flames while the predicted maximum temperature is quite similar. In this study, we demonstrate the method’s potential in predicting multi-regime combustion real engines and observe the method’s limitations which could serve as a possible direction for the future model improvement. A regime diagram is proposed in this study, on which there are still many uncovered zones currently and which can potentially be used to guide the future design of turbulent piloted jet flames in both experimental and computational studies.

Chapters 4 and 5 focus on advancing the modeling of the molecular transport effects in transported PDF methods. Chapter 4 aims to deal with differential molecular diffusion (DMD) modeling in turbulent combustion. In this study, we develop the variance consistent mean shift (VCMS) model which is able to treat the DMD effects consistently for the prediction of scalar mean and variance. The mathematical consistency and convergence of the VCMS model are demonstrated in the mixing layer test case. We also introduce new boundedness correction algorithms (LDF, CSB, and CPM) to enforce realizability of the particle scalars, and demonstrate their improved performance in the mixing layer test case compared to the conventional MP correction. This study advances the DMD modeling in transported PDF methods for turbulent combustion problems.

Chapter 5 deals with the sub-filter scale mixing modeling in the LES/PDF method for high-Ka turbulent premixed combustion. In this study, we examine the database of a high-Ka DNS jet flame with a focus on the scaling of the mixing frequency scaling factor in LES filter size. The DNS results are found to fit into a power-law scaling well when the filter size is sufficiently large. We propose a new model for the sub-filter scale mixing frequency based on the DNS observations, and conduct an a priori assessment of its performance. This study advances our knowledge of the sub-filter scale mixing process in high-Ka combustion, and improves in particular the modeling of mixing frequency in the LES/PDF method.
Our long-term goal in computational turbulent combustion studies is to understand combustion physics and develop accurate and fast computational methods for predicting turbulent combustion in practical combustion systems. This dissertation work demonstrates a significant accomplishment in the subject area. At the same time, it is recognized that more efforts are still needed to fully accomplish the long-term goal. Based on the dissertation work, the following potential future work directions are suggested.

Following the model assessment work, further efforts to assess the LES/PDF method’s performance in modern engines are recommended. The LES/PDF method has been demonstrated to be capable of capturing statistically transient bimodal and multi-regime combustion dynamics reasonably in turbulent flames with simple configurations, and it is promising to capture the complex combustion dynamics in real engines. However, this has not been verified yet. More work is still needed to fill in the gap between the practical need and the current combustion modeling.

Furthermore, some performance limitations of the LES/PDF are identified in the model assessment work, such as the limitations in capturing the re-establishment timing of the healthy burning state at the downstream location in the pulsed jet flame and reproducing the measured difference among the flames across the different combustion regimes. Future model development work to overcome these limitations is recommended.

Regarding the model advancement, the current dissertation work mainly focuses on improving the model accuracy. We have developed new models and demonstrated their superiority in simple test cases or via an a priori examination of a DNS database, as the first step. The next steps would be to assess the models’ performance in the predictions of turbulent flames, and eventually in combustion predictions of real engines.

In addition to the model accuracy, another important aspect in the model advancement work is the computational cost, which in some cases is the major reason that prevents the applications of state-of-the-art turbulent combustion models in engineering problems. Computational power of supercomputers has increased steadily in the past few decades. The current world’s fastest supercomputer, Summit, has reached 1.8 exaFLOPS [227]. New
computational methods that are suitable to the exascale systems would greatly reduce the computational cost and allow for advanced combustion predictions in real applications.
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