Supplementary Material

Section S7 Statistical analysis
Details of the model implementation to test the probability of choosing a particular area
We used a Generalized Linear Mixed Model with binomial error structure and logit link function to test for the effects of herbaceous food availability and both the previous use by the group and by neighbouring groups on the probability that a group would choose a particular area (i.e., grid cell). Besides the test predictors, an offset-term and random effects, we included the random slopes of herbaceous food availability, the previous use by the group and the previous use by neighbouring groups within group ID, grid cell ID, choice ID and both the previous use by the group and by the neighbours within group-grid cell ID [11,12]. 
We assessed model stability by excluding each level of the random effects one at a time and compared the estimates for each predictor with those obtained for the full data set, which indicated no influential cases (table S7). Using the function vif of the package car [13], we determined Variance Inflation Factors (VIF) [14]. VIFs, determined for a corresponding standard linear model lacking the random effects, did not reveal any collinearity issues among the predictors (maximum VIF = 1.03).
We derived significance (p < 0.05) by means of a permutation test [5,15] analogous to that used by Wright and Robbins [16]. More specifically, we permuted the chosen grid cell within the surrounding grid cells for each decision to move into a new grid cell (figure S6). As the probability that the gorillas would choose one of the four directly adjacent cells was higher than the probability that they would choose a cell bordering the corner of the cell of origin (1581 choices to directly adjacent cells and 196 choices to cells bordering the corner of the cell of origin), we adjusted the probabilities for a particular cell to be randomly chosen correspondingly. We conducted a total of 1,000 permutations into which we included the original choices as one permutation. As a measure of the overall effect of the test predictors, we determined the likelihood ratio test statistic (i.e., the chi-square [17]) associated with the comparison of the full model with a null model lacking the test predictors but comprising the same random effects structure and the offset term as the full model [18]. Significance of the full model was determined as the proportion of χ2-values obtained from the permuted choices that were at least as large as the one obtained for the original choices. Correspondingly, significance of the individual test predictors was derived as the proportion of absolute estimates derived for the permuted choices that were at least as large as the one obtained for the original choices. We fitted the model using the function glmer of the lme4 package [19] in R [20].

The R syntax of the fitted model was:
contr=glmerControl(optimizer="nloptwrap", optCtrl=list(maxfun=1000000))
res = glmer (chosen (1/0) ~ herbaceous food availability + previous use by the group + previous use by neighbouring groups + offset(log(1/number of surrounding grid cells)) + 
(1+herbaceous food availability+previous use by the group+previous use by neighbouring groups||group ID) + 
(1+herbaceous food availability+previous use by the group+previous use by neighbouring groups||grid cell ID) + 
(1+herbaceous food availability+previous use by the group+previous use by neighbouring groups||choice ID) + 
(1+previous use by the group +previous use by neighbouring groups||group-grid cell ID), 
data=data, family=binomial, control=contr)

Details of the model implementation to test the utilization of a chosen area
We used a linear mixed model with Gaussian error structure and identity link to test for the effects of herbaceous food availability and both the previous use by the group and by neighbouring groups on the utilization of a chosen area (i.e., distance travelled per grid cell). For each group, the between groups variation of the predictor variables (herbaceous food availability and both the previous use of each grid cell by the group and by neighbours) was quite high and was approximately as high as the variation within groups. In this case, the relation between the utilization of a chosen area and the predictors could potentially differ within and between groups. Therefore, we used the method of ‘within-subjects centring’ [21] by including herbaceous food availability, previous use by the group and previous use by neighbours centred to a mean of zero per group (=within-groups variation) and the mean of this predictor per group (=between-groups variation) into the model. The coefficients then separate the within- and the between-groups effects of the predictors on the utilization of a chosen area [21]. For both the within- and the between-groups effects, we had the same predictions. 
We included an autocorrelation term derived analogously to that described by Fürtbauer et al. [22] but based on spatial distance and time lag (standard deviations of the weighting functions for the optimization were determined separately but simultaneously for spatial distance and time lag). To keep error I rate at the nominal level of 5%, we included the random slopes of the within-groups effects of herbaceous food availability, previous use by the group, previous use by neighbouring groups and the autocorrelation term within group ID as well as the within-groups effects of previous use by the group within grid cell ID and group-grid cell ID [11,12].
We visually inspected qqplots and the residuals plotted against fitted values to check for the assumption of normally distributed and homogenous residuals and found no violations. VIFs [14], determined for a model lacking the random effects, indicated no collinearity issue (maximum VIF = 1.43). An investigation of model stability (see above) found no influential levels of random effects (table S7). Using a likelihood ratio test, we compared the full model to the corresponding null model only comprising the random effects and the autocorrelation term [18]. Only after establishing significance of the full model compared to the null model (p < 0.05), we considered individual p values based on likelihood ratio tests comparing the full model with a reduced model excluding the respective predictor one at a time [12]. We fitted the model using the function lmer of the lme4 package [19].

The R syntax of the fitted model was:
res = lmer (log-transformed distance travelled per grid cell ~ within-groups effect of herbaceous food availability + between-groups effect of herbaceous food availability + within-groups effect of previous use by the group + between-groups effect of previous use by the group + within-groups effect of previous use by neighbouring groups + between-groups effect of previous use by neighbouring groups + autocorrelation term +
(1+within-groups effect of herbaceous food availability+within-groups effect of previous use by the group+within-groups effect of previous use by neighbouring groups+autocorrelation term||group ID) + 
(1+within-groups effect of previous use by the group||grid cell ID) +
(1+within-groups effect of previous use by the group||group-grid cell ID),
data=data, REML=F)

Table S7. Model stability of the permutation test and the mixed model results investigating the factors influencing the probability that Bwindi mountain gorilla groups would choose a particular area (i.e., grid cell) and the utilization of a chosen area (quantified as distance travelled per grid cell).
	Response variable
	Probability of choosing a particular area
	Utilization of a chosen area

	Predictor variable
	Est
	Min
	Max
	Est
	Min
	Max

	Intercept
	0.072
	0.053
	0.102
	5.970
	5.931
	5.993

	Herbaceous food availability (within)
	a
	0.000
	-0.019
	0.018

	Herbaceous food availability (between)
	0.080
	0.040
	0.092
	-0.040
	-0.067
	-0.007

	Previous use by the group (within)
	a
	0.084
	0.067
	0.098

	Previous use by the group (between)
	0.354
	0.304
	0.393
	0.076
	0.045
	0.122

	Previous use by the neighbours (within)
	a
	-0.032
	-0.067
	-0.007

	Previous use by the neighbours (between)
	0.002
	-0.026
	0.024
	-0.161
	-0.181
	-0.133

	Autocor
	
	0.255
	0.230
	0.290


For each model we show the estimates (Est) derived for the full data set and the minimum (Min) and the maximum (Max) of the estimates derived when excluding levels of random effects one at a time. The autocorrelation term (Autocor) represents temporal and spatial autocorrelation. Empty cells indicate variables not included in a model.
[bookmark: _GoBack]aThere were no within-groups effects for this model.
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