A University of Sussex PhD thesis

Available online via Sussex Research Online:

http://sro.sussex.ac.uk/

This thesis is protected by copyright which belongs to the author.

This thesis cannot be reproduced or quoted extensively from without first obtaining permission in writing from the Author

The content must not be changed in any way or sold commercially in any format or medium without the formal permission of the Author

When referring to this work, full bibliographic details including the author, title, awarding institution and date of the thesis must be given

Please visit Sussex Research Online for more information and further details
Beyond the Light:
A Study on the Nanophotocatalytic Degradation of
Gas-Phase Contaminants

by

Giacomo Edi Canciani

A thesis presented for the degree of
Doctor of Philosophy

School of Life Sciences
University of Sussex

July 2016
Decloration

I hereby declare that the thesis presented herein has not been submitted in any substance to another university for the award of any other degree as well as any other academic or professional distinction.

Signed: .............................................

Giacomo Edi Canciani
Per Mamma, Papà, ed Ans
“...C’è fra noi chi ha legato il suo destino, indelebilmente, al bromo o al propilene o al gruppo –NCO o all’acido glutammico; ed ogni studente in chimica, davanti ad un qualsiasi trattato, dovrebbe essere consapevole che in una di quelle pagine, forse in una sola riga o formula o parola, sta scritto il suo avvenire, in caratteri indecifrabili, ma che diventeranno chiari «poi»: dopo il successo o l’errore o la colpa, la vittoria o la disfatta.”

– Primo Levi, *Il sistema periodico*
Beyond the Light: a Study on the Nanophotocatalytic Degradation of Gas-Phase Contaminants

Abstract

The present study focuses on the development of high surface area nanostructures and their applications in the removal of gas-phase contaminants through both photocatalytic and adsorptive techniques. Particular importance was given to ensure the commercial viability of the developed technologies. Due to its industrial importance, the elimination of siloxanes from biogas was investigated with major interest.

Through electrospinning techniques it was possible to synthesise a large number of nanostructures: TiO$_2$, SiO$_2$, WO$_3$, and WO$_3$ doped TiO$_2$ nanofibres. These structures were further enhanced through templating techniques in order to make core/shell SiO$_2$/TiO$_2$ nanofibres, hollow TiO$_2$ nanofibres, and porous TiO$_2$ nanofibres. Additionally, the synthesis of SiO$_2$ aerogel granules under ambient conditions was performed through a novel, commercially facile, technique.

The created nanostructures were initially employed as adsorptive materials for the removal of gaseous siloxanes from static environments. The adsorption kinetics and total siloxane loadings of the created structures were compared to those of P25, commercial silica gel, and the industrial PpTek siloxane removal standard. Although the commercial adsorbents were shown to perform better than the created nanostructures, the nanostructure surface areas were seen to lead to enhanced adsorptive properties with respect to P25.

TiO$_2$ nanofibres, porous TiO$_2$ nanofibres, WO$_3$ doped TiO$_2$ nanofibres, and P25 were further used to study the photodecomposition of siloxanes in a static environment. Through kinetic studies it was possible to establish that 1 mol% WO$_3$ doped TiO$_2$ nanofibres were an ideal candidate for the photodecomposition of gaseous siloxanes, with a decomposition rate 126.5 % larger than that of simple P25.

P25 was coated on glass beads through a novel technique in order to photocatalytically degrade
contaminants in gas flows. Through the decomposition of both siloxanes and VOCs it was possible to study the turnover numbers and conversion levels of the reactions. The poisoning of the catalysts was identified and countered through industrially viable recoating techniques. From these studies it was possible to develop a prototype reactor for the photodecomposition of siloxanes in biogas.

Finally, the synthetic properties of the flow reactors were studied by carrying out the photoepoxidation of hexene over P25. These studies were further enhanced by reacting the partial photoepoxidation products of the reactor’s exhaust in order to create rare and complex organic species.
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<td>Acceptor molecule</td>
</tr>
<tr>
<td>AO</td>
<td>Atomic orbitals</td>
</tr>
<tr>
<td>ATR</td>
<td>Attenuated total reflectance</td>
</tr>
<tr>
<td>C_{sg}</td>
<td>Percent Conversion</td>
</tr>
<tr>
<td>CBM</td>
<td>Conduction band minimum</td>
</tr>
<tr>
<td>D</td>
<td>Donor molecule</td>
</tr>
<tr>
<td>ℓ</td>
<td>Average diameter</td>
</tr>
<tr>
<td>D₄</td>
<td>Octamethylcyclotetrasiloxane</td>
</tr>
<tr>
<td>D₅</td>
<td>Decamethylcyclopentasiloxane</td>
</tr>
<tr>
<td>D_{avg}</td>
<td>Mean crystallite dimension of a crystal plane</td>
</tr>
<tr>
<td>DC</td>
<td>Direct current</td>
</tr>
<tr>
<td>Acronym</td>
<td>Full Form</td>
</tr>
<tr>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>DMF</td>
<td>Dimethylformamide</td>
</tr>
<tr>
<td>e⁻</td>
<td>Electron</td>
</tr>
<tr>
<td>EDX</td>
<td>Energy dispersive x-ray</td>
</tr>
<tr>
<td>$E_g$</td>
<td>Band gap</td>
</tr>
<tr>
<td>FID</td>
<td>Flame ionisation detector</td>
</tr>
<tr>
<td>FMO</td>
<td>Frontier molecular orbital</td>
</tr>
<tr>
<td>FTIR</td>
<td>Fourier transform infrared</td>
</tr>
<tr>
<td>G</td>
<td>Gaseous chemical species</td>
</tr>
<tr>
<td>GC</td>
<td>Gas chromatography</td>
</tr>
<tr>
<td>GIAC</td>
<td>Gyration induced adhesive coating</td>
</tr>
<tr>
<td>$h$</td>
<td>Plank constant</td>
</tr>
<tr>
<td>$h^+$</td>
<td>Hole</td>
</tr>
<tr>
<td>HOMO</td>
<td>Highest occupied molecular orbital</td>
</tr>
<tr>
<td>ICDD</td>
<td>International centre for diffraction data</td>
</tr>
<tr>
<td>IPA</td>
<td>Isopropyl alcohol</td>
</tr>
<tr>
<td>IQE</td>
<td>Internal quantum efficiency</td>
</tr>
<tr>
<td>ISC</td>
<td>Intersystem crossing</td>
</tr>
<tr>
<td>$k$</td>
<td>Reaction rate constant</td>
</tr>
<tr>
<td>$k'$</td>
<td>Rate of gas adsorption</td>
</tr>
<tr>
<td></td>
<td>Modified photodecomposition rate constant</td>
</tr>
<tr>
<td>L2</td>
<td>Hexamethyldisiloxane</td>
</tr>
<tr>
<td>L4</td>
<td>Decamethyltetrasiloxane</td>
</tr>
<tr>
<td>LCAO</td>
<td>Linear combination of atomic orbitals</td>
</tr>
<tr>
<td>L-H</td>
<td>Langmuir Hinshelwood</td>
</tr>
<tr>
<td>LUMO</td>
<td>Lowest unoccupied molecular orbital</td>
</tr>
<tr>
<td>MO</td>
<td>Molecular orbital</td>
</tr>
<tr>
<td>MS</td>
<td>Mass spectroscopy</td>
</tr>
<tr>
<td>MW</td>
<td>Average molecular weight</td>
</tr>
<tr>
<td>NIST</td>
<td>National institute of statistics</td>
</tr>
<tr>
<td>NS</td>
<td>Nanosphere</td>
</tr>
<tr>
<td>ODPA</td>
<td>Octadecylphosphonic acid</td>
</tr>
<tr>
<td>OPD</td>
<td>Optical path difference</td>
</tr>
<tr>
<td>P25</td>
<td>Aeroxide P25</td>
</tr>
<tr>
<td>PMMA</td>
<td>Polymethylmethacrylate</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>PVA</td>
<td>Polyvinyl alcohol</td>
</tr>
<tr>
<td>QE</td>
<td>Quantum efficiency</td>
</tr>
<tr>
<td>q_e</td>
<td>Adsorption capacity at equilibrium</td>
</tr>
<tr>
<td>q_{max}</td>
<td>Maximum adsorption capacity</td>
</tr>
<tr>
<td>S</td>
<td>Substrate</td>
</tr>
<tr>
<td>S_{CO_2}</td>
<td>Reaction selectivity for CO_2</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning electron microscopy</td>
</tr>
<tr>
<td>TEOS</td>
<td>Tetraethyl orthosilicate</td>
</tr>
<tr>
<td>TMCS</td>
<td>Trichloromethylsilane</td>
</tr>
<tr>
<td>TOF</td>
<td>Turnover frequency</td>
</tr>
<tr>
<td>TON</td>
<td>Turnover number</td>
</tr>
<tr>
<td>TTIP</td>
<td>Titanium tetraisopropoxide</td>
</tr>
<tr>
<td>TUFT</td>
<td>Tubes by fibre templates</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet</td>
</tr>
<tr>
<td>UV_a</td>
<td>Ultraviolet light (315 ≤ λ ≤ 400 nm)</td>
</tr>
<tr>
<td>VBM</td>
<td>Valence band maximum</td>
</tr>
<tr>
<td>Vis</td>
<td>Visible</td>
</tr>
<tr>
<td>VOCs</td>
<td>Volatile organic compounds</td>
</tr>
<tr>
<td>XRD</td>
<td>X-ray diffraction</td>
</tr>
</tbody>
</table>
1. Introduction

The second decade of the 21st century has established energy as a pillar of modern human existence. This importance of energy has been highlighted by the rising geopolitical instability caused by a desperate control for primary resources in petroleum exporting countries.\textsuperscript{1,2} In 2013, the International Energy Agency outlined a shift in the global energy demands towards developing countries in combination with alarming levels of global CO\textsubscript{2} production as a result of energy consumption.\textsuperscript{3} The importance of CO\textsubscript{2} production, and global warming in general, was further shown in 2014 when the Intergovernmental Panel on Climate Change highlighted the drastic humanitarian and economic consequences of unmitigated climate change.\textsuperscript{4} Public concern for anthropogenic climate change resulting from the consumption of energy eventually reached its paroxysm in 2015, where, at the United Nations climate change conference, 195 nations drafted a global agreement “to pursue efforts to limit the temperature increase to 1.5 °C above pre-industrial levels”.\textsuperscript{5}

In this historical landscape, academic and industrial research in the fields of renewable and green energies has garnered a large amount of interest. This growing interest has focused on the production of sustainable energies and the elimination of anthropogenic greenhouse gases. As such, a number of different technologies have been developed in order to generate energy from renewable, carbon neutral, sources.\textsuperscript{6} Amongst these resources, the combustion of biomatter and biofuels has an essential role to play as it is one of the few sources of renewable energy which can be used to supplant the consumption of fossil fuels whilst avoiding the costs of extensive technological overhauls. Indeed, the share of biofuels used for transport is expected to rise by 11% by the year 2035.\textsuperscript{3} Furthermore, the combustion of biofuels such as biogas can often be beneficial to the environment by converting often toxic and noxious gases into inert CO\textsubscript{2}. Although CO\textsubscript{2} is well known for it’s important effects on global warming,\textsuperscript{4} the combustion of biogas can nonetheless be considered climatically favourable as it allows to convert methane into CO\textsubscript{2}, effectively decreasing the global warming potential of the gas by a factor of 28.\textsuperscript{4}
The combustion of biogas in spark engines does, nonetheless, present a number of problems, the most important of which is the presence of a large number of impurities. As biogas originates from the decomposition of organic matter, it is known to contain a large number of secondary compounds in varying concentrations depending on the original source of the gas (landfill sites, animal waste, etc.). Amongst the different impurities present in biogas, two are particularly problematic: hydrogen sulfide and the family of organosilicon compounds known as siloxanes. Siloxanes, in particular, have received a large amount of industrial and academic interest due to their tendency to convert to SiO$_2$ microcrystallites and fatally damage spark engines during combustion.

As a result of the damaging nature of siloxanes, their removal from biogas has received a lot of interest. A number of different techniques have thus been developed in order to remove siloxanes from biogas. The most common of these purification techniques rely on the capture of siloxanes prior to the combustion of the gas. At a commercial level, this is achieved by using high surface area adsorbents (such as activated carbon) as filters although the cryogenic capture of siloxanes has also shown promising potential at an academic level.

Unfortunately, the capture of siloxanes as a method of purifying biogas remains far from ideal. Indeed, as the siloxanes are concentrated and captured into the high surface area adsorbents, the problem of their ultimate fate arises since they cannot be returned into their original landfill sites or released into the atmosphere unchanged as siloxanes are known to lead to bioaccumulation. Industrially, this setback is overcome by causing the desorption of the siloxanes from the adsorbents and combusting them in a waste gas stream. Although effective, this technique is not ideal as it is considerably energy intensive. As such, two different methods have been studied to carry out the direct decomposition of siloxanes in gas streams: reactive liquid extraction and photodecomposition. Reactive liquid extraction focuses on chemically converting siloxanes by passing the biogas through a liquid, whilst photodecomposition uses heterogeneous catalysts for the removal of siloxanes in-situ. Current studies using the photodecomposition technique have focused on using TiO$_2$ as a photocatalyst and studied its applications for the elimination of siloxanes in ambient air. However, the studied technologies displayed relatively limited efficiencies due to their use of macrostructured TiO$_2$. During the present study TiO$_2$ was used in a nanostructured form in order to decompose siloxanes in the gas phase with the ultimate goal of approaching the developed technologies towards the industrial photodecomposition of siloxanes in gas streams. Initial studies
focused on the development of high surface area TiO$_2$ nanostructures and the quantification of their adsorptive properties. Once this was preformed, the photodecomposition potential of the created nanostructures was studied by decomposing gas-phase siloxanes in static environments. The studied photocatalysts were then used to decompose siloxanes in gas streams in order to approach the industrial requirements of the technique. As such, the present research aimed to develop industrially applicable technologies for second generation biogas filters based on the photodecomposition of gas phase contaminants through nanostructured photocatalysts. The development of such technologies would be an important asset in the use and application of biofuels in the modern world.

Although biofuels are a suitable renewable alternative energy source for transport and combustion engines, different technologies are required for the production of electricity. Of the many renewable sources used for this purpose, wind and solar power generation have gained the most traction, with an estimated combined global electricity production of 3750 TWh, corresponding to 11% of the global electricity supply, by the year 2035. Amongst these two renewable resources, solar power has gathered the largest interest in the chemical sciences due to its potential as a vector for low-energy reaction pathways.

Due to the crucial importance of solar power, it becomes essential to gain an in-depth understanding to the interaction of light with different materials and molecules.

### 1.1 Photoexcited Phenomena

The use of solar energy in chemistry arises as a natural extension from the field of photochemistry. Photochemistry studies the use and effects of light in chemical reactions with a particular focus on the differences from the more conventional thermally driven chemical reactions. Historically, photochemistry gained traction as a chemical discipline in the early 1900s with the establishment of the law of photochemical equivalence by Albert Einstein$^{19}$ and Johannes Stark,$^{20}$ which applied quantum theory to the effects of photons on chemical reactions. Since then, the understanding of the molecular adsorption of photons and its effects have greatly improved with the ever growing expansion of photochemistry.
1.1.1 Electron Photoexcitation

The primary principle governing photochemical reactions is known as the Grotthuss-Draper law.\textsuperscript{21} This principle states that in order for light to have an effect on a system, it must be absorbed.\textsuperscript{21} This basic concept has since been developed and expanded, leading to the present understanding of photonic excitation of electrons in molecular systems.

It is now known that the absorption of photons by a molecule leads to an electronic excitation within the molecule. The electrons within the molecule are excited from a low energy ground state, $S_0$, to a higher energy state, depending on the energy of the absorbed photon. From this excited state, the electron can undergo a large variety of processes, eventually resulting in its relaxation back to the lower energy state. These different processes and their relative energetic positions were schematically represented for the first time in 1933 by Alexander Jabłoński.\textsuperscript{22} Figure 1.1 shows an adaptation of the Jabłoński diagram.

As a photon is absorbed by a molecule, a single electron is excited from a ground state in the Highest Occupied Molecular Orbital (MO), the HOMO, to an excited state (process A in Figure 1.1). Kasha’s rule\textsuperscript{23} stipulates that electrons excited to higher energy states will rapidly undergo non-radiative internal conversion to the Lowest Unoccupied MO (LUMO, $S_1$), represented as process B in Figure 1.1. Due to the Franck-Condon principle, if the photoexcited electron transitions directly to the LUMO, it will not be transferred directly to the lowest vibrational level within this excited state; this electron will undertake non-radiative decay in order to reach the lowest vibrational energy level within the LUMO, prior to undergoing further electronic transitions (process C in Figure 1.1).
Fig. 1.1 Jabłoński diagram showing the different relaxation pathways of photoexcited electrons. The diagram depicts photoexcitation (A), non radiative internal conversion (B), non radiative decay (C), fluorescence (D), intersystem crossing (E) and phosphorescence (F). The straight arrows depict the radiative pathways whilst the curly arrows depict non radiative transitions.

From the LUMO the excited electron can undergo relaxation to the HOMO through two different pathways. The most facile pathway is for the electron to undergo a radiative decay from \( S_1 \) to \( S_0 \), and emit its excess energy as a photon through fluorescence (process D in Figure 1.1). The second process occurs as a consequence of the electron in \( S_1 \) undergoing a change in spin from a singlet to a triplet state \( (T_1) \) through InterSystem Crossing (ISC) (process E in Figure 1.1). The electron in \( T_1 \) will then lose its energy and return to \( S_0 \) by emitting photons through the process of phosphorescence shown as pathway F in Figure 1.1. Due to the higher difficulty of the intersystem crossing, the population of excited electrons undergoing phosphorescence will be significantly inferior to that undergoing fluorescence.\(^{24}\)

However, in photochemistry, the relative lifetimes of phosphorescence and fluorescence remain much less important than the overall population of excited electrons present in the LUMO. As such, in order to quantify the efficiency of photochemical reactions, a mathematical relation between the amount of incident light and the amount of photogenerated electrons over a given unit of time, was defined as the Quantum Efficiency (QE). The QE is expressed as shown in Equation (1.1).

\[
QE = \frac{\text{Photogenerated electrons}}{\text{Incident photons}}
\] (1.1)

Equation (1.1) is particularly useful when considering systems wherein light irradiation is used
to achieve the direct generation of electric currents, such as photovoltaic cells. Additionally, as photovoltaic cells will only absorb at specific wavelengths, the Internal Quantum Efficiency (IQE, shown in Equation (1.2)) is also calculated. The measurement of a system’s IQE is often preferred at academic levels as it only takes into account the photons absorbed by a given material rather than all of the photons in the incident flux. However, it is important to remember that as the IQE only considers the photogenerated electrons, it effectively results in an artificial boost in a device’s efficiency which is unlikely to be observed once the material becomes used for commercial or industrial applications.

\[
IQE = \frac{Photogenerated \ electrons}{Absorbed \ photons} \tag{1.2}
\]

Although Equations (1.1) and (1.2) have been developed to study photovoltaic systems, it is important to remember that the excited state population is also an essential element in photochemical reactions. Indeed, it is only through the effective use of the photoexcited electrons that it is possible to carry out chemical reactions such as organic photosynthesis and photocatalysis.

### 1.1.2 Common Photostimulated Reactions

Even though light stimulated species can undergo many different reactions, their chemical interactions are of particular importance during the present work. This importance arises with the necessity of transforming toxic chemical species into inert molecules through the use of suitable light.

Although photochemical reactions can be seen as an extension of photovoltaic reactions, they require the interaction of multiple chemical species. This means that the efficiency of a photochemical species could be limited by the rate of reagent interaction rather than by the population of photogenerated electrons. As such, the efficiency of photochemical systems is usually defined as the ratio between the number of molecules undergoing the studied photoreaction and the number of absorbed photons. This ratio, known as the quantum yield (\(\Phi\)), is calculated as shown in Equation (1.3).

\[
\Phi = \frac{Molecules \ undergoing \ reactions}{Absorbed \ photons} \tag{1.3}
\]
Experimentally, it is often difficult to calculate the exact amount of species undergoing chemical reactions. As such, the photonic efficiency of reactions, $\xi$, is usually preferentially considered. $\xi$ is defined as the ratio between the number product molecules formed and the number of photons absorbed, as shown in Equation (1.4).

$$\xi = \frac{\text{Reaction products}}{\text{Absorbed photons}} \quad (1.4)$$

Due to its simplicity, Equation (1.4) can be used to quantify the effects of photonic excitation in chemical reactions. Although vastly numerous, these photochemical reactions can be separated into two broad subjects: photosynthesis and photocatalysis.

**Organic Photosynthesis**

Photosynthesis is a chemical procedure commonly used to perform reactions through thermally prohibited pathways. Many reviews and studies have been carried out on photosynthetic organic chemistry since its initial academic applications in the late 1960s.\textsuperscript{20,25–27} From these studies it is possible to observe three principal photoreaction types: isomerisation, C–C bond formation, and radical generation.\textsuperscript{27}

In order to gain an understanding of the processes governing organic photosynthesis, it becomes important to consider the excited systems in terms not only of Atomic Orbitals (AO) but also of MOs. Upon the formation of a covalent bond, the AO of the component molecules combine to form a pair of MOs containing the bonding electrons, one with higher energy, and one with lower energy than the constituent AO. The pair of created MOs are referred to as the bonding and antibonding MOs for the low and high energy systems, respectively. Figure 1.2 shows a representation of the placement of the two MOs arising from the Linear Combination of AO (LCAO) in the $\text{H}_2$ molecule. In simple terms, the types of MO created from LCAO can be described either as symmetrical orbitals around the molecular axis (denoted as $\sigma$) or as orbitals that are antisymmetric along a plane that contains the intermolecular bond (denoted as $\pi$). As the MOs exist in pairs, the low energy bonding orbitals are denoted $\sigma$ and $\pi$ whilst their high energy antibonding counterparts are denoted as $\sigma^*$ and $\pi^*$. During the photonic excitation of an organic molecule, electrons are promoted from the bonding orbitals to the antibonding orbitals.
Fig. 1.2 Representation of the linear combination of the AO of two hydrogen atoms. The formation of the bonding and antibonding MOs as well as the relative energies of each orbital can be seen.

Once promoted to these antibonding orbitals, high energy electrons can lead to a large variety of chemical reactions.\textsuperscript{25,26} Of these reactions, the photoisomerisation of alkenes is one of the most useful as it allows for the synthesis of thermodynamically unstable chemical species. During photoisomerisation, the excited electrons can undergo a transition from the excited state, $S_1$, to a triplet state, $T_1$, which leads to a loss of stereochemical rigidity across the excited bond.\textsuperscript{28,29} During the electronic decay from $T_1$ to $S_0$ the molecule can relax into either the \textit{cis} or \textit{trans} conformation. As the \textit{cis} and \textit{trans} conformations of molecules have different absorption spectra, it becomes possible to selectively excite one molecular isomer and thus promote the formation of the other. This technique has been applied successfully in a large number of organic reactions. Most notably, the sterically hindered \textit{cis}-stillbene was photosynthesised by irradiating the thermodynamically stable \textit{trans}-stillbene with UV light ($\lambda = 313$ nm).\textsuperscript{28} The energetic positions of the electrons during this isomerisation are shown in Figure 1.3.
It is important to note that such cis-trans photoisomerisation are not unique to C=C bonds but have also been observed in N=N bonds. The most common example of an N=N photoisomerisation is that which is known to occur in azobenzene wherein the more thermodynamically stable trans isomer can be converted into the cis conformation through UV irradiation at wavelengths between 320 and 380 nm. Conversely, the trans conformation of azobenzene can be favoured by irradiation with light at wavelengths of 400 to 450 nm. From this isomerisation it becomes clear that although photochemical phenomena are studied primarily through carbon species, they are not limited to this element.

Photoactivated reactions can be further used for the photomediated formation of C–C bonds. Of the many different photoactivated C–C bond formation reactions, the [2+2] cycloaddition of unsaturated molecules remains one of the most useful photoreactions. Two properties of these cycloaddition reactions render them particularly important. Firstly, the thermodynamic barrier for the formation of cyclobutane systems makes their thermal synthesis highly difficult, the use of photonic excitation allows to overcome this barrier. Secondly, the products of [2+2] photocycloaddition reactions are often less absorbing than the synthetic reagents, effectively minimising the occurrence of reverse reactions.
The electronic mechanism of [2+2] photocycloadditions can be understood based on applying Frontier Molecular Orbital (FMO) theory. The main attractive interaction between two molecules and the formation of new chemical bonds arise from the successful overlap between the HOMO of one molecule and the LUMO of the other. As shown in Figure 1.4, no overlap exists between the $\pi$ orbital (HOMO) and the $\pi^*$ orbital (LUMO) of alkenes, rendering the formation of two covalent bonds impossible. However, when one of the molecules absorbs a photon, an electron within the molecule is excited from the $\pi$ to the $\pi^*$ orbitals, effectively making $\pi^*$ the HOMO of the photoexcited system. From this photoexcitation, the formation of an effective HOMO-LUMO overlap between the two molecules becomes possible. This overlap allows to create two covalent bonds, as shown in Figure 1.4.

Although the use of photoexcited molecules allows to form C–C bonds through thermally unattainable pathways, it is important to note that [2+2] photocycloaddition reactions will be stereochemically selective. Indeed, during [2+2] cycloaddition the excited electron does not need to transition to a triplet state which causes the loss of stereochemical configurations within the molecule. As such, the stereochemistry of the final product will be dependent of the stereochemistry of the reactants. This effect was observed by Yamazaki and Cvetanović during their studies on the photodimerisation of cis-butene wherein only two diastereoisomers were observed, as shown in Figure 1.5.31

**Fig. 1.4** General mechanistic pathway for the [2+2] photocycloaddition of alkenes. The different orbital configurations of the alkene molecules are shown in order to highlight the orbital mismatch when both alkene species are in their ground state.

**Fig. 1.5** Photodimerisation of cis-butene carried out by Yamazaki and Cvetanović.31 The retention of the individual stereochemistry of the butene molecules was observed.
Even though photocycloaddition allows to create thermodynamically unfavourable products, the requirement of C=C bonds limits the applicability of this technique. The photostimulated formation of radical species can be used as a more effective and versatile alternative to the excitation of C=C bonds.

Radicals are species which possess an unpaired electron in their HOMO. The formation of radicals occurs through the homolytic fission of molecular bonds resulting from the absorption of either thermal or photonic energy as shown in Figure 1.6. Even though this homolytic fission of molecular bonds can be achieved through thermal excitation, the photoexcitation process remains more energetically efficient.\textsuperscript{27,32}

![Fig. 1.6 Scheme showing the changes in electronic configuration (above) and orbital geometry (below) during the photostimulated homolytic fission which leads to the formation of radical species.](image)

Due to the unpaired electrons, the created radical species are highly reactive and play an essential role in a large part of photosynthetic procedures.\textsuperscript{27,33–35} Radical reactions proceed through three different phases: initiation, propagation, and termination. During initiation, free radicals are generated through the homolytic fission of a molecule with a relatively low activation energy. These radicals can proceed to react with non-radical species through H abstraction or bond formation. The reaction of a radical with a non-radical species will lead to the formation of another radical. This is the propagation process, as shown in Figure 1.7. Finally, the radicals (either generated through the initiation step or the propagation step) can react with other radicals in the system, effectively achieving complete electron pairing and leading to the loss of active species in the reaction through the termination process. These three different phases can be seen clearly during the photoinitiated chlorination of methane as shown in Figure 1.7.
The versatility of the propagation step has rendered the use of radicals an invaluable asset for both organic and polymer synthetic reactions. Furthermore, due to their high reactivity, radicals have been extensively used to carry out reactions involving energetically stable molecules. One such class of reactions, that of organic decompositions, forms the foundation of the purification techniques developed during the present study as described in Chapters 5 to 7. Organic decomposition reactions take advantage of the high reactivity of radical species generated from photocatalytic materials in order to convert toxic molecules into valuable chemical species.

**Photocatalysis**

Although the direct interaction of light with molecules allows for the actuation of complex chemical reactions, the energy requirement for direct photosynthetic phenomena remains very high, often
requiring illumination of wavelengths below 300 nm. As such, in order to make photochemical reactions more energetically efficient and sustainable, the eye was turned to natural photosynthetic chemistry. In a large feat of biomimetics, a series of photocatalysts have been developed in order to perform photochemical reactions through the use of solar light.

Photocatalysts are photoactivated species which can be introduced to chemical reactions in order to reduce the required activation energies or increase the rate of product formation. By absorbing light, photocatalysts can supply an additional source of energy to chemical reactions, thus allowing to overcome the reaction barriers of a wide variety of such reactions. Most photocatalytic processes hinge on the formation of free radicals which supply a lower energy alternative reaction pathway for chemical syntheses due to their highly reactive nature. Two main families of photocatalysts exist: homogeneous and heterogeneous catalysts.

Homogeneous photocatalysis focuses on the use of photocatalytic species in the same phase as the reagents. These reactions are normally restricted to liquid systems. Although organic homogeneous photocatalysts have been used successfully in many photosynthetic reactions, the most commonly used homogeneous photocatalysts are transition metal complexes. The advantages of using inorganic complexes as homogeneous photocatalysts are clearly displayed by the cation of tris(bipyridine)ruthenium(II) chloride ($[\text{Ru(bpy)}_3]^{2+}$). Only mild photon energies ($\lambda \approx 450 \text{ nm}$) are required in order to generate high energy electrons through a metal to ligand charge transfer. This low energetic requirement as well as a high QE and long excited state lifetimes have rendered $\text{Ru(bpy)}_3^{2+}$ one of the most important homogeneous photocatalysts for the exploitation of solar energy.

Although the presence of photocatalysts in the same phase as the reagents allows to maximise the contact between the reagent and the catalysts, it can often be difficult to separate and recover the catalysts. This difficulty effectively hinders the industrial applicability of homogeneous photocatalysts. Furthermore, organometallic complexes often have to be synthesised through difficult procedures involving expensive reagents. As such, the commercialisation of homogeneous photocatalysis remains limited to special chemical syntheses.

Heterogeneous photocatalysts can, in general, be used to overcome the problems of homogeneous photocatalysis. Although the phase discrepancy of heterogeneous photocatalysis reduces the contact between the catalysts and the reagent species, the advantages gained by the ease of cata-
lyst/product separation have led to a heightened interest in these systems. Furthermore, many solid state photocatalysts are based on low cost transition metal oxides due to their natural abundance.\textsuperscript{46} Such advantages have allowed the effective use of photochemistry at commercial scales.\textsuperscript{47,48} In particular, heterogeneous photocatalysts have received significant interest as agents for the photodecomposition of toxic pollutants.\textsuperscript{49–52} During the present study on the purification of gas streams, semiconductor heterogeneous photocatalysts were used for the photodegradation of contaminant species.

### 1.2 Semiconductors as Photocatalysts

In order to understand the particular effectiveness of solid state catalysts, it is important to establish the electronic structures of bulk solids. Figure 1.8 shows the effects on orbital structures as increasing numbers of AO are combined in solids. For clarity reasons, Figure 1.8 only displays the combination of atomic s orbitals although all of the AO in a given species will undergo the described process.

![Fig. 1.8 Scheme showing the formation of band orbital structures in bulk solids from the LCAO of N orbitals. As N tends to infinity, the width of the band remains finite whilst its component orbitals tend to infinity.](image)

It can clearly be seen in Figure 1.8 that as the amount of component atoms (N) tends to infinity, the energy between the highest antibonding orbital and the lowest bonding orbital remains finite. This can be expressed mathematically by considering the energy levels according to Hückel theory. From the Hückel secular determinant of a series of N overlapping s orbitals, the energy level of any given MO ($E_R$) can be expressed as reported in Equation (1.5) where $\alpha$ and $\beta$ are two energy terms for the electrons in the MOs, N is the total number of AO and $k$ is a positive integer relating to the energy levels of the specific MOs studied.
\[ E_R = \alpha + 2\beta \cos\left(\frac{k\pi}{N+1}\right) \]  \hspace{1cm} (1.5)

It can be seen from Equation (1.5) that for the lowest energy MO (\(k=1\)) and the highest energy MO (\(k=N\)) for a system with \(N\) orbitals, will have fixed energies as shown in Equation (1.6) and Equation (1.7).

\[ E_1 = \alpha + 2\beta \cos\left(\frac{\pi}{N+1}\right) \]  \hspace{1cm} (1.6)

\[ E_N = \alpha + 2\beta \cos\left(\frac{N\pi}{N+1}\right) \]  \hspace{1cm} (1.7)

As \(N\) tends to infinity, Equations (1.6) and (1.7) can be reduced to simpler terms, as shown in Equations (1.8) and (1.9), respectively.

\[ E_1 = \alpha + 2\beta \]  \hspace{1cm} (1.8)

\[ E_N = \alpha - 2\beta \]  \hspace{1cm} (1.9)

From Equations (1.8) and (1.9), it can be seen that the energy difference between the highest and the lowest MOs in a system composed by the LCAO of \(s\) orbitals, corresponds to \(4\beta\).

This fixed energy difference between MOs signifies that when the number of AO approaches infinity, the difference between individual MO energy levels becomes infinitesimally small. This, in turn, leads to the formation of a continuous energy band (as shown in Figure 1.8). Nonetheless, it remains important to note that as MOs can only be created by the effective overlap of similar AO, different orbital bands, corresponding to different overlapping orbitals (\(s\) band, \(p\) band, etc.), will be generated in bulk materials.

In semiconductors, electrons can be promoted from the energetically highest occupied band, the valence band, to the energetically lowest unoccupied orbital band, the conduction band. However,
electronic excitation can only occur if the energy supplied to the system is equal to or greater than the energy gap between the valence band maximum, VBM, and the conduction band minimum, CBM. This energy is defined as the band gap, $E_g$. Figure 1.9 shows the band transition occurring in a semiconductor during electronic excitation.

As electrons transition to the conduction band through photonic (or thermal) excitation, they leave a positively charged hole in the valence band. Both the created hole and the excited electron are mobile. However there is an energy barrier to overcome in order to separate these charges. As such, the electron-hole pair can often be considered as a single particle, an exciton. The high mobility of the exciton in semiconductors has allowed for the use of semiconductors in a wide variety of applications such as photovoltaics, photoelectrolysis and photodegradation.  

Nonetheless, it is important to note that not all semiconductors can be photoexcited in a useful manner. This limitation can be attributed to two intrinsic properties of the semiconductors: band gap energy and chemical stability. As discussed previously, in order to achieve the photoexcitation, a photon of energy equal to or larger than $E_g$ needs to be absorbed. Whilst this means that semiconductors with small band gaps such as Fe$_2$O$_3$ and CdO ($E_g = 2.3$ and $2.1$ eV, respectively)$^{54}$ can be easily photoexcited by the solar spectrum ($\lambda \leq 590$ nm), wide band gap semiconductors such as ZrO$_2$ ($E_g \approx 5.0$ eV)$^{55}$ require dedicated photon sources. It becomes readily apparent that in order for semiconductors to be energetically and financially efficient photocatalysts, the choice of available materials is limited to those which have band gaps that allow solar photoexcitation.
The second limitation of photoexcited semiconductors is that of chemical stability. Due to the high reactivity of the photogenerated radicals, it is important for photocatalysts to be relatively chemically inert. This, unfortunately, is not the case for many semiconductors with small band gaps (such as Fe₂O₃) which are known to be highly reactive not only to photogenerated radicals but also to a very large variety of chemical conditions. This chemical instability can result very problematic for industrial applications as photocatalytic devices often need to operate in harsh environments.

During the present study, TiO₂ was chosen as a semiconducting catalyst for the purification of gas streams due to a number of particular properties amongst which a good chemical stability and an appropriately sized band gap. Indeed, TiO₂ is known to possess a band gap which allows to achieve photoexcitation from the solar spectrum in addition to being chemically inert, signifying that the semiconductor can be used as a photocatalyst without it being decomposed by any photogenerated radicals.

### 1.2.1 TiO₂ Photocatalysis

TiO₂ is a semiconducting metal oxide that can be readily found in nature in three crystalline phases: rutile, anatase and brookite. Due to their crystal structure differences, (as seen in Figure 1.10) the three natural polymorphs of TiO₂ possess different chemical and electronic properties which affect their suitability in photocatalytic applications.

![Fig. 1.10](image) Ball and stick crystal structures of the three main polymorphs of TiO₂. Titanium is represented as white whilst Oxygen is shown as red.

Zhang and Banfield have shown that with TiO₂ particle sizes of less than 11 nm the anatase crystal phase was favoured, with particle sizes ranging from 11 to 35 nm, brookite is preferentially formed, and above 35 nm, the rutile crystal phase will be the most thermodynamically stable.
However, once formed, the anatase crystal phase is kinetically stable at room temperatures due to a slow phase transition to the more thermodynamically stable rutile.\textsuperscript{46} This kinetic stability can be overcome by high temperatures, allowing for the formation of pure rutile crystals from anatase annealed at temperatures exceeding $600^{\circ}C$ for large periods of time.\textsuperscript{61} As such, the presence of both the anatase and rutile TiO\textsubscript{2} phases can be observed in samples processed at mild temperatures.

Electronically, different crystal structures possess slightly different band gaps. The band gaps of rutile and anatase were calculated by Tang \textit{et al.} to be $3.0 \text{ eV}$ and $3.2 \text{ eV}$, respectively.\textsuperscript{62} Whilst the band gap of brookite was calculated to be $3.14 \text{ eV}$ by Grätzel and Rotzinger.\textsuperscript{63,64} This signifies that photons of energy above $3.0 \text{ eV}$ ($\lambda \leq 413\text{ nm}$) will promote the formation of excitons in TiO\textsubscript{2}. The process for the photogeneration of electrons ($e^{-}$) and holes ($h^{+}$) on TiO\textsubscript{2} can be summarised as shown in Equation (1.10)

$$\text{TiO}_2 + h\nu \rightarrow \text{TiO}_2 + h^{+}_{vb} + e^{-}_{cb}$$ \hspace{1cm} (1.10)

The photogenerated exciton can migrate to the surface of the TiO\textsubscript{2} in order to undergo redox reactions with molecules adsorbed on the semiconductor. During these redox processes the photoexcited electron will undergo intermolecular transition onto an acceptor molecule (A). Concurrently, a donor molecule (D) will transfer an electron into the positively charged vacancy of the photogenerated hole. This process leads to the formation of two excited species ($A^{-}$ and $D^{+}$) which will undergo chemical reactions with neighbouring molecules. This photocatalytic molecular activation is represented schematically in Figure 1.11.\textsuperscript{65,66}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure11.png}
\caption{Schematic representation of the electronic transitions during the main steps involved in the photocatalytic activation of acceptor (A) and donor (D) by TiO\textsubscript{2}. The energy levels of the conduction and valence bands of TiO\textsubscript{2} are labelled as $E_{CB}$ and $E_{VB}$, respectively, whilst the energy levels of the acceptor and donor redox pairs are labelled as $E(A/A^{-})$ and $E(D/D^{+})$, respectively.}
\end{figure}
It can be further seen in Figure 1.11, that the energy level of the acceptor species must lie below that of the conduction band of TiO$_2$ in order to achieve a successful electronic transition. In addition to this, the energy level of the donor species must lie above that of the valence band in order to supply an electron to the depleted band of TiO$_2$. As such, TiO$_2$ photochemical reactions are limited to specific acceptor and donor molecules. Although this limitation can be overcome through a number of processes such as the use of multiple photons to achieve electronic excitation (as reported in multiphoton processes)$^{67}$ or the combination of thermal excitation with photonic excitation (as seen in light enhanced thermal catalysis),$^{68}$ TiO$_2$ photocatalysis performed through single photon photoexcitation has the highest efficiency.

In TiO$_2$ photocatalysis, the most common acceptor and donor molecules adsorbed onto the semiconductor surface are O$_2$ and H$_2$O, respectively. The O$_2$ molecules adsorbed onto the TiO$_2$ will react with the photogenerated electrons to form the highly reactive superoxide radical, O$_2^-$, as shown in Equation (1.11).$^{69}$ Similarly, the OH$^-$ ions generated from the water adsorbed on the TiO$_2$ surface react with the photogenerated holes to create OH$^-$ radicals, as shown in Equation (1.12).$^{62}$ These photogenerated OH$^-$ possess a strong oxidation potential of +2.80 V, this potential is only exceeded by elemental fluorine.$^{46}$ Due to this tremendous oxidising power, the OH$^-$ radicals can react indiscriminately, often leading to the complete mineralisation of organic compounds into CO$_2$ and H$_2$O.$^{69}$

\[
O_2 + e^- \rightarrow O_2^-(1.11)
\]

\[
OH^- + h^+ \rightarrow OH^-(1.12)
\]

The high oxidative potential of TiO$_2$ in combination with its chemical stability, photoefficiency, low toxicity, and low costs effectively render it the “perfect” catalyst for the photodecomposition of organic contaminants. In addition to this, these advantages have led to the use of TiO$_2$ in controlled photosynthetic techniques. These techniques focus not on the complete mineralisation of chemical species but rather on the use of photoactivated TiO$_2$ to catalyse synthetic reactions.
TiO$_2$ catalysed photosynthetic reactions

Photoexcited TiO$_2$ has been used in synthetic reactions since 1977 when Schrauzer and Guth observed the formation of ammonia whilst reducing acetylene. This observed reduction of N$_2$ is of particular importance as the reductive potential of the electrons created by photoexcited TiO$_2$ is insufficient to carry out the reaction due to the stability of the bond within the nitrogen molecules. Further studies carried out by Soria et al. proposed that the reduction of N$_2$ proceeds through the formation of a reactive complex with the photogenerated OH$^-$ radicals (as shown in Equation (1.13)). During these studies, the yield of the reaction was further increased by inserting Fe$^{3+}$ into the TiO$_2$ matrix. These ions were observed to act as electron scavengers (as shown in Equation (1.14)), effectively increasing the population of photogenerated OH$^-$. However, as the Fe$^{2+}$ ions formed during these reactions were comparatively more stable than their oxidised counterparts, the enhancement effect caused by the Fe ions was non-catalytic. 

$$N_2 + OH^- \rightarrow [N_2 \cdots OH]^* \quad (1.13)$$

$$Fe^{3+} + e^- \rightarrow Fe^{2+} \quad (1.14)$$

Further photocatalytic reductions of N containing species were reported by Mahdavi et al. in 1993 with the successful photoreduction of nitroorganic molecules to amines. Mahdavi et al. used ethanol as the reducing agent which reacted with the nitroorganic molecules. This procedure was of particular importance as it presented an alternative technique for the formation of amines. Indeed, previous amine formation techniques relied on the use of Sn or Pd catalysts through non-selective and complex procedures. Mahdavi’s studies were further pursued by Ferry and Glaze who demonstrated the direct reduction by the electrons photogenerated on TiO$_2$, as well as an improved functional group selectivity for the reactions.

The photocatalytic reductive potential of TiO$_2$ has been recently studied for the elimination of CO$_2$. The reduction of CO$_2$ has become an important research subject due to its crucial role in global climate change. The photocatalytic reduction of CO$_2$ by TiO$_2$ catalysts was demonstrated in 1979 by Inoue et al. with the conversion of CO$_2$ into formic acid, formaldehyde and methanol.
through the use of H$_2$O. This was further improved by Thampi et al. for the reduction of CO$_2$ under standard conditions with Ru doped TiO$_2$. However, the direct reduction of CO$_2$ is difficult as, due to the high bond strength of the molecules, the reducing electrons need to have an incredibly high energy.

Although the reduction of CO$_2$ remains technically complicated, TiO$_2$ can be used to catalyse alternative synthetic reactions. The formation of C–C bonds by photoactivated TiO$_2$ was shown by Yanagida et al. as well Cermenati et al. Yanagida et al. used photoactivated H$_2$O as an oxidant species for the formation of carbon bonds. A separate reaction pathway was developed by Cermenati et al. where the formation of carbon bonds was carried out by the radical alkylation of electron deficient alkenes.

The interaction of alkenes with photoactivated TiO$_2$ is known to lead to the formation of a variety partial photooxidation products. Amongst these products, the formation of epoxides from alkenes is particularly important due to the role of epoxides within synthetic chemistry. Such TiO$_2$ catalysed epoxidations were reported by Murcia-López et al. as well as by Nguyen et al. in photocatalytic gas stream reactors. It was further shown by Ohno et al. that the TiO$_2$ mediated photoepoxidation of alkenes could be carried out both stereoselectively and stereospecifically. During the present study, the photoepoxidation of 1-hexene in gas streams and the direct reaction of its most reactive partial photoepoxidation products are investigated in Chapter 8.

Although TiO$_2$ can be seen as a highly promising photocatalyst for both decomposition and synthetic reactions, its commercialisation has remained unusually scarce due to the generally low efficiency of TiO$_2$ based devices. As the process crucial to the TiO$_2$ mediated decomposition of contaminants hinges on the production of high energy molecules on the TiO$_2$ surface, the available semiconductor surface area is particularly important to the efficiency of photocatalytic purification devices. The currently used TiO$_2$ photocatalysts; monoliths and macrostructured powders, have a relatively limited surface area, effectively restricting the production of OH$^-$ and O$_2^-$ radicals. As such, an increase in photocatalytic efficiency can be achieved by increasing the surface area available for the adsorption of reactants. In addition to addressing the low efficiency, morphological modifications of the catalysts further allow to reduce the volume of photocatalytic reactors (another setback to the practical application of TiO$_2$ as a photocatalyst).
During this study, in order to establish a commercially viable TiO$_2$ photocatalytic gas phase purification reactor, the efficiency of the system was improved through two main techniques. Firstly, a specific photoreactor design (as described in Chapters 6 and 7) was established in order to maximise the contact between the TiO$_2$ and the gas phase contaminants. The second avenue investigated in order to enhance the photocatalytic activity of TiO$_2$ was to convert the morphology of the semiconductor to high surface area nanostructures (as described in Chapter 3).

### 1.2.2 Nanostructured Semiconductors as Photocatalysts

Nanostructures are materials for which at least one dimension resides within the nanoscale (< 1 $\mu$m). In recent years nanostructures have received particular interest due to their physicochemical properties which often render them ideal for a variety of different applications. Amongst these unique properties, one of the most useful remains the large increases in surface areas inherent to nanomaterials. The large surface area of nanomaterials was successfully used by Jong-Heun Lee to enhance the gas-sensing properties of semiconductors by using nanostructured systems instead of thin films.\(^8^9\) For gas phase photocatalytic applications, this increase in surface area leads to an increase in contact sites between the gas molecules and the photocatalysts, effectively increasing a system’s photocatalytic efficiency.

It thus becomes clear that the use of nanostructures in the present series of studies would greatly increase the efficiency of the designed photocatalytic purification technologies. Although many different nanostructured materials have been created, three structures in particular are known to possess extensive surface areas: nanotubes, aerogels, and nanofibres.\(^9^0\)–\(^9^2\)

**Nanotubes**

Semiconductor nanotubes were first developed in the late 1990s.\(^9^3\) In 2001 Gong *et al.* demonstrated the successful synthesis of TiO$_2$ nanotube arrays with lengths of up to 50 nm through anodisation.\(^9^3\) Due to their high surface areas, these structures have been successfully used in a variety of applications ranging from drug delivery to photostimulated hydrolysis.\(^9^0,9^4\) The inherent advantages of the nanotubular morphology were further demonstrated by Lee *et al.* in their studies on ZnO nanotube arrays wherein ZnO nanotubes displayed a three fold increase in photoelectrochemical
water splitting efficiency with respect to ZnO nanorods.\textsuperscript{95}

Although nanotubes possess many promising characteristics, the synthesis of TiO$_2$ nanotubes at a large scale remains significantly challenging. The standard procedure for TiO$_2$ nanotube synthesis hinges on the electrochemical formation of nanotube arrays on the surface of Ti plates, effectively complicating the large-scale synthesis of TiO$_2$ nanotubes.\textsuperscript{93} Furthermore, once the TiO$_2$ nanotube arrays have been formed, a further complex procedure is required to separate these arrays from their original substrate.\textsuperscript{96} As a consequence of these limitations, the industrial application of TiO$_2$ nanotubes remains limited.

**Aerogels**

More promise for the application of nanostructures in the elimination of gas contaminants can be seen in the use of aerogels. Aerogels are highly mesoporous solids with exceedingly large surface areas first developed in 1932.\textsuperscript{97} These large internal surface areas arise from the successful removal of solvents from wet gel monoliths whilst maintaining the structural integrity of a polymer network. Figure 1.12 shows the two main synthetic phases which lead to the formation of low density and high porosity aerogels: polymerisation and solvent extraction. Initially, a polymer monolith with a high internal surface area is created by the cross linked polymerisation of a series of monomers in a solvent. The formation of an aerogel from the monolith is then performed by removing the solvent from the polymer gel without causing a collapse of the network. This procedure creates materials with high porosities (>90% by volume) and internal surface areas (∼1200 m$^2$g$^{-1}$).

![Fig. 1.12](image.png) Scheme showing the main phases leading to the formation of an aerogel monolith: polymer network formation through polymerisation and aerogel monolith synthesis through solvent extraction.

Due to their high surface areas, the use of TiO$_2$ aerogels in the purification of gas streams can allow the development of highly efficient photocatalytic purification reactors. The advantages
of TiO$_2$ based aerogels were shown clearly by Cao et al. during their studies wherein SiO$_2$/TiO$_2$ aerogel monoliths were used to decompose trichloroethylene an order of magnitude above the commercially available TiO$_2$ nanopowder, Degussa P25. However, the monoliths created by Cao et al. displayed significant mechanical fragility and required supercritical CO$_2$ drying in order to create a stable aerogel. Supercritical drying is a complicated and expensive procedure which limits the commercial applications of TiO$_2$ based aerogels. This limitation was overcome by Sarawade et al. with an ambient condition synthesis of SiO$_2$ aerogels in 2010. Unfortunately, SiO$_2$ is a non-photoactive material, which means that the created aerogels could not be used as successful photocatalysts.

Even though the photocatalytic application of aerogels cannot be taken advantage of efficiently, their large surface area means that aerogels can still be used for the removal of contaminants from gaseous environments through adsorption. A similar adsorption removal technique is already commercially applied by PpTek ltd. for the removal of siloxanes from biogas with the use of simple polymeric media. In order to investigate this potential application for SiO$_2$ aerogels, as well as to establish an effective comparison between photodegradative and absorptive methods of gas purification, the adsorptive properties of SiO$_2$ aerogels were studied as discussed in Chapter 4.

**Nanofibres**

In light of the complicated synthetic requirements of TiO$_2$ nanotubes and aerogels, it becomes clear that these two nanostructures remain unsuitable as TiO$_2$ based photocatalytic agents for the removal of contaminants from gas streams. An alternative nanostructure which maintains high surface areas whilst displaying a high mechanical stability can be found in electrospun nanofibres. This mechanical stability of nanofibres is of particular importance in photocatalytic reactors as this means that, unlike nanoparticulates, nanofibres do not require immobilisation on a substrate before they can be commercially used.

First developed by Taylor in the late 1960s, the electrospinning procedure uses the high voltage extrusion of a polymer solution through a capillary in order to create nanoscale fibrils which can then be collected on a grounded substrate.

The detailed formation mechanism for electrospun nanofibres can be summarised in four steps.
Firstly, (Figure 1.13 A), a high electric field potential is applied to the polymer solution, under the electrostatic forces of the current, the meniscus of the solution forms a conical structure called the Taylor cone. As the strength of the electrostatic forces in the solution is increased, drops of solution are then ejected from the tip of the Taylor cone. In polymer solutions with high viscosity the ejected droplets are then extruded into fibres (Figure 1.13 B). The solvent in the charged fibres subsequently evaporates, leading to the formation of solid structures (Figure 1.13 C). Finally, the charged fibres are collected by a grounded electrode under random orientation (Figure 1.13 D). The collected fibres can then be retrieved from the electrode in the form of a mechanically resistant non woven mat.

![Fig. 1.13 Schematic representation of the key processes in the formation of electrospun nanofibres. These processes are: the formation of the Taylor cone (A), the extrusion of polymer fibres from the Taylor cone (B), the evaporation of the solvent and hardening of the fibres (C), and the collection of the charged fibres onto a grounded material (D).](image)

The morphology of electrospun nanofibres can be controlled by a wide variety of factors. The most important amongst these factors are the initial polymer solution viscosity, the strength of the applied electric field and the distance between the capillary tip and the collector. These parameters have been extensively studied in literature \(^{104}\) and the effect of their modification upon the created structures has been thoroughly investigated. \(^{105}\) As such, a high degree of control on the specific morphology of nanofibres can be achieved. The versatility of the electrospinning technique is further enhanced by the simplicity through which it can be adapted for the formation of a wide variety of metal oxide nanofibres.
By adding a metal oxide precursor to the electrospinning solution, it is possible to create precursor laden nanofibres. The precursor can then be converted into its corresponding metal oxide through high temperature calcination which also allows to eliminate the polymer from the nanofibres. This method was demonstrated by Shao et al. in 2002 with the synthesis of SiO$_2$ nanofibres. The technique was further adapted by Lee and Xia in 2006 as well as by Fang et al. in 2015, for the synthesis and application of TiO$_2$ and WO$_3$ nanofibres, respectively.

TiO$_2$ nanofibres have a surface area of $\sim 15 \text{ m}^2\text{g}^{-1}$, this is significantly lower than the $\sim 1200 \text{ m}^2\text{g}^{-1}$ surface area displayed by aerogels. Nonetheless, this remains a significant increase over macroscale TiO$_2$ films ($< 0.2 \text{ m}^2\text{g}^{-1}$). As such it was possible for Rezaee et al. to demonstrate the efficacy of TiO$_2$ nanofibres in water purification through the decomposition of the Reactive Blue 19 dye in aqueous solutions.

The versatility of the electrospinning technique in combination with the photoactivity of TiO$_2$ nanofibres renders them a promising nanostructure for the enhanced photodecomposition of contaminants in gas streams. During the present study, the synthesis, doping, and effectiveness of TiO$_2$ nanofibres as gas purification photocatalysts were investigated. Chapter 3 presents the synthesis of TiO$_2$ nanofibres with enhanced morphologies for the photodecomposition of gas phase contaminants. The photodecomposition properties of the created nanofibrous structures and their relative efficiencies were then studied and are presented in Chapter 5.

It is important to note that due to a perceived synthetic complexity as well as an inherently time consuming synthetic procedure, TiO$_2$ nanofibres have received limited industrial and academic interest. Indeed, the TiO$_2$ nanostructure most used for photocatalytic applications remains a simple nanopowder.

**Aeroxide P25**

The most common commercially available TiO$_2$ nanopowder is Aeroxide P25 (P25). P25 is synthesised through the gas-phase flame pyrolysis of TiCl$_4$ which allows to create nanoparticles with an average diameter of 21 nm. It is known to be a particularly effective photocatalyst due to two main properties: a high surface area and a hybrid crystal structure composition. The surface area of P25 lies in the range of 35 - 65 m$^2$g$^{-1}$, this is significantly higher than that of TiO$_2$.
films (< 0.2 m²g⁻¹). This surface area enhances the contact area between the catalyst and the reagents, leading to P25 displaying a higher photocatalytic activity with respect to dense TiO₂ films.

The second main factor in the high photocatalytic performance of P25 lies in its crystal composition. P25 nanoparticles are composed of a combination of anatase and rutile at a ratio of approximately 3:1. The combination of the anatase and rutile crystal structures was shown by Su et al. to display higher photoactivity than either the rutile or anatase structures alone. Furthermore, they demonstrated that the photoactivity of rutile/anatase composites peaked at a composition of 60% anatase, which is consistent with the composition of P25. This higher photocatalytic activity of rutile/anatase composites with respect to the individual crystal structures is a subject of significant academic interest. It is commonly accepted that the increase in photoefficiency arises from the misalignment of the conduction and valence bands of rutile and anatase.

Although the relative band alignments of rutile and anatase (and consequently the movements of the photogenerated charges between the two species) have been a matter of contention, this was conclusively settled in 2013 by Scanlon et al. By combining mathematical modelling with experimental data, Scanlon et al. demonstrated that anatase had a higher electron affinity than rutile, meaning that photogenerated e⁻ will flow from rutile to anatase. As such, the band alignment between the two crystal phases can be depicted as shown in Figure 1.14.
Fig. 1.14  Conduction and valence band alignment for rutile/anatase TiO$_2$ composite materials as proposed by the experimental and theoretical studies of Scanlon et al.$^{114}$ The orange arrows indicate the flow of charged species whilst the blue and white circles represent the photogenerated electrons and holes, respectively. $E_F$ shows the Fermi level of the combined system whilst $E_{FA}$ and $E_{FR}$ show the Fermi levels of anatase and rutile, respectively. $E_{\Delta CBM}$ shows the energy difference between the conduction band minima of the two crystal structures whilst $E_{\Delta VBM}$ shows the energy differences between the valence band maxima of rutile and anatase.

From Figure 1.14 it becomes readily apparent that photogenerated e$^-$ will tend to transition to (or remain in) the anatase crystal structure whilst photogenerated h$^+$ will tent to transition to (or remain in) the rutile structure. This is further illustrated by the band bending shown at the interface of the anatase and rutile structures in Figure 1.14. The preferential movement of charges in the complex material results in a shift of the Fermi level to an energy in-between the Fermi levels of the anatase and rutile structures, as shown in Figure 1.14. The charge separation thus achieved leads to longer lifetimes for the excitons in composite structures with respect to those observed in individual crystals. As such, composite materials such as P25 will tendentially demonstrate higher efficiency with respect to materials composed solely of a single crystal phase.

During the present study, the photocatalytic effectiveness of P25 as a purification agent for gas streams was compared to that of a variety of TiO$_2$ nanofibres. Chapter 5 studies the photodegradation properties of P25 in static gas environments whilst comparing its gas purification effectiveness with that of TiO$_2$ nanofibres and SiO$_2$ aerogels. The nanopowder was further used in Chapters 6 and 7 in order to study the photocatalytic purification of gas streams.
1.3 Biogas

In order to demonstrate the applicability of TiO$_2$ nanostructures as gas purification technologies, their effectiveness in the purification of industrially relevant gas streams needs to be demonstrated. The present study arises as an industrial project jointly funded by PpTek ltd. and Innovate UK with the aim of developing commercially viable photocatalytic purification technologies for the purification of biogas (and, to a lesser extent, gas streams in general). As such, the performed experiments focus on the use of TiO$_2$ nanostructures as purification agents for biogas as described in Chapters 5 and 6 whilst also discussing the ambient air purification potential of the developed technologies in Chapter 7.

1.3.1 Biogas as an Energy Source

The term “Biogas” is usually used to describe the gas generated by the anaerobic decomposition of organic matter in natural waste, sewage, and landfill sites.\textsuperscript{116} Although the composition of biogas changes depending on the nature of the materials and waste digested, it contains four primary components in varying quantities: methane (CH$_4$, 40-70 %), carbon dioxide (CO$_2$, 25-5 %), hydrogen (H$_2$, 1-5 %) and nitrogen (N$_2$, 0.3-3 %).\textsuperscript{117,118} The higher enthalpy of combustion of methane (55.5 MJ/kg)\textsuperscript{24} with respect to commonly used fossil fuels (44.8 MJ/kg for Diesel)\textsuperscript{24} in addition to the large methane content of biogas, has led to its widespread use in spark engines as an alternative fuel source.\textsuperscript{116,119,120} Furthermore, the combustion of biogas is ecologically favourable as CH$_4$ has a global warming potential 28 times larger than that of CO$_2$ over a period of 100 years.\textsuperscript{4} However, due to the variable nature of the waste precursors of biogas, the presence of a large quantity of contaminant species is observed within the gas.\textsuperscript{8}

1.3.2 Sources of Biogas Contamination

Of the many contaminants present in biogas there are two species of chemicals which, even at very low concentrations, can result in severe damage to spark engines: sulfides (in particular hydrogen sulfide, H$_2$S ), and siloxanes. Hydrogen sulfide is a particularly important contaminant in biogas due to both its toxicity and chemical reactivity in concentrations as low as a few parts per million. When H$_2$S is burned in the presence of water and oxygen it will readily undergo oxidation to form
sulphur dioxide (SO$_2$) and sulphuric acid (H$_2$SO$_4$) as described in Equations (1.15) and (1.16).$^{121}$ These two chemicals can lead to high corrosion and critical engine failure.$^{122}$ As such, a large number of studies have been carried out in order to remove H$_2$S from biogas and improve the lifetime of industrial combustion engines.$^{121-123}$

$$2\text{H}_2\text{S} + 3\text{O}_2 \xrightarrow{\Delta} 2\text{SO}_2 + 2\text{H}_2\text{O} \quad (1.15)$$

$$\text{H}_2\text{S} + 2\text{O}_2 \xrightarrow{\Delta} \text{H}_2\text{SO}_4 \quad (1.16)$$

Similarly, the combustion of siloxanes can form SiO$_2$ microcrystallites which will ultimately lead to combustion engine failure.$^{124}$ As such, their removal from biogas has become a key element in industrial biogas purification and is one of the main topics of study during this thesis.

**Siloxanes in Biogas**

Siloxanes are a family of chemical compounds which have achieved widespread use in cosmetics and detergents due to their low toxicity and high chemical stability.$^{13}$ As a result of their widespread use, siloxanes have become a non-negligible element in human waste. Furthermore, due to their high chemical stability, the decomposition of siloxanes often requires energetic conditions exceeding those supplied through anaerobic digesters. This has led to siloxanes becoming a persistent contaminant in biogas.$^{124}$

![Fig. 1.15 General molecular structure of siloxanes.](image)

Chemically, siloxanes are defined as a subgroup of silicon containing molecules with a Si–O backbone, as shown in Figure 1.15. As this definition encompasses many different molecules with
increasingly complex names, a simplified nomenclature is used to distinguish individual siloxanes. This nomenclature divides siloxanes in two groups linear, and cyclic. These groups are assigned the the letters L and D, appended by a number corresponding to the number of silicon atoms within a molecule. In this manner, the linear, two-silicon molecule, hexamethyldisiloxane is named L2. The chemical structure, IUPAC and simplified nomenclatures for two common siloxanes found in biogas are shown in Figure 1.16.\textsuperscript{16,125}

\begin{align*}
\text{L2 - Hexamethyldisiloxane} & \quad \text{D5 - Decamethylcyclopentasiloxane} \\
\end{align*}

Fig. 1.16 The specific molecular structures of L2 and D5, two common siloxanes in biogas. The names of the siloxanes are reported in the form; simplified nomenclature – IUPAC nomenclature.

Upon complete oxidation, siloxanes will usually decompose to form $\text{SiO}_2$ microcrystallites which are known to lead to two major issues in industrial combustion engines. Firstly, the hardness of $\text{SiO}_2$ leads to internal abrasion and eventual engine failure.\textsuperscript{12} Secondly, the microcrystallites can lead to the formation of a thermally insulating layer which causes overheating and destruction of sensitive engine elements.\textsuperscript{13} A further issue with siloxanes resides in their particular chemical stability which leads to long term bioaccumulation.\textsuperscript{18}

### 1.3.3 Elimination of Siloxanes in Biogas

Many different studies have been conducted towards the removal of siloxanes from biogas. A large number of the developed techniques purify biogas through the capture of siloxanes. The most common siloxane capture methods function through the use of adsorbents (such as activated carbon) or cryogenic condensation at low temperatures (-20 to -70°C).\textsuperscript{9–11,16} As absorption techniques are those most used industrially,\textsuperscript{9,17} the effectiveness of both aerogels and nanofibres as absorptive agents for the removal of siloxanes was investigated during the present study, as discussed in Chapter 4.
Although both adsorption and cryogenic distillation can purify biogas, the problem of siloxane disposal remains. In order to overcome this drawback it becomes necessary to purify biogas through the chemical conversion of siloxanes. Two different methods have been proposed for the chemical removal of gas phase siloxanes: reactive liquid extraction and photocatalytic decomposition. The former method, pioneered by Schweigkofler and Niessner in 2001, focuses on the cleavage of the Si−O bond through acid/base catalysis. Photocatalytic decomposition, the second process used to chemically decompose siloxanes, uses photocatalysts for the heterogeneous degradation of siloxanes. A number of studies have been carried out demonstrating the decomposition of siloxanes through TiO$_2$. This technique presents a large number of advantages for the purification of biogas with respect to both standard adsorption and reactive purification methods.

**TiO$_2$ Photocatalysis of Siloxanes**

As discussed in Section 1.2.1 and shown in Equation (1.10), photoexcited TiO$_2$ generates high energy electrons and holes. These charges can then react with chemical species absorbed onto the semiconductor surface, giving rise to the OH$^-$ and O$_2^-$ radicals, as shown in Equations (1.11) and (1.12). The photogenerated O$_2^-$ can also further react with protons on the TiO$_2$ surface in order to create the HO$_2^-$ radical, as shown in Equation (1.17). The high reactivity of these radicals has made them ideal candidates for the photodecomposition of siloxanes in both the liquid and gas phases.

\[
\text{O}_2^- + \text{H}^+ \longrightarrow \text{HO}_2^-
\]

A mechanism for the decomposition of siloxanes was reported by Ren-De Sun et al. as shown in Equations (1.18) to (1.23). The photogenerated radicals on the TiO$_2$ surface react with the methyl groups of the siloxanes in a series of abstraction reactions (Equations (1.18) to (1.20)), leading to the formation of the neutral $-$Si$-$CHO species and the regeneration of a hydroxide ion as shown in Equation (1.20).

\[
\text{Si}^-$CH$_3$ + OH$^-$ $\longrightarrow$ $-$Si$-$CH$_2^+$ + H$_2$O
\]
\[ -\text{Si}-\text{CH}_2 + \text{O}_2 \longrightarrow -\text{Si}-\text{CH}_2\text{OO}^- \] (1.19)

\[ -\text{Si}-\text{CH}_2\text{OO}^- + \text{e}^- \longrightarrow -\text{Si}-\text{CHO} + \text{OH}^- \] (1.20)

Although, the created \(-\text{Si}-\text{CHO}\) species is stable, it will further react with photogenerated \text{OH}^-\text{ radicals in a series of reactions in order to create a neutral tetraoxide molecule as shown in Equations (1.21) to (1.23).}\textsuperscript{126}

\[ -\text{Si}-\text{CHO} + \text{OH}^- \longrightarrow -\text{Si}-\text{CO}^- + \text{H}_2\text{O} \] (1.21)

\[ -\text{Si}-\text{CO}^- + \text{O}_2 \longrightarrow -\text{Si}-(\text{CO})\text{OO}^- \] (1.22)

\[ -\text{Si}-(\text{CO})\text{OO}^- + \text{HO}_2 \longrightarrow -\text{Si}-(\text{CO})\text{OOOOH} \] (1.23)

The tetraoxide formed in Equation (1.23) is unstable and degrades through homolytic fission, leading to the formation of \text{O}_2 as well as a \(-\text{Si}-(\text{CO})\text{O}^-\) radical and a \text{OH}^-\text{ radical, as shown in Equation (1.24). The \(-\text{Si}-(\text{CO})\text{O}^-\) radical will further decompose to form an \text{Si}^-\text{ radical species as well as \text{CO}_2 (Equation (1.25)). Finally, the siloxane decomposition is completed through the quenching of the generated \text{Si}^-\text{ and the photogenerated \text{OH}^- in order to create \text{SiOH moieties (Equation (1.26)).}\textsuperscript{126}

\[ -\text{Si}-(\text{CO})\text{OOOOH} \longrightarrow -\text{Si}-(\text{CO})\text{O}^- + \text{OH}^- + \text{O}_2 \] (1.24)

\[ -\text{Si}-(\text{CO})\text{O}^- \longrightarrow -\text{Si}^- + \text{CO}_2 \] (1.25)

\[ -\text{Si}^- + \text{OH}^- \longrightarrow -\text{SiOH} \] (1.26)

This transformation of siloxanes into \text{SiOH} is a major drawback for their photocatalytic degradation in biogas. Indeed, the photocatalytic activity of \text{TiO}_2 based siloxane photodegradation
reactors is known to decrease with extended reaction times (up to 18 months of continual use)\textsuperscript{14} due to the accumulation of SiO\textsubscript{x} species on the TiO\textsubscript{2} surface.\textsuperscript{14} Hay \textit{et al.} demonstrated that even at low SiO\textsubscript{x} deposits, the photodegradation efficiency of TiO\textsubscript{2} was drastically inhibited and that at higher SiO\textsubscript{x} concentrations, the photoactivity of the semiconductor was negated.\textsuperscript{14} This effect was attributed to the insulating nature of the SiO\textsubscript{x} species which prevented electron mobility from the semiconductor to adsorbed molecules.\textsuperscript{14}

In addition to the limited lifetime of the TiO\textsubscript{2} a further limitation to the commercialisation of these technologies arises from the relatively low efficiency of current photocatalytic reactors. Indeed, although the use of a photocatalysts for the decomposition of siloxanes is a preferable technique compared to those already in use, current systems cannot withstand the intensive demands of large-scale industrial processes.

### 1.4 Kinetic Factors in TiO\textsubscript{2} Purification Reactors

One of the most important aspects of TiO\textsubscript{2} photocatalytic reactors is their speed and efficiency. Chemically, these requirements are investigated by studying the kinetic properties of the performed reactions. Heterogeneous photocatalytic systems (such as TiO\textsubscript{2} air purification photoreactors) are governed by many complex variables. However, three main factors can be discerned in the kinetics of these reactions: the interaction between the surface of the catalyst and the studied reagents, the effect of light irradiation on the photocatalyst, and the concentration of the photocatalyst.

#### 1.4.1 The Effects of Surface Area on Reaction Kinetics

The rate of a chemical reaction can be described as the loss (or production) of a chemical species over a given period of time. Mathematically this is represented according to the rate law shown in Equation (1.27), where $\nu$ is the rate of the studied chemical reaction, $C$ is the concentration of a reagent chemical species, $k$ is the rate constant of the reaction and $n$ is the order of the reaction.

\[
\nu = \frac{dC}{dt} = -kC^n \quad (1.27)
\]
Heterogeneous photocatalytic reactions proceed through a wide variety of chemical species in many reaction steps. This means that the development of a universal rate law for heterogeneous photocatalytic reactions has yet to be achieved. In addition to this, the standard rate law shown in Equation (1.27) does not take into account the interaction of the reagents with the catalyst species. In heterogeneous catalysis, the interaction between the reagents and the catalysts is of crucial importance. As such, the study of the adsorption of chemical species on substrates is a matter of significant academic interest.

**The adsorption of chemicals on substrates**

The adsorption of a gaseous chemical species (G) on a substrate (S) can be described as shown in Equation (1.28) where the gaseous species joins with the substrate in a reversible reaction to form a single complex (GS). The rate constants of the adsorption and desorption events are shown in Equation (1.28) as $k_a$ and $k_d$, respectively.

$$G + S \xrightleftharpoons[k_d]{k_a} GS$$

(1.28)

As the adsorption is reversible, the rates of adsorption and desorption will reach equilibrium at a fixed temperature. From this equilibrium, it was possible for Irving Langmuir to establish the Langmuir isotherm, as shown in Equation (1.29). The isotherm allows to correlate the surface coverage of a chemical ($\theta$, defined as the occupied fraction of total available adsorption sites on the substrate) with the partial pressure of the studied chemical ($p$), and the ratio between the adsorption and desorption rate constants ($K = \frac{k_a}{k_d}$).

$$\theta = \frac{Kp}{1 + Kp}$$

(1.29)

The Langmuir isotherm is based on three crucial assumptions. Firstly, the adsorption of a gas on a solid surface cannot proceed beyond the formation of a monolayer. Secondly, all adsorption sites on the substrate are equivalent and the surface is uniform. Finally, it is assumed that the ability of species to adsorb on a given site is unaffected by the occupation of neighbouring adsorption sites such that there are no interactions between neighbouring molecules.
Although the assumptions of the Langmuir isotherm remain valid for low pressure systems, the model only supplies information of a system at equilibrium. No information is given on the rates of adsorption and desorption. As the adsorption of species on a catalyst surface is necessary prior to photocatalytic reactions, the time taken to reach equilibrium is an important factor for identifying the rate determining step of the studied systems. A number of mathematical models have been developed in order to supply a more in-depth analysis of the adsorption of gaseous chemicals on substrates. During this thesis, the models studying the adsorption kinetics of chemicals on substrates are applied and discussed in Chapter 4.

Nonetheless, in most cases the rates of adsorption are far larger than those of reaction on heterogeneous catalysis. This signifies that during heterogeneous catalytic reactions, the adsorption and desorption rates can often be assumed to lie at equilibrium, thus enabling the use of the Langmuir isotherm for the determination of reaction rates.

**Langmuir-Hinshelwood kinetic model**

By applying the Langmuir isotherm to the general rate law described in Equation (1.27), it is possible to extrapolate the rates of heterogeneous reactions. This is known as the Langmuir-Hinshelwood (L-H) model, allowing to take into account the role of surface coverage in heterogeneous catalyst reactions. The L-H model for the reaction of a single species is shown in Equation (1.30).

\[
\nu = k\theta = \frac{K kp}{1 + K p} \tag{1.30}
\]

However, heterogeneous photocatalysis often forms reactive intermediates which compete with the initial reagents for a catalyst’s active sites. As such, the L-H model described in Equation (1.30) must be adapted to take into account the competitive adsorption between the partial decomposition products and the decomposed reagent. The adapted L-H model, can be seen in Equation (1.31) where \(K_R\) is the ratio between the adsorption and desorption constants for the initial reagent, \(P_R\) is the partial pressure of the initial reagent and \(K_n\) and \(P_n\) are the adsorption/desorption constant ratio and the partial pressure of the \(n^{th}\) species competing for adsorption, respectively.
\[ \nu = \frac{K_R P_R}{1 + K_R P_R + \sum n K_n P_n} \] 

(1.31)

Due to its simplicity and versatility, the L-H model has become one of the most used kinetic models for the study of heterogeneous catalytic reactions.\(^{24}\) However, this model can become complex when involving multiple reagent species and different active sites.\(^{131}\)

Additionally, it is important to note that in the case of photoactivated reactions, the L-H model does not take into account the light intensity and adsorption coefficients of the substrate. In other words, the model does not consider the activation of the photocatalyst.

### 1.4.2 The Influence of Light Intensity on Reaction Kinetics

As the photocatalytic reactions of TiO\(_2\) arise from the photoexcitation of electrons, the intensity of the incident light and, more importantly, the absorbed light, will control the population of excited electrons and thus determine the rate of photocatalytic reactions. Commonly, it is assumed that the light is supplied to the TiO\(_2\) in excess, rendering this factor a constant in photocatalytic reaction kinetics. Consequently, only few academic studies have addressed the importance of light intensity on the photocatalysis.\(^{130,131,135}\)

However, under experimental conditions an increase in reaction rate is often observed with an increase in intensity. It therefore important to establish kinetic models which take into account the effects of photon flux. The general form of these models is reported in Equation (1.32) where \( \nu \) is the rate of the photocatalytic reaction, \( k' \) is the reaction constant (independent of the light intensity), \( C_R \) is the concentration of the studied reagents, \( I \) is the intensity of incident light, and \( n \) is the kinetic order of the reaction.\(^{131}\) The value of \( n \) has been reported in literature to vary from 0.5 to 1.\(^{131,135}\) At low photon fluxes the concentration of excitons can be lower than that of adsorbed reagents, leading to a rapid depletion of the excitons through chemical reactions. This leads to a first order regime, wherein \( n \) is equivalent to 1. At higher intensities, the rate of exciton formation outpaces that of exciton depletion, resulting in a half order regime.\(^{135}\)
\[ \nu = k'C_R \Gamma^n \]  

Equation (1.32) can be further expanded by taking into account the effects of the absorption of chemicals as well as the role of the photogenerated OH\(^-\) and O\(_2^-\) in the chemical reactions. Many different models have thus been developed incorporating the L-H model as well as the presence of the radical species.\(^{131}\) Equation (1.33) shows one such model developed by Brosillon et al. wherein \(\beta, \gamma, \) and \(\chi\) are independent parameters related to the formation of radicals on the TiO\(_2\) surface.\(^{135}\)

\[ \nu = \frac{\beta I C_R}{1 + \gamma I + \chi C_R} \]  

Although it can be seen from Equation (1.33) that the incorporation of the photon flux results in the use of more complicated mathematical models, the importance of light intensity remains evident. However, in order to achieve a complete understanding of the photodecomposition kinetics on TiO\(_2\), the concentration of the catalysts, or their active surface area, also needs to be considered.

### 1.4.3 Catalyst Concentration Effects on Reaction Kinetics

An increase in catalyst loading increases the surface area and number of active sites available for photoreactions, causing an increase in the rate of photocatalysis. However, it has been shown that the rate of reaction will only increase up to a certain concentration of catalysts after which the rate of reaction will decrease.\(^{136,137}\) In a photocatalytic slurry reactor used for the purification of liquid solutions, this effect was seen to arise from a light scattering effect and poor penetration caused by the excessive presence of catalysts.\(^{138,139}\)

A similar effect occurred in thin film photocatalyst gas-phase reactors. At small film thicknesses (< 1 \(\mu\)m) the incident photon flux will only be partially absorbed, leading to a decrease in photoreactor efficiency. Conversely, at high film thicknesses, the incident light is completely absorbed before reaching the lower layers of the film, leading to the presence of a permanently inactive fraction of the photocatalysts.\(^{140}\)
As such, an optimal film thickness at which photocatalytic efficiency is maximised, exists. However, this ideal film thickness varies depending on the nature and morphology of the photocatalysts, as well as the technique used for the deposition of the catalytic film. Consequently, the ideal film thickness often needs to be determined experimentally.

In order to evaluate the kinetics of TiO$_2$ based reactions; the adsorption properties of the catalyst, the intensity of light irradiation, and the concentration of the catalyst exposed to both the light and reagents, must all be considered. Only by achieving a balance between these factors it becomes possible to optimise the efficiency of photocatalytic reactors. This balance remains the bottleneck to the commercialisation of TiO$_2$ photocatalytic reactors as it is difficult to maximise the contact between the catalysts and reagents. During this thesis two techniques are applied to overcome this limitation: the modification of the morphology of the catalysts and the development of novel techniques for the deposition of thin films on optically transparent substrates. The improvement of photocatalytic rates through high surface area nanostructures is presented in Chapter 5 while the development of novel catalyst deposition techniques is shown in Chapter 6.

1.5 Thesis Overview

This thesis aims to provide a comprehensive study of the gas purification properties of TiO$_2$ based nanomaterials. Chapter 1 provides the theoretical groundwork for the performed experiments. The analytical techniques used in this thesis are discussed in Chapter 2. These include Scanning Electron Microscopy (SEM), X-Ray Diffraction (XRD), Fourier Transform Infrared Spectroscopy (FTIR) and reflectance spectroscopy as well as Gas Chromatography combined with Mass Spectrometry (GC-MS) and Flame Ionisation Detection (GC-FID). Chapter 2 provides an understanding of the functioning and background of each technique used to analyse the experimental results.

Chapter 3 provides the experimental details for the synthesis of the diverse nanostructures used during this study. The synthesis of pure metal oxide nanofibres (TiO$_2$, SiO$_2$ and WO$_3$) is reported as well as that of more complex, novel, fibrous nanostructures (SiO$_2$/TiO$_2$ core/shell nanofibres, hollow TiO$_2$ nanofibres and porous TiO$_2$ nanofibres). A thorough characterisation of the different nanofibres as well as their relative advantages and disadvantages as gas purification
agents is presented in Chapter 3.

The removal of contaminants from the gas phase is presented in Chapters 4 to 7. Chapters 4 and 5 study the removal of siloxanes from the gas phase in static environments through absorption and photocatalytic decomposition, respectively. In Chapter 4 the absorptive properties of pure nanofibres are investigated and compared to those of industrial siloxane absorption agents as well as to the siloxane removal properties of SiO$_2$ aerogels synthesised under ambient pressures. Chapter 5 studies the siloxane photodecomposition properties of the different catalysts in static gas environments. During the experiments presented in Chapter 5 the photodecomposition properties of the different nanostructures are compared to those of P25 and WO$_3$ doped TiO$_2$ nanofibres.

Chapter 6 investigates the photodecomposition properties of TiO$_2$ in gas streams. Two different gas flow reactors are studied for the decomposition of a variety of siloxanes. Specifically, the applicability of the technique for biogas purification was analysed in terms of turnover number (TON) and lifetime of the TiO$_2$ photocatalysts. The regeneration of the photocatalysts was further investigated to demonstrate the long term applicability of the developed technologies.

The photocatalytic flow reactors developed for the purification of biogas were extended to the photodecomposition of Volatile Organic Contaminants (VOCs) in Chapter 7. The targeted VOCs were IsoproPyl Alcohol (IPA), acetone, and styrene. The photocatalytic properties as well as the selectivity for the decomposition of each of the contaminants, are extensively studied. The versatility of the photodecomposition reactors is emphasised in Chapter 7 with a study on the partial decomposition products of styrene, showing the potential of the created reactors to act as synthetic pipelines for complex chemical species. This potential for the developed photocatalytic reactors is further explored in Chapter 8 wherein the epoxidation of 1-hexene is studied in addition to the reaction of the partial photodecomposition products of 1-hexene with diisopropylamine in order to establish new synthetic reaction pathways.

The thesis ends with Chapter 9 where the results of the project are summarised and the future prospects of this research are presented. Section 9.1 summarises the results of this study and highlights the strengths of the developed technologies. The potential of the performed experiments is further discussed in Section 9.2 where the application of the created technologies at an industrial scale is addressed whilst also highlighting the future academic studies which can be carried out from the knowledge gained in this thesis.
2. Instrumentation

During the present study, a number of different analytical techniques have been employed in order to analyse the created catalysts and quantify their photocatalytic properties. The structures and electronic properties of the studied catalysts were investigated through Scanning Electron Microscopy (SEM), X-Ray Diffraction (XRD) and diffuse reflectance spectroscopy. SEM and XRD allowed to characterise the morphology and crystal structures of the studied catalysts, respectively. Diffuse reflectance spectroscopy was performed in order to determine the band gap of the created materials.

In addition to these techniques, Gas Chromatography-Mass Spectrometry (GC-MS) and Gas Chromatography-Flame Ionisation Detection (GC-FID) were used to study the photocatalytic properties of the created catalysts. Further studies on the photodecomposition of contaminants in gas streams were carried out using Fourier Transform InfraRed spectroscopy (FTIR). The present chapter establishes the theoretical background as well as the mechanisms of analysis for all of the different analytical techniques used.

2.1 Scanning Electron Microscopy

The scanning electron microscope is arguably the most important tool of the modern nanotechnologist, allowing to visualise the morphologies of created structures with a resolution of up to a couple of nanometres.\textsuperscript{141} During the present study, SEM imaging was used extensively to characterise the nanostructures synthesised in Chapter 3 as well as the catalysts used for the purification of gas streams in Chapters 4 to 7.

First developed in 1935 and successively refined until reaching its final form in 1961,\textsuperscript{141–143} the modern scanning electron microscope is designed to overcome the limitations in resolution
inherent to light microscopes. In wave based detection systems the maximum resolution achievable is limited by the wavelength of the wave used for detection. This means that optical microscopes are limited by wavelengths of visible light. In SEM machines, the wavelength limitation is overcome by the use of electrons. This is possible as, following from the de Broglie relationship, the wavelength of a particle is determined by its momentum. As such, by changing the speed of the electrons used for imaging, it is possible to change the wavelength of the electrons and thus overcome the diffraction limits of optical microscopy. However, SEM machines need to be operated at high vacuum conditions ($10^{-4}$ – $10^{-8}$ Pa) in order to avoid electron interaction with the gaseous particles present at ambient pressure. Figure 2.1 shows the simplified scheme of a scanning electron microscope.

![Schematic representation of the main components of the scanning electron microscope.](image)

**Fig. 2.1** Schematic representation of the main components of the scanning electron microscope.

During the operation of a SEM, electrons are emitted from a source and accelerated to a desired energy (usually 10-30 kV) by using an electron gun. The electron source may vary between different machines but the most common remains a tungsten filament which releases electrons through thermionic emission. The accelerated electrons are focused into a narrow beam by a series of condenser lenses and probe lenses, and brought to impact on the surface of the studied sample. The location of the beam on the sample surface can be controlled through either a series of deflector coils which allow small shifts in the beam location, or through the use of a mechanical
stage under the sample which allows for larger shifts in the studied area. When colliding with the studied surface the electrons can undergo two main types of interaction: elastic, and inelastic scattering. These interactions can be monitored with the appropriate detectors and allow to generate an image of the studied surfaces.

Electrons which interact with the sample through elastic scattering are called backscattered electrons. Backscattered electrons are usually emitted from the studied samples from the same direction in which they collided with the sample. As such, back scattered electron detectors are placed nearly vertically above the samples. Furthermore, due to the high energy of the back scattered electrons, the acquired images can only be achieved with relatively low resolutions. This low resolution of backscattered electrons in combination with the complexity of detecting these electrons usually signifies that most SEM machines will not possess backscattered electron detectors.

As such, most scanning electron microscopes will detect the electrons arising from the inelastic scattering of the incident beam, the secondary electrons. Secondary electrons are the electrons generated when the incident electron beam causes the emission of core electrons from the surface atoms of the studied material. As they originate from the molecular core, secondary electrons have comparatively little energy (1-300 eV). This low energy means that it becomes easier to deflect the electrons through the use of potential difference, thus allowing for a much more flexible positioning of their detector. In addition to this, secondary electrons often allow to achieve high resolution images of the studied surfaces as, unlike backscattered electrons which travel relatively deep into a sample’s surface, secondary electrons will only originate from the top of the studied surface (∼10 nm deep) due to their low energy. This shallow depth penetration in addition to an inherent high depth of focus signifies that secondary electron detection is the preferred method for the study of sample topography though SEM.

Although the primary use of SEM instruments resides in observing the morphology of created samples through secondary electron detection, it is also possible to study their elemental composition by analysing the energy emissions which follow the release of secondary electrons.
2.1.1 Energy Dispersive X-Ray Spectroscopy

SEM machines can be equipped with an energy dispersive x-ray (EDX) detector. Through EDX, it is possible to study the elemental composition of observed materials through the use of x-ray fluorescence.

The generation of secondary electrons from the core shell of studied atoms leads to the formation of holes within these atoms. The created holes allow for the relaxation of outer shell electrons towards the core shell of the atoms. As the outer shell electrons undergo relaxation, they release energy in the form of x-ray fluorescence. The energy of the x-rays is specific for each different element. This allows to differentiate between the different sources of detected x-rays. Furthermore, as each individual atom undergoing the release of secondary electrons will undergo relaxation through x-ray florescence, the intensity of the detected x-rays will be determined by the amount of each individual atom irradiated. As such, through EDX it is possible to gain both qualitative and quantitative elemental analyses of the surfaces observed through SEM.

During the present study SEM analysis was used primarily in order to ascertain the morphology and composition of the nanostructures created in Chapter 3 as well as the SiO$_2$ aerogel beads created in Chapter 4. A JEOL-JSM 820 Scanning Microscope equipped with a cryogenically cooled EDX detector was used for all of the performed SEM analyses.

2.2 X-Ray Diffraction

Through SEM it is possible to observe the morphology and composition of created structures. However, this does not supply any information about the arrangement of the different atoms composing the nanostructures (their crystalline arrangement). This information can be gathered through XRD by studying the diffraction of x-rays from studied materials. Crystalline materials such as TiO$_2$ and WO$_3$ are composed of atoms arranged periodically in crystal structures. When x-rays interact with these periodic structures, they undergo diffraction. The diffracted waves can then undergo constructive or destructive interferences, which are detected in order to determine the nature of the studied crystals. The interaction of x-rays with the atomic planes of a crystal is depicted in Figure 2.2.
As x-rays collide with crystal surfaces, they are diffracted by the crystal planes of the material. The diffracted x-rays will undergo constructive and destructive interferences with each other, leading to the formation of interference patterns. The angle at which the $n^{th}$ (where $n$ is an integer number) constructive interference patterns can be observed is determined by the wavelength, $\lambda$, and incidence angle of the x-rays, $\theta$, as well as the spacing between the atomic lattices in the crystalline sample, $d$, as described by Bragg’s law in Equation (2.1), and shown in Figure 2.2.\textsuperscript{145} It can be seen in Figure 2.2 that the diffracted x-rays will be emitted at the same angle $\theta$ with which the incident beam collided with the sample. This means that, relative to the incident beam, the x-rays will be diffracted by an angle of $2\theta$ (as shown in Figure 2.2). As such, during powder XRD, the relative angles of the incident beam and the x-ray detector are commonly fixed at $\theta$ and $2\theta$, respectively.

$$n\lambda = 2d \sin(\theta)$$ \hspace{1cm} (2.1)

By irradiating a crystal through all of its faces, it is possible to build a pattern of constructive interferences for any given crystalline sample. As each different species will yield a different XRD pattern, it is possible to determine the nature and crystallinity of unknown samples by correlating the gathered patterns with a database. Experimentally, two different types of XRD are commonly used to study sample crystallinity: single crystal XRD and powder XRD.

Single crystal XRD is usually employed for samples with unknown crystalline configurations.
and does not necessarily require the use of a database. In this technique a single crystal of a given sample is studied through XRD in all possible orientations. This allows to construct a 3D pattern of constructive interference spots from which it is possible to establish the nature and configuration of the base unit cell composing the crystal. Unfortunately, single crystal XRD is often a time intensive technique which requires relatively large crystals (\(\sim 100-200 \mu m^3\)) in order to function correctly. As such, its use within nanotechnology remains limited.

Powder XRD is a much faster technique with respect to single crystal XRD. During powder XRD, the diffraction of the incident x-ray beam is only studied along one axis of the sample. This means that powder XRD spectra are significantly less time intensive when compared to their single crystal counterparts. Inevitably, the choice of limiting the x-ray diffraction to a single axis of the sample, leads to the generation of less informative spectra. This loss of information makes it impossible to determine the exact unit cell of any species studied through powder XRD. Nonetheless, it remains possible to identify the Miller Indices corresponding to the constructive interferences observed in a powder XRD spectrum. Furthermore, as each different material will yield a different powder diffraction XRD (due to inherently different lattice spacing) it is possible to identify unknown samples through correlation with a known database. As nanotechnology often focuses on the construction of novel architectures from materials with known crystal structures, powder XRD is often preferred over single crystal XRD. This can be attributed to the fact that powder XRD provides a sufficient depth of analysis whilst minimising the time required to study any created samples.

In addition to this, the information supplied by powder XRD is not limited to the nature of the different species composing the studied samples. From powder XRD spectra it is also possible to determine the relative composition of each species in a given sample as well as the crystallinity and crystallite size of the particles in the studied sample.

The relative composition of the studied samples can be determined by monitoring the intensity of the diffraction peaks in the XRD spectra. The diffraction peaks in a powder XRD spectrum arise from the x-ray diffraction of different crystal planes. As a sample contains more of a specific plane, this will increase the intensity of the observed diffraction. This allows the determination of the relative composition of a studied sample by comparing the intensities of the diffraction peaks of each different species in relation to each other. This study of peak intensities can also be
taken further during the analysis of thin films through powder XRD wherein it becomes possible to establish the relative crystallinity of the thin films.

The crystallinity of a studied sample can be judged qualitatively by observing the broadness of a sample’s diffraction peaks. Equation (2.1) shows clearly that the constructive interference patterns in an ideal crystal will occur at specific values of $\theta$. However, as a crystal diverges from ideal crystallinity as a consequence of imperfections in the crystalline structure, distortions in the lattice separation distance will be present. These distortions can lead to the occurrence of constructive x-ray interferences at slightly different $\theta$ values with respect to a perfect crystal, causing a broadening of the diffraction peaks in the XRD spectra. Consequently, poorly crystalline samples will yield broad XRD peaks whilst highly crystalline materials will generate very narrow peaks.

By further studying the peak broadness it is possible to determine the crystallite (grain) size for each crystal plane observed through powder XRD. The relationship between the peak broadness and the crystallite size is described by the Debye-Scherrer equation as shown in Equation (2.2). In Equation (2.2), $D_{\text{avg}}$ is the mean crystallite dimension of a given plane, $K$ is the shape factor of the studied crystal lattice (ranging from 0.62 to 2.08, according to the shape of the crystal lattice), $\lambda$ is the wavelength of the incident x-rays, $\theta$ is the angle of the diffraction peak, and $\beta$ is the full width half maximum, in radians, of the studied peak taking into account instrument broadening.

$$D_{\text{avg}} = \frac{K\lambda}{\beta \cos(\theta)}$$  \hspace{1cm} (2.2)

During the present study powder XRD was used in order to analyse the nanostructures created in Chapter 3 as well as to study the effects of the WO$_3$ doping in TiO$_2$ nanofibres performed in Chapter 5. All powder XRD spectra recorded during this study were performed using a Siemens Powder X-500 diffractometer equipped with a Cu plate with a peak x-ray wavelength of 1.54 Å. All spectra were collected at an angle of $2\theta$ with respect to the incident x-rays which were projected onto the sample at an angle $\theta$ (this is known as the $\theta/2\theta$ detection mode).
2.3 Diffuse Reflectance Spectroscopy

The importance of the electric properties of photoactivated materials in photocatalysis was discussed in Chapter 1. A large variety of the electronic properties of materials such as charge mobility, conductivity and band gap can be quantified through different analytical techniques. Of these properties, the size of a material’s band gap is of essential importance during photochemical reactions. As such, during the present work, the band gaps of the synthesised photocatalysts were investigated.

A material’s band gap can be traditionally determined by studying its spectral absorption patterns through ultraviolet-visible (UV-Vis) spectroscopy. By monitoring the wavelengths of light absorbed by a given sample it is possible to determine the minimal energy required for the photonic excitation of that sample through UV-Vis spectroscopy. This technique for the determination of a system’s band gap was first developed by Jan Tauc in 1968. Tauc successfully established a mathematical model correlating the absorption coefficient of a studied system, $\alpha$, with its band gap, $E_g$. Tauc’s correlation can be expressed as shown in Equation (2.3) where $h\nu$ is the energy of incident light, $A$ is a proportionality constant of the studied material and $n$ is a constant whose value depends on the studied electronic transition. For direct and indirect electronic transitions $n$ has a value of $\frac{1}{2}$ and 2, respectively.

$$\alpha h\nu = A(h\nu - E_g)^n$$  \hspace{1cm} (2.3)

Equation (2.3) can be used determine a material’s direct band gap from a UV-VIS spectrum by plotting $(\alpha h\nu)^2$ as a function of $h\nu$. The created graph, known as a Tauc plot, displays a linear section which corresponds to the absorption of the sample. By extrapolating this linear region to the abscissa it is possible to determine the optical band gap of the studied material. Figure 2.3 shows the extrapolation of the linear region in the Tauc plot of the P25 used during the present study, showing a band gap of $3.09 \pm 0.06$ eV.
In traditional UV-Vis spectroscopy, the absorption spectrum of a sample (and thus its absorption coefficient) is determined by monitoring the wavelengths of light which are transmitted directly through the sample. This limits the application of traditional UV-Vis spectroscopy to gaseous, liquid, and thin film solid samples. As such, an alternative method is necessary for the study of the band gaps of powders, bulk materials and thick films. This method was presented in 1999 by Kumar et al. who successfully determined the band gap of thick films through reflectance UV-VIS spectroscopy.

Reflectance UV-VIS spectroscopy determines the wavelengths of light absorbed by a studied material by analysing the diffuse reflection of a beam of light from the surface of the sample. When light is shone onto a material, it undergoes two types of reflection: specular reflection and diffuse reflection. Specular reflection is the direct reflection of light from smooth surfaces in a single direction. This type of reflection will occur primarily on uniformly polished surfaces. In the case of materials with non-uniform surfaces, specular reflection only occurs in very small quantities.

The incident light that does not undergo specular reflection in contact with a material’s surface will enter the material through refraction and internal reflection. Once inside the material’s surface, the light will continue to undergo scattering, gradually losing intensity or being emitted back into the air. The light emitted from the surface in this manner will be emitted in a wide variety of directions,
it is thus called diffuse reflection. The diffusely reflected light will have lost intensity relative to the light absorption properties of the material. From this, it becomes possible to determine the UV-VIS absorption of a studied sample from its diffuse reflectance spectrum.

The model of Kumar et al. allowed to determine the absorption coefficient of a species from its diffuse reflectance spectra as shown in Equation (2.4). In this mathematical model $\alpha_\lambda$ is the absorption coefficient of the material at a given wavelength, $t$ is the thickness of the material, $R_{\text{max}}$ is the maximum observed reflectance intensity in the spectrum, $R_{\text{min}}$ is the minimum observed reflectance in the spectrum, and $R_\lambda$ is the reflectance intensity at the given wavelength.$^{149}$

$$2\alpha_\lambda t = \ln\left(\frac{R_{\text{max}} - R_{\text{min}}}{R_\lambda - R_{\text{min}}}\right)$$ (2.4)

By combining Equations (2.3) and (2.4) it becomes possible to generate a Tauc plot and determine a sample’s band gap from its diffuse reflectance.

However, because of its widely scattered nature, the diffuse reflectance of a sample is often too weak to detect from a single point. An integrating sphere is thus used to concentrate the diffuse reflections from all directions into a signal strong enough for spectroscopic detection. Figure 2.4 shows the basic principle behind the operation of an integrating sphere to measure the diffuse reflectance of a given sample. A light source is shone onto the studied sample through an aperture in the integrating sphere. Upon colliding with the studied sample, the beam undergoes diffuse reflection in all directions onto the walls of the integrating sphere. As the walls of the integrating sphere are lined with a white diffuse reflecting coating, the beams are further scattered within the sphere without undergoing energetic losses due to absorption. Effectively, increasing the concentration of diffusely reflected light within the sphere. Finally, the concentrated light is recorded by a detector, allowing to produce a spectrum of the diffuse reflectance of the sample in relation to incident light wavelength. In order to avoid blinding the detector through the light source, a baffle is introduced between these two elements.
Fig. 2.4 Diagram showing the operation of an integrating sphere for the measurement of a sample’s diffuse reflectance.

Diffuse reflectance spectroscopy is an essential asset in heterogeneous photocatalysis as it allows to determine the band gap of the studied photocatalysts and thus gain an enhanced understanding of the observed processes. During the present study, diffuse reflectance spectroscopy was used to determine the band gap of the nanostructures created in Chapter 3 as well as that of the WO$_3$ doped TiO$_2$ nanofibres used for enhanced siloxane decomposition in Chapter 5. Experimentally, the band gaps of the materials were determined using an Ocean Optics ISP-REF integrating sphere equipped with an inbuilt tungsten-halogen illumination source ($300 \text{ nm} \leq \lambda \leq 1000 \text{ nm}$) and an ASEQ LR1 UV-Vis detector.

### 2.4 Gas Chromatography

Having established the techniques used for the characterisation of the synthesised catalysts, it now becomes essential to discuss the analytical methods employed to study the photodecomposition properties of the catalysts. The simplest way to study photodecomposition reactions is by monitoring the different chemical species present during the reactions as well as their relative concentrations. Unfortunately, due to the complicated nature of photodecomposition reactions, this often means carrying out an analysis of a mixture containing a variety of different chemical species. Gas chromatography, GC, (also known as gas-liquid chromatography) is the most commonly used method for the qualitative and quantitative chemical analysis of complex mixtures.

Initially developed in 1952 by A.T. James and A.J.P. Martin, GC has become one of the most useful analytical tools in modern chemistry.$^{150,151}$ GC functions on a basic principal similar to that
of liquid chromatography. That is to say, that a mobile phase containing the studied chemicals is passed over a stationary phase. As the chemicals in the mobile phase interact with the stationary phase, they proceed at different speeds through the system, thus allowing for an effective separation of the different chemicals in a studied mixture. The principal components of a gas chromatograph are shown in Figure 2.5.

![Simplified representation of the principal components of a gas chromatograph.](image)

**Fig. 2.5** Simplified representation of the principal components of a gas chromatograph.

During GC the mobile phase is composed of a carrier gas (usually He or H₂) which is passed through the system at a controlled pressure. As the carrier gas flows through the GC, a small quantity (∼ 0.01 - 100 µL for liquids and ∼ 100 µL for gasses) of the sample to be analysed is introduced into the system through an injection port. The injection port is maintained at high temperatures in order to vaporise the different chemical components within the sample. Once the sample is vaporised it is carried into the column by the carrier gas through a splitless injection. In cases in which the concentration of chemicals in the sample exceeds the capacity of the system, the vaporised sample may be introduced into a column through a split injection. This means that only a controlled fraction of the gaseous samples is introduced into the system whilst the remainder of the sample is purged by the carrier gas through a separate port.

Once the gaseous sample reaches the column, it will start interacting with the stationary phase of the GC. The stationary phase is in the form of a liquid coating on the inside of a very fine tube (usually made of fused silica), known as the column. As the gas sample passes through the column, the different chemicals in the sample will adsorb and desorb from the stationary phase at different rates. These different adsorption and desorption rates will lead to the chemicals proceeding through the column at different speeds, effectively causing a separation of the sample mixture in its component species. The time taken for each eluent to reach the end of a GC column is known
as its retention time. The retention times for the chemicals eluted from the column as well as their degree of separation from each other are determined by a wide variety of factors in addition to the flow rate of the carrier gas. Amongst these factors the nature of the stationary phase and the temperature of the column are the most important.

As the speed of elution of the different chemicals is dependent on the time each chemical spends adsorbed onto the stationary phase, raising the temperature will decrease the retention times by lowering the rate of adsorption of chemicals onto the stationary phase whilst decreasing temperatures will lead to an increase in retention times. However, as differences in temperature will affect the elution of different chemicals proportionally to their level of interaction with the stationary phase, an increase in temperature can disproportionately increase the elution time of some species with respect to others, leading to the elution of multiple species at similar if not identical times, effectively causing imperfect mixture separations. As such, GC systems are equipped with highly precise ovens in order to allow a complete control over the temperature of the columns and elution times of the studied species, as shown in Figure 2.5.

The nature of the stationary phase within the column is the second crucial factor affecting the elution times of different chemical species. As different chemicals display different properties arising from their functional groups, they will interact differently with the stationary phase. Polar molecules will adsorb preferentially on a polar stationary phase whilst nonpolar species will be adsorbed preferentially on a nonpolar stationary phase. As such, polar columns will be more appropriate for the separation of polar molecules as they will retain these species longer and thus improve their relative separations whilst nonpolar columns will be preferred for nonpolar molecules. Although the nature of the stationary phase can be varied up to the point where the separation of molecules of different chiralities can be performed, most GC systems are equipped with either polar or non-polar columns.

Finally, as the different chemicals are eluted from the column, they are recorded and analysed by a detector. Many different types of detectors exist, catering to different chemical species with different sensitivities and detection limits. During this study, two different GC detection methods were used, flame ionisation detection (FID) and mass spectrometry (MS).
2.4.1 Flame Ionisation Detection

The FID is probably the sturdiest detector used for GC. This sturdiness can be attributed to the relatively simple design of the detector. Figure 2.6 shows a schematic diagram of the cross section of a FID. As the eluates exit the GC column in the gas phase, they are initially mixed with a fuel gas (commonly hydrogen). The fuel/eluate mix is then carried through the FID where it is further joined to an oxidant gas (commonly air). As this eluent/fuel/oxidant mix is further transported along the nozzle head of the FID, it reaches a flame which combusts the eluate, converting it into ions. The generated ions are then collected by a series of negatively charged collector plates connected to an ammeter. As the ions collide with the collector plates they induce a current which is detected by the ammeter, amplified and monitored. Finally, the combustion products of the eluate are vented out of the system through an exhaust port.

Unfortunately, FID cannot distinguish between different species. This limitation makes it essential to use standard samples in order to identify the different species in an analysed mixture. As each species will be eluted from the GC column at different times, one can identify a given species through FID by comparing a standard’s elution times with those of the unknown mixtures. Although the requirement for known standards limits its versatility, FID remains an important tool for the analysis of chemical mixtures.
As the intensity of the current detected during FID is relative to the amount of ions colliding the detector at a given time, the detected FID signal is proportional to the concentration of the eluates in a studied sample. It thus becomes possible to calibrate the observed FID signals for different eluates in order to quantitatively determine their concentration within a mixture.

During the present study GC-FID was used to study the adsorption and photodecomposition of siloxanes in static gaseous environments over different photocatalysts. The studies on the siloxane adsorption properties of different materials are presented in Chapter 4 whilst Chapter 5 presents the photodecomposition studies. During these experiments, the concentration of hexamethyldisiloxane (L2) was quantified by calibrating and monitoring the area under the L2 peak in the spectra generated by a Perkin Elmer autosystem GC-FID. The GC-FID used during the experiments was equipped with a 50 m wax capillary column. During the duration of the experiments the gas flow rate was kept at 1.5 ml min⁻¹, the oven and injection temperatures were maintained at 60°C. H₂ was used as the carrier gas and supplied using a hydrogen generator, SP300HC. Under these conditions, the L2 retention time was observed to be 150 s.

2.4.2 Mass Spectrometry

MS is probably the most commonly used detector in combination with GC. This preference for MS can be attributed to the greater wealth of information gathered about the eluates with respect to that gathered with alternative detection techniques such as FID. In its simplest terms MS detection functions through the ionisation of the eluates as they exit the GC column and the separation of the ions according to their mass-to-charge ratio.

Although in recent years many different variations of mass spectrometers have been designed, MS instruments are all composed of three main parts: the ion source, the mass selector and the detector. Figure 2.7 shows a schematic diagram of the most common type of mass spectrometer used in GC-MS, a quadrupole mass spectrometer using Electron Ionisation (EI) as an ion source.
Fig. 2.7  Schematic representation of the principal components of the most common MS detectors used during GC-MS. The three main components present in all MS detectors can be clearly seen; the ion source, the mass selector, and the detector.

As can be seen in Figure 2.7, eluates exit the GC column directly into the ion source. During EI, the most common ion source in GC-MS, the eluates from the GC column are introduced into a chamber where, through electron bombardment (provided by the thermionic emission of electrons from a heated filament), the eluates are ionised. Due to the high energy of the electron beam, the studied species may undergo fragmentation into smaller samples. This fragmentation process is a well-known one and proceeds with regularity such that it is often possible to predict and identify the nature of the specific fragments of a given molecule. Once ionised, the studied species is emitted from the ion source by electrical repulsion and focused through a series of electric lenses before reaching the mass selector. The ion source in GC-MS is commonly maintained at high temperatures (up to 300°C) in order to avoid the condensation of the GC eluates within the system.

The mass selector will separate the created ions according to their mass-to-charge ratio by using electric or magnetic fields. The motion of ions in electric and magnetic fields in a vacuum is governed by Newton’s second law of motion (Equation (2.5)) as well as the Lorentz force law (Equation (2.6)). These two laws can be combined as shown in Equation (2.7). In Equations (2.5) to (2.7), $F$ is the force applied a given ion, $q$ is the charge of the ion, $E$ is the strength of the electric field affecting the ion, $a$ is the acceleration of the ion and $v \times B$ is the vector cross product of the ion velocity and magnetic field.
\[ F = ma \quad (2.5) \]

\[ F = q(E + v \times B) \quad (2.6) \]

\[ \mathbf{a} \left( \frac{m}{q} \right) = \mathbf{E} + \mathbf{v} \times \mathbf{B} \quad (2.7) \]

From Equation (2.7) it becomes readily apparent that the path taken by an ion in a magnetic field will be dependent on its mass-to-charge ratio. The quadrupole mass selector (the most commonly used mass selector in GC-MS), uses this relation in order to selectively filter ions. A quadrupole mass selector is comprised of four cylindrical rods which are placed parallel to each other. Through the use of a DC voltage, an electric field is induced between the rods. As the ions created in the ion source enter this electric field, they will be deflected according to their mass-to-charge ratio. By varying the strength of the magnetic field it is possible to control the path of the ions, inducing them to either reach the MS detector or to collide with the rods. Commonly, a quadrupole detector can be used in two modes: a single ion detection mode which will only allows a specific mass-to-charge ratio to reach the MS detector, and a scanning mode wherein the quadrupole selector is used to scan a range of mass to charge ratios in order to identify the different ions created from the fragmentation of the studied species.

Finally, after being filtered through a quadrupole, the ions collide with a detector which monitors their concentration and correlates it to the mass-to-charge ratio allowed at a given time by the quadrupole. It is thus possible to plot the mass-to-charge ratio in relation to signal intensity for a given species, this plot is called a mass spectrum. As each individual species will fragment in slightly different ways, each species will generate a unique mass spectrum. As such, by correlating the mass spectrum of an unknown species to a database, it becomes possible to identify specific unknown molecules. Furthermore, by monitoring the intensity of the peaks in relation to elution time it also becomes possible to quantitatively measure the concentration of the unknown species within a mixture.

It is nonetheless important to note that due to the small the mean free path of ionic species in
air, MS often has to operate at low pressures in order to ensure the detection of the created ions. This means that GC-MS devices are often more expensive than GC-FID systems as they need to include high vacuum pumps (such as turbomolecular pumps) in order to operate successfully. This requirement of a high vacuum in addition to the use of a filament for the generation of ions also renders GC-MS systems comparatively more fragile.

During the present study GC-MS was used extensively to monitor the secondary decomposition products achieved from the photodecompositions of styrene and 1-hexene on TiO$_2$ in gas flow reactors, as discussed in Chapters 7 and 8. A PerkinElmer Autosystem XL gas chromatograph equipped with a PerkinElmer TurboMass mass spectrometer was used. The GC was equipped with a Restek RXI-5ms column 30 m in length with an internal diameter of 0.25 mm and a film thickness of 0.25 $\mu$m. Helium was used as a carrier gas with a flow rate of 40 ml/min. The analysed liquids were injected into the GC column by using an automated split injection with a split ratio of 29.8, an injection volume of 0.2 $\mu$l and an injector temperature of 220°C. MS was performed by using EI in combination with a quadrupole mass selector. The MS scanned the mass region between 45 and 300 m/z (amu/e) for a total of 22 minutes with a 4 minute solvent delay.

2.5 Fourier Transform Infrared Spectroscopy

Although GC techniques, and in particular GC-MS, are powerful tools in the study of the photodecomposition properties of photocatalysts, they present a number of drawbacks which make them unsuitable for the direct monitoring of gas phase photodecomposition reactions. Amongst these drawbacks, the most salient remain the inability of direct in-line exhaust monitoring as well as the destructive nature of the analytical technique. Fourier transform infrared spectroscopy (FTIR) represents a facile solution to these issues.\textsuperscript{152}

IR spectroscopy, similarly to UV-Vis spectroscopy, studies the energies absorbed by samples over a specific range. Where UV-Vis spectroscopy monitors the absorption of radiation ranging from 200 to 800 nm, FTIR spectroscopy monitors the absorptions of molecules in the IR region of the electromagnetic spectrum (between 2 and 25 $\mu$m). As the energy used during FTIR spectroscopy is significantly smaller than that used during UV-VIS spectroscopy, the nature of the absorptions observed is significantly different. Instead of exciting electrons in a system to different energy
states, the low energy absorbed from the IR radiation leads to a change in vibrational energy levels within the same electronic state. As the vibrational states of a studied species will be dependent on molecular configuration factors such as; size, functional groups, and even bond order, FTIR can often be used as a preliminary source of structural information for the species.

In addition to the advantages gained by the preliminary structural analysis of studied species, FTIR presents a number of practical advantages such as the availability of analysis at room temperature and pressure as well as a high versatility which allows for the analysis of gas, solid, and liquid samples. Amongst the many practical advantages of FTIR, the most important must be the limited presence of mobile parts within its instrumentation which renders FTIR spectrometers particularly sturdy. This can be seen in the schematic representation of a FTIR spectrometer shown in Figure 2.8, where the Michelson interferometer composes the sole moving part of the instrument.

**Fig. 2.8** Schematic representation of the principal components of a FTIR spectrometer. The path of a single IR wavelength can be seen in the system.

As seen in Figure 2.8, FTIR spectrometers function through a mechanically simple process. Initially, an IR source (usually a silicon carbide filament heated at 1200 K) emits a full spectrum of IR radiation (similar to a black body emission) which is then collimated in order to ensure a minimal
spread as it propagates through the spectrometer. Following collimation, the IR radiation enters the Michelson interferometer, the device which will allow to scan across the different wavelengths composing the IR radiation. In the Michelson interferometer, the radiation is initially split into equal parts by a beam splitter. One of the two generated beams is directed to a stationary mirror from which it is reflected once more to the beam splitter. The second IR beam generated from the beam splitter is directed to a moving mirror. This moving mirror reflects the IR beam back to the beam splitter where it is combined with the beam reflected from the stationary mirror. The combined beam is then brought to exit the Michelson interferometer.

The mobile mirror allows to change the path length traversed by the IR radiation, this difference in path length is known as the optical path difference (OPD). The OPD can lead to the beam from the moving mirror to undergo destructive or constructive interference with the beam originating from the static mirror. As the two beams are not composed of a single IR wavelength but rather a spectrum of wavelengths, the combined beam exiting the interferometer will display different maxima (beyond the point of full constructive interference) at different OPDs, corresponding to the constructive interference of specific wavelengths. As such, through this technique, the Michelson interferometer allows to effectively isolate each wavelength whilst maintaining a source which emits a full spectral radiation.

The combined beam exiting from the interferometer is passed through the studied sample. In the case of gas phase samples, the studied species are kept in a cylindrical cell of known path length capped with IR transparent windows (usually NaCl or KBr). In a continuous gas flow system, the cell is equipped with an inlet and an outlet port in order to allow for the gas stream to fill and pass through the IR cell during its flow.

Once the IR beam has interacted with the studied sample, it collides with a detector. Commonly, in FTIR spectrometers the detector is composed by a pyroelectric species which generates a current relative to the intensity of incident IR radiation. From the current of the detector it is possible to generate a plot known as in interferogram which shows the evolution IR intensity in relation to the OPD. Figure 2.9 shows the interferogram of L2.
As can be seen from Figure 2.9, the interferogram of a system can be difficult to interpret as it does not give a clear separation of the recorded wavelengths. As such, an interferogram needs to be clarified in order to deconvolute the IR intensity in relation to wavelength. This is carried out by applying an algorithm known as the fast Fourier transform which allows to apply the Discrete Fourier Transform integral approximation to convert the signal from a spatial to a frequency domain, yielding a plot of IR spectral absorbance (or transmittance) in relation to beam frequency. As frequency is inversely related to wavelength, traditionally IR spectra plot the observed absorbance as a function of the number of waves within a cm, this is known as the wavenumber and is presented in units of cm$^{-1}$. Thus, by comparing the FTIR spectrum of a sample with that of the spectrometer without a sample, it becomes possible to determine the sample’s IR absorbance energies. As each different molecule possesses different vibrations, the IR spectrum of a given species will be a fingerprint of that molecule. The FTIR spectrum of L2 as well as the assignment of the vibrational modes relating to the main peaks in the spectrum are shown in Figure 2.10.$^{153,154}$
Fig. 2.10  FTIR absorption spectrum of L2. The vibrational modes leading the main observed IR absorptions are assigned to each peak.

FTIR is not limited to qualitative identification of samples. By applying the Beer-Lambert law, it is possible to correlate the absorbance of the FTIR spectral peaks to the concentration of the studied species. The Beer-Lambert law is shown in Equation (2.8), where $A$ is the absorbance of a given peak in the IR spectrum, $\epsilon$ is the molar absorptivity of the studied molecule, $l$ is the path length of the IR beam through the sample and $c$ is the sample’s concentration.

$$A = \epsilon cl$$  \hspace{1cm} (2.8)

By calibrating the FTIR peak areas in relation to known concentrations of a given species, it is possible to quantify the concentration of the species in unknown mixtures. However, in order to get an accurate quantification from an unknown mixture, the monitored FTIR peaks must not overlap with those of other species present in the mixture.

During this thesis, the photodecomposition of both siloxanes and common VOCs in gas streams were studied using FTIR spectroscopy, as discussed in Chapters 6 and 7, respectively. The IR spectra were collected using a Perkin Elmer SpectrumOne FTIR spectrometer with a gas phase IR cell (130 mm long) equipped with NaCl windows (25 mm in diameter).
3. Nanoarchitecture Synthesis

In order to remove siloxanes from biogas two main techniques have been commonly used, adsorption and photodecomposition. These techniques and their application in the removal of siloxanes from biogas have been discussed in Chapter 1. During the following series of experiments, we present the creation of different nanostructures with enhanced surface areas for the photocatalytic decomposition of siloxanes in gas streams.

Initially, the electrospinning technique was used to successfully synthesise WO$_3$, SiO$_2$, and TiO$_2$ nanofibres. These materials were chosen for their known photoactivites both in the industrial$^{48,155,156}$ and academic$^{14,157,158}$ sectors. Their morphology, composition and electronic properties were characterised through Scanning Electron Microscopy (SEM), X-Ray Diffraction (XRD), and diffuse reflectance measurements, in order to ascertain their suitability for the photodecomposition of siloxanes in gas streams.

Templating techniques were subsequently used to develop nanofibres with enhanced surface areas. It was thus possible to develop SiO$_2$/TiO$_2$ core/shell nanofibres, hollow TiO$_2$ nanofibres, and porous TiO$_2$ nanofibres. These synthesised nanoarchitectures were characterised through SEM and XRD to determine their suitability as photocatalysts.

From the characterisation of the created structures, it was possible to establish two suitable candidates for the industrial photodecomposition of contaminants in gas streams.

3.1 Introduction

Semiconductors, in particular TiO$_2$, are known to display promising photodegradative properties for the removal of siloxanes from biogas.$^{14,126–129}$ However, even though a number of patents have
been developed using semiconductors for the purification of gas and liquid systems, their efficiency remains very low due to a focus on thin film catalysts. The semiconductor efficiency can be increased by increasing the contact surface area between the pollutant molecules and the chosen catalysts. It was previously shown by Jong-Heun Lee that due to the large surface area displayed, gas sensing devices based on nanostructured species were by far more efficient than their thin film counterparts.

Although many different nanostructured materials have been created in recent years, two in particular are known to possess extensive surface areas: nanotubes and nanofibres. Of these two nanostructures, TiO$_2$ nanofibres were chosen as the more suitable candidate for the purification and removal of siloxanes from biogas. This choice was made in the light of the more versatile synthesis procedure underlying the formation of nanofibres with respect to nanotubes, as described in Chapter 1. Indeed, the standard procedure for TiO$_2$ nanotube synthesis impedes the large scale production of TiO$_2$ nanotubes due to its complex and inefficient experimental limitations.

Nanofibrous structures, on the other hand, do not possess such problems. Their synthesis procedure allows not only for the formation of nanofibres of many different metal oxides (such as TiO$_2$ and ZnO) but also for the creation of composite material structures. Furthermore, the synthesised nanofibres are easily removed from their original substrate without the use of complicated procedures. This advantage signifies that nanofibres used for gas purification systems will be able to completely use their large surface area as filter meshes for gas purification, thus becoming highly efficient photocatalytic biogas purification systems.

The heterogeneous photocatalytic process for the decomposition of siloxanes by TiO$_2$ nanofibres can be enhanced through two different techniques: doping and surface modification. Doping focuses on the introduction of secondary species in the catalyst structure at concentrations below 1 mol%. However, the introduction of dopants often requires expensive materials and complex techniques. As such, the use of doping agents to further increase the efficiency of TiO$_2$ nanofibrous catalysts at an industrial level can be difficult.

The second means of enhancing TiO$_2$ nanofibres is through surface modification. An increase in the surface area of a catalyst is known to lead to an increase in photodegradative properties arising from an increased accessibility of reaction sites. A number of techniques exist allow to create nanofibres with significant surface porosity, leading to nanostructures with enhanced surface
However, these procedures often involve a variety of solvent mixtures and allow for very little control over the created nanostructure morphology. These technical limitations severely limit the industrial application of enhanced surface area nanofibres.

In this series of experiments, the synthesis of nanofibres from three different materials ($\text{TiO}_2$, $\text{WO}_3$, and $\text{SiO}_2$) and three novel architectures (core/shell, hollow, and porous $\text{TiO}_2$ nanofibres) was performed. The created architectures were then studied and compared in order to ascertain their viability as enhanced photocatalytic agents for the decomposition of siloxanes in biogas.

3.2 Experimental

3.2.1 Chemicals and Characterisation Techniques

All chemicals used during the following experiments were sourced from Sigma-Aldrich UK and used as received unless otherwise stated.

The characterisation of the synthesised nanostructure morphology during this study was performed through SEM using a JEOL-JSM 820 Scanning Microscope. Prior to SEM imaging, the $\text{SiO}_2$ nanofibre samples were gold coated for 5 minutes using an Edwards S150 sputter coater to eliminate charging effects from the electron beam used during SEM imaging. The width, length and diameters of the created nanostructures were measured by using the Image J analytical software (National Institutes of Health, USA) in conjunction with the gathered SEM images.

The crystal structures of the semiconductor nanofibres were analysed using powder XRD with a Siemens Powder X-500 diffractometer using a Cu plate at a wavelength of 1.54 Å. Elemental analysis was performed on the studied samples using Energy Dispersive X-ray spectroscopy (EDX).

The band gap of the semiconductor nanofibres was determined by using an integrating sphere (Ocean Optics ISP-REF) equipped with an inbuilt tungsten-halogen illumination source ($300 \text{ nm} \leq \lambda \leq 1000 \text{ nm}$) and an ASEQ LR1 UV-Vis detector. Through the use of the Tauc relation it was then possible to determine the band gap of the studied materials from their UV-Vis diffuse reflectance spectra.
3.2.2 Semiconductor Nanofibre Synthesis

Semiconductor nanofibres of three different metal oxides were synthesised during this study: TiO₂, SiO₂, and WO₃. The general procedure for nanofibre synthesis consists in two principal steps: the preparation of a semiconductor precursor solution and the subsequent conversion of the precursor solution into semiconductor nanofibres through an electrospinning procedure. Due to the high versatility of the electrospinning procedure, it was possible to change the component semiconductors of the nanofibres by simply modifying the nature of the precursor. As such, the electrospinning procedure used for the three different semiconductor nanofibres was maintained constant.

**TiO₂ Nanofibre Precursor**

The precursor for the formation of TiO₂ nanofibres was created by making a polymer solution of polymethylmethacrylate (PMMA, 7 wt%, $M_W$: 996 000) in dimethylformamide (DMF). The solution was stirred magnetically until the complete dissolution of the PMMA was observed. Acetylacetone (1 wt%) and titanium tetraisopropoxide (TTiP, 7 wt%) were then added, successively, to the polymer solution. The created transparent yellow solution was magnetically stirred for 1 minute before being used for the synthesis of TiO₂ nanofibres through electrospinning.

**WO₃ Nanofibre Precursor**

The precursor for the synthesis of WO₃ nanofibres was prepared by creating a polymer solution containing a precursor to WO₃. Initially, a polymer solution of PMMA (7.6 wt%, $M_W$: 996 000) in DMF was prepared. The solution was magnetically stirred until all of the PMMA had dissolved. Following the dissolution, tungsten (VI) chloride (3 wt%) and acetylacetone (1 wt%) were added to the polymer solution. The resulting transparent brown solution was magnetically stirred for 1 minute prior to its use in the synthesis of WO₃ nanofibres through electrospinning.

**SiO₂ Nanofibre Precursor**

The precursor for the formation of SiO₂ nanofibres required a slightly different process due to the immiscibility of tetraethylorthosilicate (TEOS) in DMF. Initially, phosphoric acid (85 %, 50 µL)
was added dropwise to a solution of TEOS (50 wt%) in deionised water and stirred for 5 hours in order to create an initial SiO$_2$ sol-gel precursor. The created gel was then added to a solution of polyvinylalcohol (PVA, hydrolysed, 11 wt%, $M_W$: 85 000 - 124 000) in deionised water and was stirred for a further 2 hours. Finally, the clear precursor solution was used for the formation of SiO$_2$ nanofibres through electrospinning.

**Nanofibre Synthesis Through Electrospinning**

In order to convert the precursor solutions into semiconductor nanofibres, the electrospinning procedure was applied. The chosen precursor solution was placed into a syringe and extruded from a stainless steel needle (23 gauge) by applying an electric current with a high potential difference (18 kV) to the needle. The high voltage charges caused the electrostatic extrusion of the precursor solutions and the formation of nanofibres. The feed rate of the precursor solution into the charged needle was controlled by using a syringe pump (protégé 3010 syringe pump, set at a feed rate of 2.5 ml/h). The created fibres were collected on a grounded rotating aluminium drum placed at a set distance (15 cm) from the needle tip. Figure 3.1 shows a schematic representation of the experimental set up used for the synthesis of nanofibres from selected precursors.

![Schematic diagram showing the experimental set up for the synthesis of nanofibres through electrospinning.](image)

**Fig. 3.1** Schematic diagram showing the experimental set up for the synthesis of nanofibres through electrospinning.

The created nanofibres were collected as a non-woven mat and placed in a steam bath (80°C, for 3 hours) in order to enhance the conversion of the semiconductor precursors into their respective hydroxide forms. This step was unnecessary during the formation of SiO$_2$ nanofibres as the Si in the as-spun nanofibres was already present as SiO$_2$. Following steam treatment, the fibres were finally calcined in a furnace in order to remove the polymer framework, leaving only the semiconductor nanofibres. The WO$_3$ and TiO$_2$ nanofibres were calcined at 500°C for 3 hours. However, the more
complex thermal decomposition kinetics of PVA signified that the complete mineralisation of the polymer in the SiO$_2$ nanofibres was only achieved after calcination at 900°C for 14 hours as, at lower temperatures the PVA was only decomposed into non volatile polyene species.$^{168,169}$

Following calcination, the morphology, crystallinity and electronic properties of the created nanofibres were characterised as described in Section 3.2.1.

### 3.2.3 Core/Shell Nanofibre Synthesis Through Dip-Coating

The formation of core-shell nanofibres was carried out through a dip-coating procedure. Initially, SiO$_2$ nanofibres were synthesised through the electrospinning procedure described in Section 3.2.2. These nanofibres were then dip-coated into a titanium precursor solution which was subsequently converted into TiO$_2$ allowing for the final synthesis of a TiO$_2$ shell on the SiO$_2$ nanofibres.

Following the synthesis of the SiO$_2$ nanofibre mats as described in Section 3.2.2, the SiO$_2$ nanofibres were covered in TiO$_2$ layers of controlled thickness through a simple four step procedure. Firstly, the nanofibres were immersed into a solution of TTIP (5 wt%) in IPA for 30 minutes. This allowed for the adsorption of the titanium precursor onto the surface of the silica. Secondly, in order to clean any non-adsorbed excess precursor from the surface of the sample, the fibres were immersed into a clean IPA solution. Thirdly, the adsorbed precursor remaining on the fibres was hydrolysed into Ti(OH)$_2$ by immersing the fibres into deionised water. Finally, the excess water in the fibre mat was removed by immersing the sample into clean IPA. Figure 3.2 shows the four step process involved in creation of the TiO$_2$ shell on SiO$_2$ nanofibre mats.

This four step procedure was repeated up to 10 times in order to allow for the formation of multiple shells on the TiO$_2$ nanofibres. Once the dip coating cycle was completed, the samples were allowed to dry under ambient conditions. The dry fibre mat was then calcined in a furnace (550°C, for 3 hours) in order to convert the Ti(OH)$_2$ into TiO$_2$ and create SiO$_2$/TiO$_2$ core/shell nanofibres.
Following calcination, the morphology and crystallinity of the created nanofibres were characterised as described in Section 3.2.1.

### 3.2.4 Hollow TiO$_2$ Nanofibre Synthesis Through Templating

Hollow nanofibres were created through a templating procedure similar to the “TUbes by Fibre Templates” (TUFT) process established by Bognitzki et al.\textsuperscript{170} Initially, a nanofibre template was synthesised and coated with a semiconductor shell. After the coating, the template was removed, allowing the successful synthesis of hollow semiconductor nanofibres. Figure 3.3 shows the main steps leading to the synthesis of hollow TiO$_2$ nanofibres.

Fig. 3.3 Schematic representation of the principal steps for the template-assisted synthesis of hollow TiO$_2$ nanofibres.

SiO$_2$ nanofibres were used as the template for the creation of hollow TiO$_2$ nanofibres. SiO$_2$ nanofibres were synthesised using the precursor and electrospinning procedures described in Section 3.2.2. The as-calcined SiO$_2$ fibres were then converted into SiO$_2$/TiO$_2$ core/shell nanofibres by using the dip-coating procedure described in Section 3.2.3 in order to create an external TiO$_2$ layer on the SiO$_2$ template. The four step dip-coating cycle was repeated 8 times before calcination of the core/shell template. The procedure was repeated 8 times as the results from the formation of the SiO$_2$/TiO$_2$ core/shell nanofibres indicated that this lead to the formation of a TiO$_2$ shell of
approximately 80 nm, a thickness which would allow to visualise the hollow fibres through SEM whilst minimising their production and synthesis times.

Finally, the SiO$_2$ template was removed by base treatment. The core/shell fibres were immersed into a basic solution (KOH$_{aq}$, 6 M) and placed in an oven at 80°C. The immersed fibres were heated for 8 hours, this allowed for the complete dissolution of the SiO$_2$ master template. After base treatment, the hollow nanofibres were separated from the basic solution through Büchner filtration.

The morphology of the hollow nanofibres was analysed as described in Section 3.2.1.

### 3.2.5 Template-Assisted Nanofibres With Controlled Porosity

The synthesis of TiO$_2$ nanofibres with controlled porosity was carried out through a templating procedure similar to that described in Section 3.2.4. Initially a series of SiO$_2$ nanosphere (NS) templates were synthesised. The created templates were then embedded into TiO$_2$ nanofibres through electrospinning. Finally, the templates were removed from the synthesised fibres through a base treatment, resulting in the synthesis of nanofibres with controlled porosity.

The initial SiO$_2$ NS pore templates were created by using an adapted method of the Stöber technique$^{171}$ as presented by Bogush et al.$^{172}$ In order to create the NS, concentrated ammonia (15 ml, 35 %) was diluted in absolute ethanol (85 ml). A fraction (2 ml) of the diluted ammonia solution was then added to a solution of deionised water (2 ml), ethanol (15.2 ml), and TEOS (0.73 ml). The created solution was then heated in an oil bath (35°C) for 36 hours under magnetic stirring. The resulting milky solution was centrifuged at 5000 rpm for 2 hours. Following centrifugation, the solution was decanted and the remaining solid was allowed to dry at ambient conditions. After drying, the created NS cake was mechanically crushed and used to create a precursor for the electrospinning of templated nanofibres.

The precursor for NS templated TiO$_2$ nanofibres was formed by combining the NS with the standard precursor for the formation of TiO$_2$ nanofibres. The created NS (1.34 wt%) were added to a solution of PMMA (7 wt%, $M_W$: 996 000) in DMF. The solution was then allowed to stir for 2 hours, after which the complete dispersion of the NS was observed as the solution had changed visually from opaque white to translucent. Acetyl acetone (1 wt %) and TTP (9 wt%) were sequentially added to the NS suspension and were allowed to mix for 1 minute. The precursor
solution was then immediately used for the synthesis of nanofibres through electrospinning as described in Section 3.2.2.

The as-spun templated nanofibres were base treated in order to remove the SiO$_2$ NS. The nanofibres were immersed in a basic solution (KOH$_{aq}$, 6 M) and placed in an oven (80°C) in order to ensure the complete removal of the SiO$_2$ NS. After 8 hours the solution was removed from the oven and the solid was separated from the basic liquid through Büchner filtration. The porous nanofibres, collected as a white powder, were then allowed to dry in ambient conditions. A schematic representation of the template removal procedure is shown in Figure 3.4.

![Schematic representation showing the SiO$_2$ nanosphere removal process from the templated TiO$_2$ nanofibres.](image)

The structures of the created NS as well as the templated and porous nanofibres were analysed as described in Section 3.2.1.

### 3.3 Results and Discussion

By studying and comparing the elemental, structural, electronic, and crystalline properties of the created nanoarchitectures it was possible to establish their relative suitability in the photodecomposition of siloxanes in biogas.

#### 3.3.1 Electrospun Semiconductor Nanofibre Characterisation

**TiO$_2$ Nanofibres**

Elemental and crystallographic data was initially used to analyse the created TiO$_2$ nanofibres. The EDX spectrum of these structures is shown in Figure 3.5. The large peak observed in the EDX spectrum at 1 keV originates from the Al substrate used for the collection of the TiO$_2$ nanofibres.
The other observable peaks in the spectrum arise from Ti, indicating the creation of high purity nanofibres. The purity of the sample can be further seen by the XRD spectrum presented in Figure 3.6 which only shows the characteristic diffraction patterns of the TiO$_2$ anatase and rutile crystal structures. The assignment of the diffraction pattern was possible by correlating the spectral peaks with the ICDD database (ICDD # 21-1276 and # 1272 for the rutile and anatase peaks, respectively).

By analysing the crystal structure of the TiO$_2$ nanofibres as shown in Figure 3.6, it was possible to determine that 60% of the structures was anatase whilst the remaining 40% was rutile. The prevalence of the less thermodynamically stable anatase crystal structure can be explained by the TiO$_2$ particle size and nanofibre growth mechanism.\cite{66} Due to the liquid nature of the TiO$_2$ precursor, the formation of TiO$_2$ crystals occurs through many different nucleation sites, leading to the formation of small TiO$_2$ crystals. As anatase is the thermodynamically stable crystal structure at particle sizes below 11 nm, the nanofibres will initially be composed of anatase crystals.\cite{60} However, during calcination the TiO$_2$ crystals will undergo annealing and growth. As these crystals grow, the rutile crystal phase will become increasingly thermodynamically stable and the concentration of rutile TiO$_2$ crystals in the sample will tend to increase with increasing time at high temperatures. Due to the relatively limited nanofibre calcination times, not all of the TiO$_2$ crystals will have enough time to undergo the phase transition, causing the observed mixture of anatase and rutile crystal phases.
Fig. 3.6 X-ray diffraction pattern showing the crystal composition for the electrospun TiO$_2$ nanofibres. The peak assignments show the crystal face and structure corresponding to each peak, the assignment was carried out by using the ICDD database files # 21-1276 and # 21-1272 for rutile (R) and anatase (A) respectively.

The superior thermodynamic stability of the rutile phase can be further seen by comparing the crystallite size of the 110 and the 101 crystal faces for rutile and anatase, respectively. These crystal faces were chosen as they are known to be the most stable faces of their respective crystal structures. The crystallite size of the two crystal faces was calculated by applying the Scherrer equation as described in Section 2.2. From this it was possible to determine that the crystallite size for the anatase 101 face was 20 nm whilst the 110 rutile face displayed a crystallite size of 28 nm. The higher crystallite size of the rutile arises from the greater thermal stability of the crystal structure.

Although a good understanding of the crystal composition of the TiO$_2$ nanofibre systems was achieved through XRD, it is only through SEM that it was possible to analyse the physical architecture of the created structures.
Figure 3.7 shows the SEM images of the structure of the synthesised TiO$_2$ nanofibre mat (A) and the surface morphology of the individual fibres (B).

Figure 3.7 shows the SEM images of the structure of the synthesised TiO$_2$ nanofibre mat (A) and the surface morphology of the individual fibres (B), it is clear that the created structures were indeed fibrous in nature. The ridged surface of the nanofibres seen in Figure 3.7 (B) can be attributed to their growth mechanism. The TTIP precursor concentration is distributed inhomogeneously in the electrospun nanofibres, thus leading to the formation of fibres wherein the TiO$_2$ is inter-dispersed with the polymer prior to calcination. As the fibres are calcined and the polymer is removed, it leaves pores on the surface of the fibres in the form of the observed ridges. From Figure 3.7 it was further possible to determine that the fibres were created with a relatively homogeneous thickness of 310 ± 20 nm (based on 100 measurements over different areas of the same sample). As such, it is possible to determine that the electrospinning procedure allowed for the successful formation of homogeneous TiO$_2$ nanofibres. However, in order to achieve good photodecomposition abilities it is not only essential to create large surface area nanostructures but also to achieve photoactivity within these structures.

Figure 3.8 shows the Tauc plot achieved from the UV-Vis reflectance spectrum of the synthesised TiO$_2$ nanofibres as described in Section 2.3. The linear correlation within the Tauc plot confirms that the nanofibres are semiconductors with a direct band gap. From the plot it was possible to determine the TiO$_2$ nanofibre band gap to be 3.06 ± 0.02 eV. This is consistent with the experimentally determined band gap for P25 of 3.09 ± .06 eV and the literature band gap for TiO$_2$ crystals (3.11 eV). Due to this band gap, the nanofibres will successfully create hydroxide radicals under UV$_a$ illumination, thus allowing for their use in the photodecomposition of siloxanes in biogas.
Fig. 3.8 Tauc plot derived from the reflectance spectrum of TiO$_2$ nanofibres, the linear portion shown as the segmented line shows the extrapolation of the nanostructure's band gap.

However, it is important to note the band gap of the TiO$_2$ nanofibres remains relatively high, meaning that their photoactivity will only achieve high levels of efficiency under artificial rather than solar illumination. WO$_3$ is known to possess a smaller band gap whilst maintaining photodegradative properties,\textsuperscript{175,176} making it an appealing alternative to TiO$_2$ for the decomposition of siloxanes in biogas.
WO₃ Nanofibres

**Fig. 3.9** X-ray diffraction pattern showing the crystal composition of the electrospun WO₃ nanofibres. The peak assignment showing the crystal face of each peak was carried out using the ICDD database file # 01-089-4478.

The XRD spectrum of the nanostructures created by electrospinning the WO₃ precursor can be seen in Figure 3.9. From this spectrum it becomes readily apparent that the created nanostructures were composed solely of WO₃. The assignment of the diffraction pattern as shown in Figure 3.9 was possible by correlating the spectral peaks with the ICDD database (ICDD # 01-089-4478). From the peak assignment it was further possible to establish that the crystal structures composing the nanostructures are all orthorombic, β-WO₃. This is consistent with the expectations as it is known that the orthorombic β-WO₃ crystal structure is the most stable of the WO₃ crystal structures at temperatures between 330°C and 740°C.¹⁷⁷ As the calcination process which removes the polymer framework from the nanofibres proceeds at 500°C, the formation of orthorombic WO₃ crystals will be favoured. The morphology of the created structures was studied through SEM imaging as shown in Figure 3.10.
Figure 3.10 shows the synthesised WO$_3$ fibre mat (A), the bundled WO$_3$ nanofibres (B) and the individual WO$_3$ nanofibre structures (C). It becomes readily apparent that the created structures possessed a fibrous morphology, establishing the successful creation of WO$_3$ nanofibres through the electrospinning procedure. It is possible to notice that the nanofibres are significantly larger (∼10 µm in width) than the previously synthesised TiO$_2$ nanostructures (nanofibre width of 310 ± 20 nm). Further examination of the nanostructures established that the large fibre size in the general sample morphology arises from the aggregation and bundling of smaller fibres, this effect is particularly pronounced in Figure 3.10 (B). The specific nanofibre structure seen in Figure 3.10 (C) clearly shows a rough surface, this roughness can be attributed to an inhomogeneous distribution of the precursor chemical similar to that which leads to the formation of the corrugated surfaces of TiO$_2$ nanofibres (as seen in Figure 3.7 (B)). By analysing the individual electrospun nanofibres, it was possible to observe a thickness of 650 ± 100 nm (based on 100 measurements over different areas of the same sample), the large uncertainty in this measurement arises from the bundled structures which render the distinction between individual fibres particularly complex. The observed fibre diameter is twice that of the synthesised TiO$_2$ nanofibres. This means that the WO$_3$ nanofibres will display a significantly smaller surface area when compared to their TiO$_2$ counterparts. However, it is important to remember that although the loss of surface area is a significant drawback, the use of WO$_3$ may display advantageous electronic properties.

The Tauc plot generated from the UV-Vis reflectance spectrum of the WO$_3$ nanofibres, as described in Section 2.3, is shown in Figure 3.11. From the linear nature of the Tauc plot, it is possible to establish the semiconductive nature of these nanofibres. Furthermore, it was possible to determine that the WO$_3$ nanofibres possessed a band gap of 2.89 ± 0.05 eV. This band gap is consistent with that determined experimentally for WO$_3$ powder (2.95 ± 0.02 eV) and that reported in literature (2.75 ± 0.06 eV).
The WO₃ nanofibres created through electrospinning can be considered a suitable alternative to TiO₂ nanofibres. As the WO₃ nanofibres possess a smaller band gap (2.89 eV) compared to the TiO₂ nanofibres (3.06 eV), the WO₃ nanofibres will be able to use a larger portion of the solar spectrum in order to create photogenerated radicals for photodecomposition, effectively rendering the WO₃ nanofibres more energetically efficient than their TiO₂ counterparts. However, it is important to note that the tungsten chloride precursor used for the synthesis of WO₃ nanofibres is significantly more expensive than the TTIP precursor used for the TiO₂ nanofibre synthesis. As such, even with a slightly lower efficiency, the TiO₂ nanofibres might be the more viable industrial photodecomposition catalysts. It is nonetheless important to note that both the TiO₂ and WO₃ nanofibres displayed a significant mechanical weakness. After the fibre calcination procedure, the created fibre mats became very brittle and poorly resistant to mechanical stress which led to the rapid conversion of the samples from large scale mats to powders (which still maintained the nanoscale fibre morphology).

This mechanical fragility can be attributed to the formation mechanism of the nanofibres. Indeed, for both the TiO₂ and WO₃ nanofibres the metal oxide crystals forming the nanofibres are created from many different nucleation sites after the formation of the fibre structures. This means that the metal oxide nanofibres will be composed of polycrystalline network with many defects as the different crystals will join in different orientations. These defects will lead to preferential...
fracture points within the fibres, effectively making them mechanically fragile. This fragility can only be observed after calcination as the polymer networks act as mechanical supports for the fibres prior to calcination.

This mechanical fragility can be addressed by the use of a precursor wherein the final nanofibre material is formed during the electrospinning process rather than in the subsequent water treatment and calcination. Indeed, if the nanofibre material is already created during the formation of the fibres, then the loss of polymer framework will be less significant to the fibre integrity. The electrospinning process for the formation of SiO$_2$ nanofibres allows the generation of the final fibre material prior to calcination by polymerising the TEOS during the electrospinning procedure.

**SiO$_2$ Nanofibres**

The EDX spectrum of the created nanostructures seen in Figure 3.12 shows the high purity of the Si structures. A further understanding of the purity and nature of the Si structures was gained through their XRD pattern as shown in Figure 3.13. It is clearly visible from the low intensity of the XRD diffraction spectrum that the created nanostructures are only semi-crystalline. It was nonetheless possible, using the ICDD database (ICDD # 00-029-0085), to associate the observed diffraction peak to a crystal face and establish the sole presence of SiO$_2$ in the sample. Due to the large width of the XRD signal as well as its truncated nature, it becomes important to note that the reliability of the peak assignment carried out with the ICDD database should be considered with caution as it is based on the comparison of previous literature spectra which were not truncated and present a sharper peak profile. The amorphous nature of the synthesised structures can be attributed to the synthetic procedure for the nanofibrous structures which leads to the direct polymerisation of the
TEOS precursor into a SiO$_2$ framework. This means that during the formation of the SiO$_2$, the Si—O network will form in a disordered, amorphous, manner rather than in a controlled, crystalline, fashion. In order to further characterise the created structures, the SiO$_2$ nanofibres were analysed through SEM imaging.

**Fig. 3.13** X-ray diffraction pattern showing the crystal composition of the SiO$_2$ nanofibres. The peak assignment was carried out using the ICDD database file # 00-029-0085.

Figure 3.14 shows the structure of the synthesised SiO$_2$ nanofibre mat (A) and the surface morphology of the individual fibres (B), highlighting their fibrous nature. From Figure 3.14 (B) it is possible to observe that the surface of the SiO$_2$ nanofibres is smooth, unlike that observed for the TiO$_2$ (Figure 3.7 (B)) and WO$_3$ (Figure 3.10 (C)) structures. This difference in nanofibre surface morphology can be attributed to a more homogeneous distribution of the TEOS precursor within the supporting polymer framework. As the TEOS polymerised during electrospinning, it formed a more homogeneous structure. This meant that upon calcination, the local concentrations of PVA were uniform throughout the sample, thus inhibiting the formation of significant surface defects in the created systems. Further analysis of the nanofibres determined a fibre thickness of 263 ± 65 nm (based on 100 measurements over different areas of the same sample). The SiO$_2$ fibre thickness is significantly smaller than those observed for the TiO$_2$ (310 ± 20 nm) and WO$_3$ (650 ± 100 nm) nanofibres. This difference can be further attributed to the homogeneity of the polymer/precursor mixture during electrospinning. As the SiO$_2$ nanofibres were homogeneously mixed with their PVA framework, the removal of the PVA resulted in a global decrease in fibre thickness rather than the
localised decreases which lead to the corrugations and defects observed in the less homogeneously mixed TiO$_2$ and WO$_3$ nanofibres.

Fig. 3.14  SEM images showing the structure of the synthesised SiO$_2$ nanofibre mat (A) and the surface morphology of the individual fibres (B).

Although the SiO$_2$ nanofibres display promising structures, it is important to note that the electrical properties of SiO$_2$ can severely limit their use as photocatalysts. It is known that the band gap of SiO$_2$ ranges from 5 - 17 eV, depending on its crystallinity.$^{179,180}$ This signifies that even in the cases where the SiO$_2$ has its lowest known band gap, photons with a wavelength of 248 nm would be required in order to achieve meaningful electronic excitations. As the use of such high energy photons is unachievable from the solar spectrum, dedicated light sources would be required in the use of SiO$_2$ nanofibres for the photocatalytic purification of biogas. In addition to this, it is known that UV light below 290 nanometres is highly hazardous to humans,$^{181,182}$ meaning that the industrial requirements for the photonic activation of SiO$_2$ nanofibres remain prohibitive.

Nonetheless, the SiO$_2$ nanofibres were seen to display an excellent mechanical stability, maintaining the woven fibrous mat structure even under stress. As such, even if the fibres themselves cannot be used as photocatalytic biogas purification agents, the combination of the mechanical strength of the SiO$_2$ nanofibres with the inexpensive nature of the TiO$_2$ precursors could yield industrially promising photodecomposition catalysts.
3.3.2 Characterisation of SiO$_2$/TiO$_2$ Core/Shell Nanofibres

**Fig. 3.15**  EDX scan of the created SiO$_2$/TiO$_2$ core-shell nanostructures after 9 dip coating cycles. The Cu peaks originate from the Cu substrate onto which the fibres were placed for analysis.

Figure 3.15 shows the EDX spectrum of the core/shell nanofibres synthesised in Section 3.2.3 after nine dip coating cycles. It can be seen that the structures were composed solely of Si and Ti; the Cu peaks present in the spectrum arise from the substrate on which the fibres were placed during analysis. The purity and composition of the core/shell structures was further analysed by XRD, as shown in Figure 3.16.

**Fig. 3.16**  X-ray diffraction patterns showing the amorphous nature of the created SiO$_2$ nanofibres (below) with respect to the same fibres after the dip-coating procedure. The peak observed at a 2$\theta$ value of 21.4$^\circ$ arises from the crystal structure of the calcite substrate onto which the fibres were placed during analysis.
Figure 3.16 shows the spectra of the SiO$_2$ nanofibre template before and after the dip coating procedure. From these spectra, in addition to the EDX analysis, it becomes clear that TiO$_2$ was successfully added to the SiO$_2$ mats through the dip coating procedure. Furthermore, it is possible to note that the TiO$_2$ crystals formed on the surface of the amorphous SiO$_2$ nanofibre structure were purely anatase. The identification of the anatase diffraction peaks was performed through correlation with the ICDD database (ICDD # 21-1272). The prevalence of the TiO$_2$ anatase crystal structure over the rutile crystal structure can be attributed to the relatively higher thermodynamic stability of anatase at small TiO$_2$ particle sizes.$^{60}$ As each dip coating cycle only supplied a monolayer coating (with the excess being washed off) of TTiP before converting the precursor into Ti(OH)$_2$ crystals, the formation of small TiO$_2$ particles from the small Ti(OH)$_2$ crystals led to the formation anatase crystal structures.

The morphology of the dip coated nanofibres was further characterised through SEM imaging. Figure 3.17 shows the fibre mat morphology of the fibres before (A) and after (B) the dip coating procedure as well as the individual nanofibre morphology of the dip coated structures (C). From Figure 3.17 (A) and (B) it was possible to see that the TiO$_2$ coating on the SiO$_2$ nanofibres was successfully carried out without significant alterations to the nanostructure morphology, allowing to maintain the advantages inherent to the use of nanostructures for the purification of biogas. However, it is possible to see in Figure 3.17 (C) that the dip coating procedure led to the formation of a rough fibre surface. In a similar study on the growth of TiO$_2$ layers on ZnO rods Fan et al. proposed that the origin of the roughness could be attributed to the mismatch between the lattice of the TiO$_2$ crystals and the ZnO substrate which impeded the epitaxial growth of the TiO$_2$ on the substrate surface.$^{183}$ As a consequence of this the TiO$_2$ shell growth is believed to occur preferentially from a number of nucleation points on the surface rather than grow homogeneously. In this study, the
lattice mismatch leads not only to the formation of the surface roughness observed in Figure 3.17 (C), but also to the prevalence of the anatase crystal phase (due to its superior thermodynamic stability at small TiO$_2$ particle size) in the TiO$_2$ shells, as observed in Figure 3.16.

A better understanding of the TiO$_2$ shell growth can be gained by observing Figure 3.18. Figure 3.18 shows the evolution of the nanofibre mat morphology during increasing dip coating procedures: image (A) shows the uncoated nanofibre mat whilst images (B), (C), (D), (E), (F), and (G) show the nanofibre mat after 1, 2, 3, 4, 5, and 6 dip coating cycles. It can be seen that the surface of the SiO$_2$ fibres gradually becomes rougher after the fibres have undergone three or more dip coating cycles (Figure 3.18 (E) to (G)). The apparent smoothness of the fibre surface during the first two dip-coating cycles (Figure 3.18 (B) and (C)) can be attributed to the combination of a very thin surface coating which would have been visible with difficulty through SEM imaging and a more homogeneous coating achieved by the TiO$_2$ onto the SiO$_2$ fibres. Indeed, when the fibres are uncoated, there is no preferential deposition site for the TiO$_2$ precursor on the fibres. However, as the TiO$_2$ shell is grown on the fibres through many nucleation sites (caused by the lattice mismatch between the SiO$_2$ and the TiO$_2$) this will lead to the formation of preferable deposition sites as the TTP will preferentially bind with the TiO$_2$ shell than the SiO$_2$ nanofibre surface. As these preferential deposition sites become larger through increased dip coating cycles (seen as the large crystals on the fibre surfaces in images (E) to (G) which become more prominent as the number of dip coating cycles increases), the surface of the coated nanofibres becomes gradually less homogeneous, accentuating the fact that the original TiO$_2$ shell growth proceeded through many different nucleation sites.

The effect of the initial dip coating cycles providing preferential decomposition sites can also be seen by observing the nonfibrous crystalline residues present in the fibre mats in Figure 3.18. These residues, arising from TTP trapped in the fibre mat but unbound to the fibre surface, can be seen to appear in Figure 3.18 (C) as small particles near the fibres. As the number of dip coating cycles increases, the size of these residues increases, causing the formation of the large particulate clusters which can be seen in Figure 3.18 (E), (F), and (G). This size increase, like that of the TiO$_2$ shell on the SiO$_2$ nanofibres, can be attributed to the presence of initial TiO$_2$ residues which form preferential binding sites for the precursor and consequently grow gradually with each coating cycle.
By further analysing the created core/shell structures through SEM imaging, it was possible to establish a growth profile for the thickness of the TiO$_2$ shell in relation to the number of dip coating cycles performed. The growth profile for the TiO$_2$ shell thickness is shown in Figure 3.19. It was determined that each individual cycle contributed to a $10.1 \pm 0.4$ nm increase in TiO$_2$ shell thickness. This growth profile inevitably leads to the formation of small TiO$_2$ precursor crystals in
the nanofibre shell, consistently with the observed prevalence of the anatase crystal structure in the TiO$_2$ phase as shown in the XRD spectrum in Figure 3.16.

**Fig. 3.19** Thickness of the TiO$_2$ shell coating on the synthesised core/shell nanostructures in relation to the number of dip coating cycles. The linear relationship establishing a 10 nm shell growth in each cycle can clearly be seen.

Finally, it is also important to note the presence of nanocrystallites disconnected from the templates in the core/shell nanostructured mats, as can be seen in Figure 3.17 (B) and (C). These nanocrystallites are believed to be TiO$_2$ impurities arising from the dip-coating procedure. The natural high surface area of a nanofibre mat renders it ideal for the trapping of solutions such as water or TTIP mixtures. As a consequence of this high trapping ability, the cleaning procedure during the formation of the TiO$_2$ shells may be insufficient for the complete removal of excess precursor solution. Upon contact with water the trapped excess solution is then converted into the observed nanocrystallite structures which become less mobile throughout solutions and remain stuck within the nanofibre mat. It is believed that the occurrence of these crystals would not significantly impact the photocatalytic activity of the created nanostructures due to their relatively low surface area and adsorption sites. These limited adsorption sites signify that the photodegradation of siloxane species will still occur primarily on the nanofibre surface, thus rendering the overall contribution of the observed nanocrystallites towards siloxane photodegradation negligible.
3.3.3 Characterisation of Hollow TiO$_2$ Nanofibres

By removing the SiO$_2$ core of SiO$_2$/TiO$_2$ core/shell nanofibres as discussed in Section 3.2.4, the creation of hollow TiO$_2$ nanofibres was investigated. The created nanostructures were solely characterised through SEM imaging as both the crystal phase of the TiO$_2$ shell and the electronic properties of the TiO$_2$ nanofibres were previously characterised in Section 3.3.2 and Section 3.3.1, respectively. The known stability of TiO$_2$ to highly basic conditions signifies that any changes occurring in the shell’s crystal structures and the TiO$_2$’s electronic properties during the removal of the SiO$_2$ template can be considered as negligible.$^{59}$

The SEM images of the fibre mat (A) and individual fibre (B) morphology of the created structures after the removal of the TiO$_2$ template can be seen in Figure 3.20. The presence of a large number of supra-micrometre length fibres can be observed clearly in Figure 3.20 (A), showing that the SiO$_2$ template was successfully removed whilst maintaining a nanofibrous TiO$_2$ structure. The hollow nature of the synthesised fibres can be seen Figure 3.20 (B). Through further SEM analysis it was possible to establish the nanofibre wall thickness to be $90 \pm 17$ nm (based on 50 measurements recorded for a variety of hollow fibres over different areas of a given sample). The calculated thickness is consistent with the shell growth profile depicted in Figure 3.19, further indicating that the TiO$_2$ shell remained unaffected by the template removal procedure. This demonstrates that the successful synthesis of hollow TiO$_2$ nanofibres was achieved through the procedure outlined in Section 3.2.4.

![SEM images of fibre mat and individual fibre morphology](image)

**Fig. 3.20**  SEM images showing the fibre mat (A) and individual fibre (B) morphology of the hollow TiO$_2$ nanofibres.

The hollow nanofibres can be of particular interest as enhanced catalysts for the photodegradation of siloxanes in biogas due to their increased surface area. The hollow morphology of the
nanofibres effectively doubles the active sites available for the photodecomposition of gaseous reagents. As such, it becomes apparent that these architectures are an ideal enhancement from the simple TiO$_2$ nanofibres synthesised in Section 3.2.2. However, it was important to note that these nanostructures displayed significant technical limitations.

**Fig. 3.21** SEM image showing the damage on the general hollow nanofibre structure following mechanical stress.

It can be clearly seen from Figure 3.21 that the created nanofibres are highly prone to mechanical damage through fracturing. This weakness can be attributed to the TiO$_2$ shell formation process on the SiO$_2$ template. As discussed in Section 3.3.2, the SiO$_2$/TiO$_2$ lattice mismatch impeded the epitaxial growth of TiO$_2$. As such, the shell formation occurred through a number of nucleation sites on the SiO$_2$ template. Through this mechanism, a number of defects are generated in the TiO$_2$ shells which will significantly weaken the hollow nanofibres.

This mechanical weakness could be a key shortcoming of the hollow nanofibres. Once the structures are broken down, the increase in surface area achieved by using TiO$_2$ hollow nanofibres rather than TiO$_2$ nanofibres (or even simple TiO$_2$ nanoparticulates) is lost. Furthermore, although the proposed synthetic procedure is appreciably facile, it remains more complex than the standard electrospinning procedure. As such, it becomes clear that a templating method allowing the generation of mechanically more resistant TiO$_2$ nanofibres whilst still displaying an appreciable increase in surface area would allow to achieve industrially viable photocatalysts which maintain the advantages of increased surface areas.
3.3.4 Characterisation of Nanofibres with Controlled Porosity

By using a silica NS template for the production of porous TiO$_2$ nanofibres, it would be possible to achieve an enhanced surface area whilst maintaining the mechanical strength of the TiO$_2$ nanofibres. The electronic and crystallographic properties of TiO$_2$ nanofibres were previously characterised in Section 3.3.1. As TiO$_2$ is stable under highly basic conditions, it can be assumed that the base treatment for the removal of the SiO$_2$ templates only had negligible effects on the crystalline and electronic properties of the electrospun TiO$_2$ nanofibres. As such, the nanostructures created as described in Section 3.2.5 were characterised solely through SEM imaging.

Initially, the SiO$_2$ NS were characterised in order to ensure suitability for the templating procedure. Figure 3.22 shows low (A) and high (B) magnification SEM images of the created NS. It is possible to observe the large scale synthesis of SiO$_2$ nanospheres without surface defects. Further analysis of the NS sample established that the spheres possessed a diameter of 253 ± 20 nm (based on 100 measurements recorded from a variety of different images taken at different locations on a single sample). In order to understand the high degree of homogeneity of the NS, it is important to understand their synthetic mechanism.

![Fig. 3.22 SEM images showing low (A) and high (B) magnifications of the synthesised SiO$_2$ nanosphere templates.](image)

The main mechanism for the creation of the silica NS templates is the hydrolysis of the TEOS silicon alkoxide. This hydrolysis is governed by a number of factors including the reaction temperature and reagent concentrations which are known to affect the ultimate NS size. However, it was postulated by Bogush et al. that the narrow size distribution of the created particles was independent of these factors. The main NS growth mechanism was established to occur through a series of aggregation events which proceed at different rates with decreasing speed as the NS
size increases. These decreasing rates arise from a decreasing probability of particle aggregation with increasing particle size caused by the increased charges on the particle surfaces which lead to inter-particle repulsive forces, as described by the DLVO theory of colloidal stability. As such, irrespective of the final particle size, any synthesis procedure for SiO$_2$ NS hinging on the condensation of TEOS will lead to a small particle size distributions (as observed during this study).

From the morphology of the NS as seen in Figure 3.22 as well as their calculated size, the spheres were deemed suitable templates for the formation of porous TiO$_2$ nanofibres. This was established as the NS diameter was significantly smaller than that of the TiO$_2$ nanofibres (310 ± 20 nm). The difference in diameter signifies that the removal of NS template would not cause fracturing of the nanofibres (as would be observed if the NS diameter were close to or larger than the TiO$_2$ nanofibre diameter).

![SEM images showing the structure of the templated TiO$_2$ nanofibres at low (A) and high (B) magnifications.](image)

The structure of the embedded SiO$_2$ templates in the electrospun TiO$_2$ nanofibres can be seen in Figure 3.23 at low (A) and high (B) magnifications. It becomes apparent that the SiO$_2$ NS were successfully embedded in the TiO$_2$ nanofibres. The average nanofibre width was calculated to be 333 ± 60 nm, over 100 measurements of a variety of different embedded fibres in different locations of the same sample whilst the average NS diameter was calculated to be 325 ± 41 nm over 100 measurements of different embedded spheres in various locations of the same sample. It is clearly visible that the embedded sphere diameter is larger than that of non-embedded SiO$_2$ spheres. This increase in diameter arises due to a TiO$_2$ coating on the NS surface which can be seen clearly in Figure 3.24 where the sphere surface is no longer smooth as observed in Figure 3.22 (B) but displays the typical rough surface observed in TiO$_2$ nanofibres.
Fig. 3.24  SEM image showing the TiO$_2$ covering on the embedded silica spheres in templated TiO$_2$ nanofibres.

Although the NS templates presented a TiO$_2$ coating, this did not significantly affect the removal of the SiO$_2$ templates through base treatment. This can be seen clearly in Figure 3.25; Figure (A) shows the structure of the porous nanofibre mat whilst Figure (B) shows the individual structure of the porous fibres. Figure 3.25 (A) shows that the fibre morphology was maintained throughout the system even following the mechanically demanding base treatment and Büchner filtration. Furthermore, from a series of 100 measurements of different nanofibres in various locations of the same sample, it was possible to calculate the average fibre width to 362 $\pm$ 65 nm. This value is higher than the fibre thickness recorded previous to the treatment however the two values lie within each other’s confidence intervals which allows the attribution of this discrepancy to experimental error. The maintenance of fibre thickness during the base treatment further demonstrates the chemical stability of the TiO$_2$ fibres.

Fig. 3.25  SEM images showing the fibre mat (A) and individual fibre (B) morphologies of the porous TiO$_2$ nanofibres following template removal.

Through SEM analysis it was possible to establish the diameter of the created pores as
215 ± 38 nm (average value over 80 measurements of different pores on a variety of fibres in the same sample). The calculated pore size is significantly smaller than the actual SiO$_2$ NS diameter. This is believed to arise as a consequence of the embedding of the NS in the nanofibre surface. Indeed, in order for NS to embed themselves successfully in the fibres, more than 50% of the sphere volume has to reside in the fibre. If this is not the case, the spheres will detach themselves with facility from the fibre surface leaving damaged, non-porous, systems. On the other hand, spheres that are embedded above 50% by volume into the nanofibres will be maintained and result in successful pores, meaning that the externally measured pore diameter is in fact only the chord of a segment of the spherical hole. The relationship between the observed pore diameter and the diameter of the NS templates is represented schematically in Figure 3.26.

![Diagram showing the relationship between the observed pore diameter, c, and its true radius, r, in the porous TiO$_2$ nanofibres](image)

**Fig. 3.26** Diagram showing the relationship between the observed pore diameter, $c$, and its true radius, $r$, in the porous TiO$_2$ nanofibres.

Figure 3.26 shows the relationship between the chord of a circular segment, $c$, the radius of the circle, $r$, and the distance between the centre of the circle and the chord, $d$. This relationship can further be expressed mathematically as shown in Equation (3.1). By combining the distance from the sphere centre with the circular radius it is possible to determine the size of the NS segment embedded in a TiO$_2$ fibre, $E$, as represented by Equation (3.2). As such, it becomes possible to determine the embedding percentage $\%E$ of the templates into the TiO$_2$ nanofibres using Equation (3.3). For the created samples it was possible to calculate that, on average, 76.3% of the individual NS surface was embedded during the electrospinning procedure.

\[
d = \sqrt{r^2 - \frac{c^2}{4}} \tag{3.1}
\]

\[
E = r + d \tag{3.2}
\]
With a controllable NS size it becomes possible to estimate both the final nanofibre porosity and increases in surface area achieved from the templating procedure. This controllable porosity in combination with the previously discussed mechanical and chemical resistance of the TiO$_2$ nanofibres, render the created nanostructures very appealing. These properties signify that these structures would remain effective photocatalysts even when exposed to the harsh industrial conditions required for biogas purification. It is thus apparent that as well as being a viable enhancement to normal TiO$_2$ nanofibres, the created porous nanofibres are also a more appealing alternative to hollow TiO$_2$ nanofibres for the photocatalytic degradation of siloxanes.

### 3.4 Conclusions

In conclusion, during this study it was possible to successfully create a number of different nanostructures for the removal of siloxanes from biogas.

Initial synthetic studies were performed to create nanofibres of three different materials: SiO$_2$, TiO$_2$, and WO$_3$. The synthesised fibres were characterised through SEM, EDX, and UV-Vis reflectance techniques. It was determined that although the WO$_3$ nanofibres possessed the smallest band gap (2.89 eV) of the three materials, the cost of the precursor required for nanofibre synthesis limited their industrial application. The precursor cost for the formation of both SiO$_2$ and TiO$_2$ nanofibres made these two species more attractive at an industrial level. However, the SiO$_2$ nanofibres can not be photoexcited due to the large band gap of SiO$_2$. This means that the removal of siloxanes in biogas by SiO$_2$ nanofibres would only be through adsorption rather than photodegradation. As such, TiO$_2$ nanofibres were considered the best candidates for the removal of siloxanes from biogas through photodegradation. Nonetheless, of the three different nanofibrous structures, the WO$_3$ and TiO$_2$ nanofibrous mats showed poor mechanical stability. Indeed, upon mechanical stress the TiO$_2$ and WO$_3$ nanofibre mats were rapidly converted into powders. Although the WO$_3$ and TiO$_2$ powders still maintained their nanostructured morphology, the macrostructured powder form could complicate their use as photocatalysts at an industrial scale. The synthesised SiO$_2$ nanofibres, on the other hand, showed excellent mechanical stability, maintaining their
macrostructure even under significant mechanical stress.

The mechanical strength of the SiO$_2$ nanofibres was further combined with the photoactivity of the TiO$_2$ nanofibres in core/shell nanostructures. SiO$_2$/TiO$_2$ core/shell nanostructures were synthesised by using a facile dip-coating procedure. From XRD and SEM analysis it was possible to establish the successful creation of the core/shell nanostructures as well as to gain an insight into the factors determining the structure morphology and composition. The presented technique achieved a fine control on the TiO$_2$ shell thickness, allowing the formation of shells with a minimum thickness of 10 nm. However, although the procedure for the formation of the TiO$_2$ shells is relatively facile, this procedure combined with the more complex synthesis of SiO$_2$ nanofibres might still result too difficult for large scale industrial applications.

Two additional nanoarchitectures were synthesised during this study in order to enhance the surface area of TiO$_2$ nanofibres; hollow and porous TiO$_2$ nanofibres were synthesised through templating techniques. The hollow nanofibres were established as possessing the highest possible surface area for TiO$_2$ nanofibres. However, due to the synthesis process underlying the formation of the hollow nanofibres, the structures resulted particularly brittle, rapidly deteriorating and losing their unique architecture. This mechanical fragility was not observed in the porous nanofibres. In depth analysis of the created structures established the versatility of the templating method for the creation of TiO$_2$ nanofibres with controlled porosity. It was determined that 76 % of the volume of the NS templates had been embedded in the fibres. By controlling the NS size it would thus be possible to control the nanofibre porosity and create nanofibres with an adjustable surface area. This adjustable surface area could become particularly useful in the photodecomposition of gas phase pollutants.

During this study, a number of different techniques were employed to create nanoarchitectures appropriate for the photodecomposition of siloxanes in biogas. It was thus possible to successfully synthesise not only nanofibres of different materials but also nanofibres with enhanced structures. Due to the inherent mechanical fragility, costs, and synthetic complexity of a number of the created structures; two structures were identified as promising candidates for the photodecomposition of siloxanes in biogas: TiO$_2$ nanofibres and porous TiO$_2$ nanofibres. However, it is only through extensive experimentation that it will be possible to truly establish the effectiveness of the photocatalytic properties of the created structures and their viability in gas phase purification devices.
4. Siloxane Adsorption Studies

As discussed in Chapter 1, the removal of siloxanes from biogas can be performed through a variety of techniques, the most promising of which are adsorption purification and photocatalytic purification. When combined with nanostructured architectures, photodecomposition becomes a particularly promising technique. However, it remains essential to achieve a good understanding of the adsorptive properties of different nanostructured architectures before their photocatalytic properties may be investigated.

The following chapter presents a synthetic pathway for the formation of high surface area SiO₂ aerogels under ambient conditions. The hexamethyldisiloxane (L2) adsorption properties of the synthesised aerogels were studied by monitoring of the material’s adsorption kinetics. These adsorption properties were then compared to the adsorption properties of electrospun SiO₂ and TiO₂ nanofibres in order to gain an in depth understanding of the factors governing the adsorption of siloxanes on high surface area structures.

In order to ascertain the viability of the created materials to act as efficient adsorbents, their L2 adsorption properties were compared to those of two standard commercial adsorbents: the PpTek ion-exchange resin, and commercially synthesised silica gel. The silica gel studied was further used in a series of surface treatment procedures to gain a more complete understanding of the interactions between siloxanes and material surfaces.

It was finally demonstrated that although the nanostructured materials possessed high surface areas, more work needs to be performed before their application as biogas purification adsorbents becomes commercially competitive. Nonetheless, it was shown that TiO₂ nanofibres will successfully adsorb siloxanes to an appreciable degree, thus demonstrating their applicability in the photocatalytic purification of gas streams.
4.1 Introduction

With an estimated 40 million biogas energy plants constructed in China alone by the end of 2010,\textsuperscript{74} the combustion of biogas for electricity generation is poised to become one of the major sources of renewable energy in the 21\textsuperscript{st} century. However, because of the complex process of biogas generation, biomethane contains a number of noxious contaminants such as benzene and hydrogen sulfide.\textsuperscript{185} Amongst the contaminants present in biogas, the most dangerous during combustion are the chemical family of siloxanes.\textsuperscript{186} As biogas undergoes combustion in a spark engine, siloxanes are converted into SiO$_2$ microcrystals which have been known to cause catastrophic engine failure.\textsuperscript{12,13}

A number of techniques have been used in literature in order to remove siloxanes from biogas.\textsuperscript{187–189} Although a wide variety of systems were developed, ranging from siloxane removal by deep chilling\textsuperscript{7} to biological degradation,\textsuperscript{189} the prevalent technique for biogas purification is that of solid phase adsorption.\textsuperscript{11} This procedure focuses on the use of high surface area filters to adsorb siloxanes, in order to remove them from the biogas prior to combustion.

Industrially, although a large amount of patents have been published concerning the removal of siloxanes from biogas,\textsuperscript{10,16,17,190} three main adsorption technologies have gained industrial interest: activated carbon,\textsuperscript{191} alumina/Silica beds,\textsuperscript{17} and ion-exchange resins.\textsuperscript{9} Of these three technologies, the ion-exchange resins have become the industrial standard thanks to their potential for the regeneration of saturated adsorption media. In the cases of activated carbon and alumina/silica adsorbents, the most efficient way of saturated media disposal is to return the saturated media to a landfill site as the removal of siloxanes from the adsorbents remains too energetically expensive. On the other hand, the ion-exchange resins, once saturated, can be regenerated through a facile thermal treatment which converts the siloxanes to silicon dioxide in a waste gas stream.\textsuperscript{9} Nonetheless, even with this thermal treatment, the resins do not achieve full regeneration and eventually require disposal. In the light of this shortcoming, the development for alternative biogas purification methods becomes essential. The use of nanostructured materials as adsorbents can be an appealing evolution on the standard adsorption media.

Nanostructured compounds are known to display outstanding properties such as large surface area to volume ratios,\textsuperscript{89} low densities,\textsuperscript{192} and large internal volumes.\textsuperscript{193} These properties render the nanostructures ideal candidates for the enhanced removal siloxanes through adsorption. During this
series of experiments, two different nanostructures were synthesised and used for the adsorption of L2: silica aerogels and nanofibres.

Silica aerogels are structures with extremely high porosities and large internal surface areas, making them ideal candidates for the adsorption of siloxanes. However, the standard synthetic procedure for the generation of silica aerogels requires high temperatures and pressures, thus rendering the industrial use of silica aerogels prohibitive. As such, an ambient pressure procedure for the synthesis of silica aerogels was developed during this series of experiments.

The second nanostructure used was that of electrospun nanofibres as they are known to have high surface areas whilst maintaining relatively facile synthesis techniques. Furthermore, the electrospinning technique is highly versatile, allowing for the synthesis of chemically active nanostructured adsorbents. Indeed, the use of photoactivated TiO$_2$ has shown promising potential in the removal of siloxanes. As such, the use of chemically active nanofibres could allow for a direct, in situ, treatment of the adsorbates, thus supplying an elegant solution to the adsorbent regeneration problem.

In this series of experiments, the L2 adsorption properties of silica aerogel, TiO$_2$, and SiO$_2$ nanofibres were studied and compared to those of industrial standard adsorbents. This comparison allowed to ascertain the viability of the synthesised materials as adsorption agents for the removal of L2 from biogas.

4.2 Experimental

4.2.1 Chemicals and Characterisation Techniques

All chemicals used during the following experiments were sourced form Sigma-Aldrich UK and used as received unless otherwise stated.

The morphology of the SiO$_2$ aerogel spheres synthesised in Section 4.2.2 was studied through Scanning Electron Microscopy (SEM), using a JEOL-JSM 820 Scanning Microscope. Prior to SEM imaging, the aerogel beads were gold coated for 5 minutes using an Edwards S150 sputter coater to eliminate charging effects from the electron beam used during SEM imaging. The diameter of the
aerogel beads was measured using a Workzone digital Vernier calliper.

The SiO$_2$ aerogel bead rough packing density was calculated by placing aerogel beads in a 10 ml measuring cylinder until the 5 ml mark was reached. As this left a number of interstitial gaps between the beads, some lightly crushed aerogel (obtained by mechanically crushing the beads using weak force and a spatula) was used to fill the inter-bead gaps. Once the whole 5 cm$^3$ volume in the measuring cylinder (the 5 ml mark) was considered occupied, the measuring cylinder was weighed in order to gather the mass of 5 cm$^3$ of aerogel, allowing to achieve a rough packing density.

The concentration of octadecylphosphonic acid (ODPA) on commercial silica gel beads applied during the coating procedures presented in Section 4.2.3 was monitored using Fourier Transform InfraRed vibrational spectra (FTIR). The spectra were recorded using a Perking Elmer Spectrum One in Attenuated Total Reflectance mode (ATR). By monitoring the intensity of the peak corresponding to the symmetric PO$_2$ stretch (1043 cm$^{-1}$) in the ODPA vibrational spectra, it was possible to monitor the presence of ODPA in the system.

The characterisation and analysis of the synthesised SiO$_2$ and TiO$_2$ nanofibres is described in Chapter 3.

During the adsorption experiments in Section 4.2.4 the L2 concentration was quantified by calibrating and monitoring the area under the L2 peak in the spectra generated by a gas chromatograph (GC) equipped with a flame ionisation detector (FID). The GC-FID used during the experiments was a Perkin Elmer autosystem equipped with a 50 m wax capillary column. During the duration of the adsorption experiments the gas flow rate was kept at 1.5 ml min$^{-1}$, the oven and injection temperatures were maintained at 60$^\circ$C. H$_2$ was used as the carrier gas and supplied from a SP300HC hydrogen generator. Under these conditions, the retention time for L2 was 150 s.

### 4.2.2 Silica Aerogel Synthesis at Ambient Conditions

Low density SiO$_2$ beads were formed through a modified technique based on the work carried out by Sarawade et al.$^{99}$ A precursor solution was created by diluting sodium silicate solution (70 wt%, 1.2 ml) in de-ionised water (8.8 ml). The created solution was then acidified through the dropwise addition of HCl (6 M) under vigorous stirring, until a pH of 3.5 was observed (recorded
using a Hanna instruments pH 209 pH Meter). A significant increase in solution viscosity was observed upon the acidification of the sodium silicate precursor. Upon reaching the desired pH, the generated silica sol was added dropwise into a boiling tube containing a biphasic system of kerosene (5 ml) and aqueous ammonia (6 M, 3 ml). The biphasic system was chosen in order to convert the silica sol droplets into spherical hydrogels. Upon reaching the upper kerosene layer, the sol droplets are induced into a spherical morphology by the repulsive electrostatic interaction between the hydrophilic silica sol and the hydrophobic kerosene. The spheres thus created drop further into the aqueous ammonia solution where they undergo a rapid polymerisation, leading to the synthesis of spherical \( \text{SiO}_2 \) hydrogels. Figure 4.1 depicts the formation of \( \text{SiO}_2 \) hydrogel beads.

![Diagram showing the drop-wise formation of spherical SiO\(_2\) hydrogel beads.](image)

Fig. 4.1 Diagram showing the drop-wise formation of spherical SiO\(_2\) hydrogel beads.

In order to minimise the collapse of the polymeric network upon drying, the as-created silica hydrogels were taken through an ageing process. Initially, the beads were immersed in excess ethanol for 48 hours under heating (55°C). Following the initial ageing, the beads were transferred to a solution of ethanol, trichloromethylsilane (TMCS) and \( n \)-hexane (1:1:8 molar ratio, respectively) and kept at ambient temperature for a further 12 hours. This ageing mixture was chosen based on the similar work performed by Zong et al. where it allowed to achieve a successful solvent exchange and surface modification of the aerogel beads in order to minimise the collapse of the polymer networks during drying. Once aged, the created gel spheres were washed in \( n \)-hexane before drying under ambient conditions.

The synthesised aerogel morphology, bead diameter, and packing density were characterised as described in Section 4.2.1. Finally, the adsorption properties of the created aerogel beads were investigated as described in Section 4.2.5.
4.2.3 Surface Modification of Commercial SiO₂ Gels

Commercial silica gel beads (non-indicating, 2.0-5.0 mm in diameter, sourced from Geejay Chemicals Ltd.) were used to determine the effect of different surface chemical modifications on the L2 adsorption properties of SiO₂. Three different surface coatings were investigated: hexane, TMCS, and ODPA.

The hexane coating was achieved through an immersion technique. 0.5 g of the as-received silica gel beads were immersed in n-hexane (10 ml) at room temperature and pressure for 10 hours. After the immersion, the beads were removed from the hexane and allowed to dry under ambient conditions.

The TMCS surface modification of the SiO₂ beads was also performed through an immersion method. 0.5 g of the silica gel beads were immersed into a solution of ethanol, TMCS and n-hexane (1:1:8 molar ratio). The beads were then maintained at room temperature for 12 hours, decanted from the solution and dried under ambient conditions.

The surface modification of the silica gels with ODPA was achieved through a thermal coating procedure. 0.5 g of silica gel beads were placed in a round bottomed flask containing a solution of ODPA in toluene (10 mM, 25 ml) equipped with a reflux condenser. The mixture was heated until a steady reflux was observed, and kept under reflux for 10 hours. After this period, the beads were removed from the solution and allowed to dry under ambient conditions. In order to ensure that no ODPA was blocking the SiO₂ gel pores, two cleaning procedures were carried out. Firstly, the beads were annealed at high temperatures (200°C) for 2 hours. The second method investigated for the cleaning of beads was ultrasonic cleaning; the ODPA coated beads were placed in n-hexane (10 ml) and sonicated for 4 hours. The effectiveness of the cleaning techniques was investigated by monitoring the intensity of the peak corresponding to the symmetric PO₂ stretch (1043 cm⁻¹) in the ODPA FTIR-ATR vibrational spectra of the prepared silica gel beads.

The L2 adsorption properties of the surface-modified silica beads were studied as reported in Section 4.2.5.
4.2.4 Nanofibre Synthesis Through Electrospinning

The specific synthetic procedures for the synthesis and morphological characterisation of TiO$_2$ and SiO$_2$ nanofibres through electrospinning are presented in Chapter 3.

For this study, TiO$_2$ nanofibres were prepared by electrospinning a precursor solution of polymethylmethacrylate (PMMA, $M_w$ 996 000, 8 wt%), titanium tetraisopropoxide (TTIP, 9 wt%), acetyl acetone (1 wt%) and dimethylformamide (DMF, 82 wt%). The solution was fed through a stainless steel needle at a rate of 2.0 ml$h^{-1}$ (controlled using a protégé 3010 syringe pump). A voltage (18 kV) was applied to the stainless steel needle allowing for the creation of charged nanofibres. The nanofibres were collected on a grounded drum at a distance of 15 cm from the needle tip. The as-collected nanofibre mats were steam treated (80$^\circ$C, 3 h) and calcined (550$^\circ$C, 3 h) in order to yield TiO$_2$ nanofibres.

SiO$_2$ nanofibre synthesis was carried out through a number of steps. Initially, a sol-gel precursor was made by mixing phosphoric acid (85%, 50 µL, added drop wise) and a tetraethyl orthosilicate solution (TEOS, 50 wt%). The created sol-gel was then added to a solution of polyvinylalcohol (PVA, hydrolised, $M_w$ 85 000-124 000, 11 wt%) in de-ionised water and allowed to stir. Finally, the created precursor solution was electrospun using an applied voltage of 18kV and a feed rate of 2.0 ml$h^{-1}$. The fibres were collected on a grounded drum at a distance of 15 cm from the needle tip. Once the electrospinning process was completed, the nanofibre mat was calcined (900$^\circ$C, 14 h) in order to yield SiO$_2$ nanofibres.

The siloxane adsorption properties of the SiO$_2$ and TiO$_2$ nanofibres were characterised as outlined in Section 4.2.5.

4.2.5 Siloxane Adsorption Onto High Surface Area Structures

The L2 adsorption capacities of the materials synthesised in Section 4.2.2, Section 4.2.3 and Section 4.2.4 were investigated using a method adapted from Nam et al. 198

A round bottomed flask with known volume (115 cm$^3$) was stoppered with a suba seal and purged with dry nitrogen gas (10 minutes). L2 (0.2 ml) was then injected into the round bottomed flask and vaporised by placing the round bottomed flask in a heated graphite bath (130$^\circ$C). Sep-
arately, a known sample of studied adsorbent material (<1 g) was placed in a conical flask of known volume (130 cm$^3$). The conical flask was then sealed using a suba seal and purged using dry nitrogen for 10 minutes. 10 ml of the previously prepared L2/N$_2$ gaseous mixture were then removed from the round bottomed flask and injected into the conical flask containing the adsorbent studied. The concentration of gaseous L2 in the conical flask was monitored through GC-FID. Figure 4.2 shows the main steps of the L2 adsorption experiments.

![Schematic diagram showing the three main steps in the siloxane adsorption studies: preparation of an L2/N$_2$ gaseous mix in a heated graphite bath, injection of the gaseous siloxane in an airtight flask containing the studied adsorbent, and L2 concentration sampling from the air tight conical flask.](image)

The L2 concentration in the flask was observed to decline as the siloxane was adsorbed onto the studied materials. Once the siloxane adsorption was observed to have stopped, the system was assumed to have reached equilibrium. At equilibrium, a further injection of gaseous L2/N$_2$ (10 ml) was performed into the conical flask. The siloxane concentration was further monitored until its decline was observed to cease and the system had reached a novel equilibrium state wherein the rates of L2 adsorption and desorption from the adsorbent proceeded at equal speeds. Due to the increased concentration of L2, this second equilibrium state was observed to occur at a different level of L2 concentration in the gaseous phase as compared to the equilibrium concentration observed prior to the injection.

### 4.3 Results and Discussion

#### 4.3.1 Silica Aerogel Characterisation

Through a number of characterisation techniques it was possible to achieve a thorough understanding of the synthetic processes underlying the creation of SiO$_2$ aerogel beads. Initial observations allowed to optimise the synthetic procedure. Further analysis on the perfected aerogels was then
conducted, allowing to achieve a good understanding of the physicochemical processes guiding the gel formation.

Silicic Acid Polymerisation

In order to achieve a successful silica aerogel, the properties and structure of the sol-gel network created prior to drying were finely controlled. The general scheme for the polymerisation reaction leading to the formation of a gel network from sodium silicate is shown in Figure 4.3. The polymerisation of silicic acid is known to proceed differently under basic\textsuperscript{199,200} and acidic\textsuperscript{201,202} conditions, yielding different gel network structures in each case. Gorrepati et al.\textsuperscript{201} demonstrated that when sodium silicate is polymerised under acidic conditions, a large particle size is achieved in relatively short times. As the polymerisation progresses through condensation reactions, the large particles come together to form a highly porous network ideal for aerogel synthesis.\textsuperscript{203}

![Fig. 4.3](image)

\textbf{Fig. 4.3} Scheme showing the polymerisation of silicic acid from sodium silicate.

As such, during these experiments it was important to achieve a silicic acid sol-gel using acidic conditions. The original procedure outlined by Sarawade \textit{et al.}\textsuperscript{99} used acetic acid in order to acidify the sodium silicate. However, this procedure proved difficult to execute as the sol-gel was observed to reach gelation point before acidification of the sodium silicate occurred. The gelation point was defined as the point in which the solution was observed to lose fluidity, namely the solution could no longer be agitated through magnetically assisted stirring. This setback was overcome by substituting acetic acid with hydrochloric acid. In order to understand the efficacy of hydrochloric acid, an in-depth look at the nature of the sol-to-gel transition becomes necessary.

Silicic acid polymerisation occurs through a condensation reaction as shown in Figure 4.4 wherein the reaction will proceed at maximum rate when the concentrations of silicic acid and its conjugate base are equal. When silicic acid is in highly basic conditions, the anionic form will be prevalent in the mixture and polymerisation will be exceedingly slow due to ionic repulsion effects. Similarly, in highly acidic conditions the lack of silicic acid anions signifies that there are few, if
any, initiators in the solution, effectively slowing the rate of polymerisation. This effect has been observed in a number of literature studies where the fastest polymerisation rates were observed in the pH range of 6-8.199,200,204

![Diagram of silicic acid polymerisation](image)

**Fig. 4.4** Scheme showing the specific steps in the condensation reaction of silicic acid, leading to the formation of polysilicic acid.

The rapid polymerisation rate near neutral pHs becomes particularly problematic during the acidification of sodium silicate. As the sodium silicate is acidified and reaches neutral pH, the solution will undergo extremely fast gelation. If the solution is maintained at this pH for any significant amount of time, a hydrogel monolith will be formed by the complete gelation of the solution.

Weak acids, such as acetic acid, do not undergo complete dissociation in solution. This means that weak acids will take a relatively large amount of acid and a relatively long time to acidify the silica sol. As such, the sol itself will spend more time at neutral pH values, leading to a high level of polymerisation and resulting in the gelation of the system before sol acidification. On the other hand, strong acids, such as hydrochloric acid, dissociate fully allowing to use comparatively less acid to acidify the sol. This means that less time is spent at neutral pH values, allowing to maintain a low viscosity solution whilst achieving acidification. As such, the use of hydrochloric acid during the present experiment allowed a finer control over both the silicic acid polymerisation and the ensuing aerogels.

In light of the strong pH dependence of the silica sol, the effect of different ratios of hydrochloric acid to sodium silicate in relation to the time taken to reach the gelation point was monitored. The gelation times of solutions containing varying ratios of sodium silicate to hydrochloric acid can be observed in Figure 4.5. It is possible to identify three clear gelation regimes which correlate with the molecular polymerisation of silicic acid; these occur at low, medium, and high hydrochloric acid concentrations.
At low hydrochloric acid concentrations (HCl:Na$_2$SiO$_3$ = 0.53 - 0.69) the polymerisation proceeds relatively slowly, taking up to 15 minutes to reach the gel point. This slow gelation time can be explained by the overwhelming presence of the anionic silicic acid conjugate base in solution. The anionic molecules in solution will repel one another leading to a hindering in the growth and formation of colloidal networks. This leads to the observed overall slow gelation times.

As more hydrochloric acid is added, a portion of the anionic conjugate bases of silicic acid become capped by protons. This capping eventually leads to near-equimolar concentrations of silicic acid and its conjugate base. Under these concentrations of hydrochloric acid (HCl:Na$_2$SiO$_3$ = 0.74 - 0.92) the polymerisation of silicic acid is at near ideal conditions as ionic repulsions are limited whilst maintaining the presence of the anionic initiator/propagator molecules. This means that polymerisation within the solution will proceed extremely rapidly (with gelation times as low as 30s when using a molar ratio of 0.87).

The proton capping of the studied species continues with further increases in the concentration of hydrochloric acid. Eventually, the capped species largely outnumber the anionic silicic acid molecules. This leads to a decreasing number of initiator molecules in the silica sol which causes an effective quenching of the polymerisation reaction as the initiator species are rapidly consumed by the formation of silicic acid oligomers. The effect of proton capping on silicic acid polymerisation...
can clearly be seen in Figure 4.5 when the HCl:Na$_2$SiO$_3$ ratio lies in the range of 0.93-0.95.

This strong effect of acidic solutions on the gelation time of silicic acid is particularly important during the synthesis of spherical silica aerogels. Indeed, if the creation of millimetre-sized spherical aerogels is to be achieved, the processes involved in the formation of large scale polymer networks and their macroscopic aggregation need to be understood.

**Aerogel Formation and Syneresis**

After the initial steps of silicic acid polymerisation from monomers into oligomers, the cross linking of polymer chains and the formation of macroscopic structures occurs. The formation of the gel network has been extensively studied through molecular simulations by Garofalini and Martin.$^{203}$ As the polymerisation process proceeds, the formed oligomers undergo cross-linking and form nanometre sized colloidal particles. The formed colloids further undergo aggregation with increasing levels of polymer cross linking, eventually joining into a complete gel network. In order to achieve the synthesis of spherical aerogel granules it is essential to drop the silicic acid sol-gel into the kerosene:ammonia biphasic system prior to complete network formation but only after the generation of the colloids.

Indeed, if the silica sol is dropped too early, then spherical integrity will not be maintained. This will result in the formation of white micro- and nano- sized powders. However, if the sol is allowed to reach complete gelation, a solid hydrogel monolith is created, rendering impossible the liquid dropping process which allows the formation of spherical beads. In this series of experiments, an ideal gelation point was determined to occur at a ratio 0.95 HCl:Na$_2$SiO$_3$, 8 minutes after the addition of the acid to the sodium silicate solution. Figure 4.6 shows the surface morphology of aerogel beads synthesised at this gelation point.

In Figure 4.6, the external (A) and internal (B) surface structures of the created aerogel beads can be observed. It is possible to see that the aerogel beads are in fact a 3-dimensional network of interlinked colloidal particles. This particular morphology originates from the polymerisation pathway undertaken by silicic acid, wherein the formation of oligomers is followed by the formation of colloids and finally by colloidal aggregation into a macrostructured network. Inherently, this polymerisation route leads to the formation of highly porous gel networks as the polysilicic acid...
networks tend to grow and develop around water clusters\textsuperscript{203} which, upon the removal of water, remain accessible for gas adsorption.

![Fig. 4.6](image)

**Fig. 4.6** SEM images showing the external (A) and internal (B) surface morphology of the created Silica aerogel granules.

However, by observing Figure 4.6 (B) it is possible to see a number of areas where the colloidal structure of the gel network is highly damaged. This damage arises during the evaporation of the liquid from the pores in the hydrogel during the drying process. Following initial bead formation, the hydrogels are brought to room temperature and allowed to dry under ambient conditions. As the interstitial liquid molecules trapped inside the hydrogel pores are replaced by air, a strong capillary force is exerted by the liquid meniscus onto the gel network. This capillary force, $p_c$, exerted on the pore walls, can be calculated as shown in Equation (4.1), where $\gamma$ is the surface tension of the liquid, $\theta$ is the contact angle, and $r$ is the pore radius, the negative sign indicates the tension in the liquid.\textsuperscript{205} Due to the small radius of the gel pores, the capillary pressure exerted by the meniscus can be very large (>60 MPa)\textsuperscript{206} and lead to the collapse of the gel network.

$$p_c = -\frac{2 \gamma \cos(\theta)}{r}$$  \hspace{1cm} (4.1)

This network collapse caused by the extraction of liquids, also known as syneresis, often leads to the destruction of the highly porous nature of the gel networks, thus negating the most important property of silica aerogels when envisaged for adsorption applications. Initial attempts to dry the created spherical aerogel granules without prior treatment were unsuccessful as they resulted in the complete network collapse. However, by ageing the granules in a solution of TMCS, ethanol, and hexane (1:1:8 molar ratio), it was possible to limit the effects of syneresis. Indeed, it can be seen in Figure 4.7 that the aged silica gels underwent a contraction of only 40% with respect to their
original hydrogel size.

**Fig. 4.7** Contraction of aerogel granules aged in a solution of TMCS, ethanol, and hexane, during drying in relation to the as-synthesised hydrogel beads. An indicative line has been plotted through the data points in order to highlight the changes in gel contraction in relation to time.

The solvent mixture limits the effects of syneresis by working on a number of different principles during drying. Firstly, the TMCS acts as a surface modification agent. It is known that the concentration of bridging bonds and the condensation reactions of terminal silanol (Si-OH) moieties in the polymer chain will allow the polymerisation and cross-linking processes to continue for long periods after the initial gel point. As such, when the pore walls are brought together by syneresis, the condensation reactions between terminal groups in the walls will link and effectively close the pore, leading to the contraction of the silica gel. TMCS, when added to the gel will proceed to react with surface silanol moieties as shown in Figure 4.8, leading to a capping of the reactive surface molecules and inhibiting the condensation processes causing gel shrinkage.

**Fig. 4.8** Scheme showing the capping of surface silanol groups by TMCS during the aerogel ageing procedure.

The second process key to the success of the utilised ageing mixture is the hydrophobicity of
the TMCS-capped surfaces. As it is possible to see from Equation (4.1), the collapse of the gel during syneresis is highly dependent on the surface tension of the liquid phase in the pores. As such, it becomes clear that substituting water ($\gamma = 71.99 \text{ mN/m at } 25^\circ\text{C}$) with a lower surface tension liquid, such as ethanol ($\gamma = 21.97 \text{ mN/m at } 25^\circ\text{C}$), will reduce the Capillary pressure and subsequent pore collapse. However, it was seen that replacing the water with ethanol in an initial ageing phase was insufficient to minimise aerogel collapse. This collapse can be explained by two factors: firstly, it is likely that the internal pores of the material still contained water as they are difficult to access (causing solvent exchange to be slow and inefficient), and secondly, the surface tension of ethanol is likely to be too high for the pores to support.

The introduction of hydrophobic surface groups (TMCS) in the material leads to the ejection of water and ethanol from the internal capillaries of the gel. The presence of hexane supplies a replacement solvent with low surface tension ($\gamma = 17.90 \text{ mN/m at } 25^\circ\text{C}$) to fill the capillaries and facilitate the removal of the polar solvents in an enhanced solvent exchange process. As such, by using the TMCS:ethanol:hexane solvent mixture, an efficient and powerful solvent exchange is achieved.

Nonetheless, the created aerogel granules still undergo contraction upon syneresis, as can be seen in Figure 4.7 and Figure 4.9. This contraction can be attributed to the presence of unreachable pores that, notwithstanding the ageing treatment, maintain water within them; leading to high capillary pressures and eventual pore collapse. It should also be noted that the TMCS cannot be assumed to be completely efficient in quenching the silanol condensation reactions, leading to an inevitable gel contraction as the polymerisation processes terminate.

**Fig. 4.9** Contraction of the synthesised aerogel granules as-synthesised (A) and after 25 hours of drying (B).
Despite the remaining contraction of the silica gel granules during drying, the beads displayed a density of 0.143 g cm$^{-3}$, comparable to that previously reported by Bhagat et al. for their synthesised aerogels (0.12–0.16 g cm$^{-3}$).\textsuperscript{209} Furthermore, the opaque appearance of the synthesised granules (as seen in Figure 4.9), although uncommon for standard silica aerogels, coincides with the images reported by Bhagat et al.\textsuperscript{209} This opacity can be attributed to the inherent light scattering caused by the colloidal microstructure of the synthesised beads (as shown in Figure 4.6).

In 2007, IUPAC defined an aerogel as “A gel comprised of a microporous solid in which the dispersed phase is a gas”\textsuperscript{210}. As such, by observing the low density of the created surfaces as well as the microporous network observable in Figure 4.6, it is possible to establish the successful creation of an aerogel through the presented procedure. Due to their low density and macroscopic porosity, the created aerogels were deemed suitable candidates for biogas purification through siloxane adsorption procedures.

### 4.3.2 L2 Adsorption Studies on Enhanced Adsorbents

By monitoring the evolution of L2 concentration over time during the performed adsorption experiments it was possible to compare and contrast the different adsorbents. Further kinetic modelling of the adsorptions allowed to achieve an in-depth understanding of the different materials studied and their interactions with siloxanes.

\begin{equation}
L_2(g) + A_{\text{Surface}} \rightleftharpoons L_2A_{\text{surface}}
\end{equation}

The dynamic equilibrium for the adsorption systems can be described as shown in Equation (4.2) where L2 represents the studied siloxane species, A is the studied adsorbent and L2A represents the adsorbed siloxanes. As there are no chemical reactions occurring in the studied systems, the siloxane concentration loss can be described using first order kinetics as shown in Equation (4.3) where $[L_2]_0$ is the initial concentration of L2, $[L_2]_t$ is the concentration at time t and $k'$ is the adsorption rate constant which mathematically describes the overall rate of absorption.

\begin{equation}
[L_2]_t = [L_2]_0 e^{-k't}
\end{equation}
This first order kinetic model was further developed by Ortega and Subrenat when studying the adsorption of siloxanes on porous materials as shown in Equation (4.4) where \( q_t \) is the adsorption capacity at time \( t \), \( q_e \) is the adsorption capacity at equilibrium and \( \tau \) is the global adsorption time of the system.\(^{211}\) This model improves on the basic kinetic one presented in Equation (4.3) by observing the adsorption event directly from the adsorbent’s point of view rather than by just monitoring the evolution of adsorbate concentration in the gas phase. This key difference allows to quantify the effects of the equilibrium capacity of the adsorbent on the rate of adsorption by incorporating this value in both the constant and the pre-exponential factors of the first order kinetic model. Thus, a comparison of the \( k' \) and \( \tau \) values of different adsorbent materials allows for a good indication of their relative siloxane adsorption affinities.

\[
q_t = (1 - e^{-\frac{t}{\tau}})q_e
\]  

(4.4)

A better insight into the initial adsorption events can be gained by using the mathematical model proposed by Baudau in 1990 based on the Bohart-Adams-Thomas adsorption model.\(^{133}\) Baudau’s kinetic model was successfully adapted in 2009 by Ortega and Subrenat for the adsorption of siloxanes onto industrial materials.\(^{211}\) This adapted model can be expressed as shown in Equation (4.5) where \( m \) is the mass of the adsorbent, \( V \) is the volume of the adsorption vessel, \( C_0 \) is the initial siloxane concentration, \( C_t \) is the concentration at time \( t \), and \( \gamma \) is the initial adsorption velocity.

\[
\gamma = -\left( \frac{V}{m} \right) \frac{1}{C_0} \left( \frac{dC_t}{dt} \right)_{t=0}
\]  

(4.5)

By comparing the \( k' \), \( q_e \), \( \tau \), and \( \gamma \) values for the different materials studied during the adsorption of L2, it is possible to achieve a better understanding of the interaction between L2 and the individual adsorbents.
Siloxane Adsorption on Silica Aerogel

Figure 4.10 shows the evolution of L2 concentration for two subsequent injections in the studied systems whilst using the synthesised aerogel granules as adsorbents. It can be seen from the k’ values reported that the adsorption rate for the system was significantly decreased after the first injection of L2. The kinetic data for the two injections are shown in Table 4.1.

<table>
<thead>
<tr>
<th>Injection</th>
<th>k’ (min⁻¹)</th>
<th>γ 10³ (m³g⁻¹min⁻¹)</th>
<th>τ (min)</th>
<th>qₑ (mgL₂ g⁻¹aerogel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1ˢᵗ</td>
<td>0.131 ± 0.014</td>
<td>29.6 ± 0.25</td>
<td>7.89 ± 0.79</td>
<td>0.320</td>
</tr>
<tr>
<td>2ⁿᵈ</td>
<td>0.0190 ± 0.009</td>
<td>6.00 ± 0.05</td>
<td>42.1 ± 1.60</td>
<td>0.248</td>
</tr>
</tbody>
</table>

The reported 85 % decrease in adsorption rate between the two injections can be attributed to a filling of the absorption sites in the aerogel. Initially, all of the adsorption sites on the gel are available for the L2. As these become occupied during the first adsorption, only the less accessible sites remain, meaning that it takes longer for the gaseous L2 to reach and adsorb onto these sites. This effect can be seen not only by the decrease in k’ but also by the γ values which show a 79 % drop in initial adsorption velocity between subsequent injections. This indicates that the easily accessible adsorption sites are those preferentially occupied by L2. However, the adsorption
capacity at equilibrium after the second injection is only 23 % smaller than that of the first injection. The discrepancy in the large drops in \( \gamma \) and \( k' \) values with respect to the moderate drop in \( q_e \) can be explained by adsorption site accessibility.

As discussed in Section 4.3.1, the synthesis process leading to aerogel formation creates a large number of internal pores in the material. In order for a gas such as L2 to adsorb onto the internal pores of the aerogel, the gas needs to diffuse into the material. This means that the process of reaching and occupying these less accessible adsorption sites will be dominated by the slow diffusion of the gas through the material. As such, even though the adsorption process after the second siloxane injection is much slower (displaying decreased \( k' \) and \( \gamma \) values whilst having an increased \( \tau \) value), the large presence of internal pores in the aerogel still allows for a significant siloxane intake beyond the occupation of the most accessible outer surface adsorption sites.

Through extended repeated injections it was possible to establish the total siloxane adsorption capacity of the material, \( q_{m,ax} \). This was determined by calculating the siloxane loading on the material after reaching a point where no further L2 concentration drop was observed in the system even after extended periods of time and further siloxane injections. The \( q_{m,ax} \) of the synthesised aerogel was calculated to be 7.50 mg L2 g\(^{-1}\) aerogel. This total capacity is lower than that previously reported in literature for activated carbon adsorbents which are known to possess L2 adsorption capacities of up to 100 mg g\(^{-1}\).\(^{16}\)

The large difference in siloxane adsorptive abilities between the two species can be attributed to their differing physical properties. Indeed, it is believed that the surface modification of the aerogel as performed in Section 4.2.2 could adversely affect its adsorption properties. However, as the surface modification is a crucial element in the synthesis of silica aerogel granules, it was impossible to examine the direct effects of the surface modification by using the aerogel granules. As such, commercial silica gel was used as an alternative model system to study the effects of surface modification on siloxane adsorption.

**Siloxane Adsorption on Commercial Silica Gel**

The adsorption of L2 by surface treated silica gel beads in relation to that of untreated silica gel can be seen in Figure 4.11. From this graph it is readily apparent that the application of a surface
treatment onto commercial silica gel has an important effect on the adsorption properties of the materials.

![Fig. 4.11](image.png) Evolution of L2 concentration over time in silica gel samples with varying surface treatments.

A more in-depth understanding of the effects of silica gel surface treatment techniques can be gained from Table 4.2. By comparing the \( q_{m\max} \) of the studied species it is readily apparent that surface treatments, irrespective of their nature, will lead to a loss in adsorption properties. Indeed, untreated silica gel displays a \( q_{m\max} \) of 140 mg g\(^{-1}\) whereas the \( q_{m\max} \) of the modified gels are around one third of this value. This drop in \( q_{m\max} \) can be explained by the occupation of adsorption sites by the surface modifying agents which limits the L2 adsorption onto the material.

The effect of site blockage is readily apparent from the hexane wash which causes a 58% reduction in \( q_{m\max} \). During a hexane wash the surface of the silica gel remains chemically unmodified, meaning that the observed decrease in adsorption capacity and \( k' \) values arise from the blockage of adsorption sites by the hexane. However, it is important to note that washing the silica gel with hexane resulted in a large increase in initial adsorption velocity (\( \gamma = 226 \times 10^3 \) m\(^3\)g\(^{-1}\)min\(^{-1}\) for hexane washed samples, and \( \gamma = 95.9 \times 10^3 \) m\(^3\)g\(^{-1}\)min\(^{-1}\) for unmodified samples). This increase can be attributed to a cleaning effect exhibited on the adsorption sites by the solvent wash. The unmodified silica gel was used as received, it is thus possible that a number of dry contaminants are present on the surface of the gel. As the gel is washed in hexane, the contaminants
are removed, allowing the adsorption sites to become larger and more accessible, leading to a large increase in initial adsorption rate. As such, it is possible to establish that the hexane wash had the dual effect of clogging of a large number of the material’s adsorption sites whilst also removing surface contaminants, as seen by the reduced $q_{\text{max}}$ and increased $\gamma$ values.

Table 4.2 Kinetic data for the adsorption of L2 onto silica gel with varying surface modifications.

<table>
<thead>
<tr>
<th>Surface treatment</th>
<th>$k'$ (min$^{-1}$)</th>
<th>$\gamma \times 10^3$ (m$^3$g$^{-1}$min$^{-1}$)</th>
<th>$\tau$ (min)</th>
<th>$q_{\text{max}}$ (mg L$<em>2$ g$</em>{\text{sample}}^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Untreated</td>
<td>0.321 ± 0.008</td>
<td>95.9 ± 0.7</td>
<td>3.12 ± 0.08</td>
<td>140</td>
</tr>
<tr>
<td>Hexane wash</td>
<td>0.132 ± 0.026</td>
<td>226 ± 2</td>
<td>13.1 ± 2.6</td>
<td>58.6</td>
</tr>
<tr>
<td>ODPA</td>
<td>0.0158 ± 0.005</td>
<td>30.8 ± 0.2</td>
<td>48.9 ± 15.0</td>
<td>43.8</td>
</tr>
<tr>
<td>TMCS</td>
<td>0.024 ± 0.009</td>
<td>168 ± 1</td>
<td>2.68 ± 1.00</td>
<td>43.6</td>
</tr>
</tbody>
</table>

The minimal effect on the nature of the surface coating on the $q_{\text{max}}$ of the materials can be seen as the drop in $q_{\text{max}}$ with respect to the untreated beads is similar for both the ODPA and the TMCS surface treatments. The slightly higher capacity shown by the hexane washed samples can be explained by the fact that the hexane, on the contrary to the two other surface treating agents, was not chemically bound to the silica gel. This means that during the drying procedure, less hexane was retained by the silica gel. The similar $q_{\text{max}}$ for the TMCS and ODPA surface modified samples indicate that the two procedures have an equal effect in adsorption site occupation, meaning that the observed differences in kinetic adsorption properties are solely due to the chemical interaction between the L2 and the silica surface coatings.

Indeed, by comparing their different adsorption kinetics the effects of the different surface modification agents can be studied. The TMCS modified silica gel beads displayed significantly higher adsorption constant ($k'=0.024$ min$^{-1}$) and initial adsorption rate ($\gamma=168 \times 10^3$ m$^3$g$^{-1}$min$^{-1}$) values with respect to the ODPA modified structures ($k'=0.016$ min$^{-1}$, $\gamma=30.8 \times 10^3$ m$^3$g$^{-1}$min$^{-1}$). This can be attributed to a greater van der Waals bonding affinity between TMCS and L2 as compared to that between ODPA and L2.

Figure 4.12 shows the functional groups on the surface of the silica gel after TMCS and ODPA modification. It becomes readily apparent that the Si–Me$_3$ functional groups resulting from the TMCS modification are significantly more polar than the large C chains applied by the ODPA modification. As such, the relatively polar L2 molecule will preferentially form van der Waals bonds with the TMCS modified surface, leading to faster adsorptions. This is clearly represented
not only by the higher $k'$ and $\gamma$ values of the TMCS modified systems with respect to the ODPA modified ones but also by the lower global adsorption times ($\tau = 2.68$ min and $\tau = 48.9$ min for the TMCS and ODPA samples, respectively).

![Silica gel surface functional groups after TMCS and ODPA modification.](image)

The surface modification of silica gel can thus be seen as having an important effect on both the kinetics and adsorption capacities of silica gels. As surface modification is a necessary process in the formation of silica aerogels at ambient pressure (as discussed in Section 4.3.1), this casts doubts on the applications of silica aerogels as adsorption agents for biogas purification.

However, the silica aerogel limitations arise from the loss of adsorption sites caused by surface treatment procedures. As such, the use of alternative high surface area nanoarchitectures would allow to maintain the advantages of nanostructures whilst acting as viable adsorbents for biogas purification. Nanofibres are an ideal candidate as they are high surface area architectures whose synthesis does not require the application of a surface treatment.

**Siloxane Adsorption on Semiconductor Nanofibres**

Figure 4.13 shows the adsorption of L2 onto both SiO$_2$ and TiO$_2$ nanofibres. A strong distinction between the different nanofibres is readily apparent, with TiO$_2$ nanofibres displaying faster L2 adsorption rates.
Fig. 4.13 Evolution of L2 concentration over time in SiO$_2$ and TiO$_2$ nanofibres.

The kinetic data for the adsorption of L2 onto the semiconductor nanofibres are shown in Table 4.3. The TiO$_2$ nanofibres can be seen to display both a higher adsorption kinetic constant (k’ = 0.083 min$^{-1}$) and initial rate of adsorption (γ = 15.4 $\times$ 10$^3$ m$^3$g$^{-1}$ min$^{-1}$) with respect to the SiO$_2$ nanofibres (k’ = 0.0124 min$^{-1}$ and γ = 8.91 $\times$ 10$^3$ m$^3$g$^{-1}$ min$^{-1}$). These improved adsorption kinetics can be further seen by comparing the global adsorption times. The τ value for the TiO$_2$ nanofibres (12.0 min) is less than half that of the SiO$_2$ nanofibres (25.6 min), showing the overall difference in adsorption speed between the two semiconductor nanofibres.

**Table 4.3** Kinetic data for the adsorption of L2 onto TiO$_2$ and SiO$_2$ nanofibres.

<table>
<thead>
<tr>
<th>Adsorbent</th>
<th>k’  (min$^{-1}$)</th>
<th>γ  $10^3$ (m$^3$g$^{-1}$min$^{-1}$)</th>
<th>τ  (min)</th>
<th>$q_{max}$ (mg$<em>{L2}$/g$</em>{sample}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO$_2$ Nanofibres</td>
<td>0.0124 ± 0.0002</td>
<td>8.91 ± 0.07</td>
<td>25.6 ± 2.3</td>
<td>17.0</td>
</tr>
<tr>
<td>TiO$_2$ Nanofibres</td>
<td>0.0830 ± 0.011</td>
<td>15.4 ± 0.1</td>
<td>12.0 ± 0.8</td>
<td>16.3</td>
</tr>
</tbody>
</table>

The superior adsorption properties of the TiO$_2$ nanofibres can be attributed to the difference in surface structure between the different fibres. The SEM images presented in Figure 4.14 allow to see clearly that the TiO$_2$ nanofibres possess a much rougher surface when compared to SiO$_2$ nanofibres. This difference in surface morphology arises from the chemical processes underlying the nanofibre synthesis which are discussed extensively in Chapter 3 and cause the TiO$_2$ nanofibres
to display a larger quantity of adsorption sites when compared to SiO$_2$ nanofibres. These adsorption sites will then lead to the faster adsorption of L2, as can be seen by the higher k’ and γ values as well as the lower τ value.

**Fig. 4.14** SEM images showing the surface morphology of TiO$_2$ (A) and SiO$_2$ (B) nanofibres. The difference in surface roughness between the two semiconductors can be clearly seen.

It is important to note that even though the TiO$_2$ nanofibres display superior adsorption kinetics, the SiO$_2$ nanofibres display a marginally enhanced $q_{max}$. This enhanced $q_{max}$ arises from the preferential formation of van der Waals forces between the L2 molecules and the SiO$_2$ nanofibres due to the presence of the surface Si–O–Si groups on the nanofibres. As the TiO$_2$ nanofibres form weaker bonds, they will be able to retain slightly less L2 adsorbate molecules and consequently have a lower $q_{max}$.

Overall, both of the studied nanofibre samples display better $q_{max}$ than the synthesised silica aerogel granules. However, the nanofibre $q_{max}$ still fall largely short of those displayed by industrial adsorbents (with activated carbon displaying L2 adsorption capacities of up to 100 mg g$^{-1}$). Nonetheless, only with a precise comparison between the adsorption of industrial standard adsorbents and that of the synthesised samples, is it possible to fully understand the differences between the systems and gauge the industrial viability of the created nanostructures.

**Comparison of Industrial, Commercial, and Synthesised Adsorbents**

In 2008 John Hayward and Pptek Ltd patented a siloxane removal system based on the use of ion-exchange polyamide resins. Although the resins used by Pptek Ltd have a poor temperature stability (decomposition of the resins is observed above 160°C) they have nonetheless become the industrial standard for siloxane purification with PpTek Ltd becoming the market leader in biogas filtration systems. As such, the adsorption media used by PpTek Ltd was the industrial
adsorbent used to evaluate the effectiveness of the synthesised adsorbents.

Table 4.4 shows the adsorption kinetics for the PpTek polyamide media in comparison to the other adsorbent media synthesised. A clear difference can be seen between the commercially designed adsorption media (PpTek resin and unmodified silica gel) and the synthesised nanostructures.

Table 4.4 Comparison of the L2 kinetic adsorption data of the synthesised adsorbents and PpTek’s ion exchange resin.

<table>
<thead>
<tr>
<th>Adsorbent</th>
<th>$k'$ (min$^{-1}$)</th>
<th>$\gamma$ ($10^3$ m$^3$ g$^{-1}$ min$^{-1}$)</th>
<th>$\tau$ (min)</th>
<th>$q_{max}$ (mg L$^2$ g$^{-1}$ sample)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PpTek media</td>
<td>0.245 ± 0.032</td>
<td>1441 ± 0.7</td>
<td>4.08 ± 0.24</td>
<td>108</td>
</tr>
<tr>
<td>Silica gel</td>
<td>0.321 ± 0.008</td>
<td>95.9 ± 0.7</td>
<td>3.12 ± 0.08</td>
<td>140</td>
</tr>
<tr>
<td>SiO$_2$ Nanofibres</td>
<td>0.0124 ± 0.0002</td>
<td>8.91 ± 0.07</td>
<td>25.6 ± 2.3</td>
<td>17.0</td>
</tr>
<tr>
<td>TiO$_2$ Nanofibres</td>
<td>0.0830 ± 0.011</td>
<td>15.4 ± 0.1</td>
<td>12.0 ± 0.8</td>
<td>16.3</td>
</tr>
<tr>
<td>Silica Aerogel</td>
<td>0.131 ± 0.014</td>
<td>29.6 ± 0.25</td>
<td>7.89 ± 0.79</td>
<td>7.50</td>
</tr>
</tbody>
</table>

The synthesised nanostructures display vastly slower adsorption kinetics compared to the two commercial adsorbents, showing differences in $k'$ ranging from 91% for the SiO$_2$ nanofibres to 37% for the SiO$_2$ aerogels, with respect to the PpTek commercial standard. This arises from a larger total surface area as well as an improved vacancy of surface pores in the commercial adsorbents with respect to their synthesised counterparts. The difference between the suitability of the two sets of samples is further emphasised by the lower global times of adsorption, higher adsorption capacities and higher initial reaction rates of the commercial samples. From the kinetic data it becomes readily apparent that the nanostructured samples, as synthesised, require further development before becoming commercially viable L2 adsorbents. However, the supplied kinetic data pertains to the adsorption of L2 and might not be representative of the general siloxane adsorption capacity of the materials. This was shown by Nam et al. who established the inadequacy of L2 adsorption by non-carbonaceous materials with well-defined meso- and macro- pores but determined that such compounds could display greater adsorption affinity with larger and heavier siloxanes.

Important information can nonetheless be gathered by comparing the kinetic data of the nanofibrous samples with the aerogel granules. Although the different synthesised samples possess similar $k'$ values, the differences in $\gamma$, $\tau$, and $q_{max}$ are informative on the effects of different morphologies. The aerogel granules display faster initial adsorption and lower global adsorption times with respect to the nanofibrous structures due to the highly porous nature of the aerogels. Even if the corrugated surface of the TiO$_2$ nanofibres increases the surface area of the material, this
is still smaller than the highly porous system generated by the colloidal polymerisation process underlying the formation of the aerogels (as discussed in Section 4.3.1). As such, the aerogel granules display better initial L2 adsorption properties. However, the aerogel granules display a very low \( q_{\text{max}} \) when compared to the nanofibrous structures caused the surface treatment of the aerogel which occupies the pores in the material, inhibiting its maximum L2 loading.

The comparison of the adsorption kinetic data also allows a further understanding of the commercial adsorbents. The initial adsorption speed displayed by the PpTek media \( \gamma = 1441 \times 10^3 \ \text{m}^3 \text{g}^{-1} \text{min}^{-1} \) is significantly larger than that of the studied samples, indicating a large initial availability of L2 adsorption sites on the material. This property is of particular importance for the treatment of biogas as it signifies that the material can be used as a filtration agent even with the large gas flows required by industrial conditions. As such, even though the silica gel has a higher \( q_{\text{max}} \), the Pptek media remains the more interesting adsorbent for the removal of L2 from biogas.

Furthermore, it is crucial to remember that in an industrial environment it is not simply sufficient for a material to have good adsorption properties. Indeed, it is possible to see that the silica gel displays better \( k', \tau \) and \( q_{\text{max}} \) values with respect to the Pptek media. However, the increased L2 intake of the silica gel comes at the price of a stronger bonding between the L2 and the adsorbent, meaning that a much higher energy input will be required to regenerate the silica gel with respect to the Pptek media. As such, it becomes readily apparent that an ideal adsorbent for the industrial removal of siloxanes will achieve a balance between good adsorption properties and energetically inexpensive desorption techniques.

## 4.4 Conclusions

During this study it was possible to establish a facile, ambient pressure procedure for the formation of SiO\(_2\) aerogel granules. The effects of gel syneresis were countered by the surface modification of the gels which reinforced the polymer networks. This surface modification technique, however, was insufficient in the complete prevention of syneresis as the created SiO\(_2\) aerogel granules still exhibited a 40\% reduction in volume. Nonetheless, SEM characterisation and density measurements allowed to establish the formation of a highly porous material with a density of 0.143 g cm\(^{-3}\).

Through L2 adsorption experiments it was established that the synthesised aerogel granules
displayed an adsorption capacity of 7.5 mg_L^2 g_aerogel^{-1}. The low adsorption capacity of the aerogel was attributed to the effects of surface treatment agents which blocked the material’s pores. This was demonstrated by investigating the adsorption properties of surface modified silica gels.

Irrespective of the nature of the surface treatment, the modified silica gel samples displayed a drop in adsorption capacity of about 65% arising from the occupation of the gel’s adsorption sites by the surface modification agents. The adsorption studies further highlighted the importance of the nature of surface modification agents with respect to the adsorbate species. Indeed, the silica gel samples modified with the polar TMCS displayed an initial adsorption rate 81% higher than that displayed by the gels modified with the nonpolar ODPA.

Further adsorption studies on synthesised TiO_2 and SiO_2 nanofibres showed that the nanofibrous samples displayed better adsorption capacities than the synthesised aerogel. Nonetheless, the aerogel samples demonstrated a better affinity with the adsorbate, displaying initial adsorption capacities two-fold larger than those of the nanofibres. These differences between the two types of nanostructures revealed that siloxane adsorbents need to display not only a high adsorption capacity but also a high affinity to the siloxanes in order to remove siloxanes from gases phase in a time-efficient manner.

This importance of adsorbents with fast adsorption kinetics and good adsorption capacities was highlighted with the adsorption studies on performed the PpTek ion exchange resin. The PpTek media displayed a high adsorption capacity (108 mg_L^2 g_media^{-1}) and an initial adsorption rate 50 times larger than that of the synthesised silica aerogel. As such, the PpTek media not only allows for the removal of a large quantity of siloxanes, but also allows this removal to occur very rapidly.

In conclusion, although a number of nanostructures were synthesised and studied as adsorbents, a lot of work remains to be carried out before these structures can be used as novel adsorption agents for the industrial removal of siloxanes from biogas. This is clear as the synthesised structures not only displayed vastly inferior adsorption kinetics with respect to the industrial standard, but also had significantly smaller adsorption capacities.

Nonetheless, although the synthesised materials might not be competitive in the removal of siloxanes from biogas through adsorption, the photochemical properties of the TiO_2 nanofibres render these materials significantly more important for industrial applications.
5. Static Photodegradation of Siloxanes

The use of semiconductor nanomaterials for the photocatalytic removal of siloxanes from biogas displays high potential for the creation of a novel family of biogas purification devices. The prospects and advantages for the photocatalytic purification of biogas have been presented extensively in Chapter 1. However, only very academic few studies have been performed in order to characterise the siloxane photodecomposition abilities of $\text{TiO}_2$ nanostructures.\textsuperscript{14,126,212} During the following series of experiments the photocatalytic activity of $\text{TiO}_2$ nanofibres was thoroughly studied and kinetically modelled. Particular importance was given to the effects of siloxane photodecomposition on the photocatalyst and the lifetime of the catalysts.

Further studies were carried out in order to improve the photocatalytic activity of $\text{TiO}_2$ nanofibres through the synthesis of $\text{WO}_3$ doped $\text{TiO}_2$ nanofibres. These doped nanofibres were successfully characterised and their photocatalytic abilities for the decomposition of hexamethyldisiloxane (L2) were investigated in static reaction conditions.

From the photodecomposition properties of the pure and $\text{WO}_3$ doped $\text{TiO}_2$ nanofibres it was possible to gain an understanding of the effects of doping on siloxane photodecomposition. Furthermore, the efficiency of the porous $\text{TiO}_2$ nanofibres synthesised in Chapter 4 as well as that of P25, an economical alternative to nanofibres, were also investigated by studying their L2 photodecomposition properties. By comparing the decomposition properties of these materials it was possible to establish an ideal photocatalyst for the decomposition of siloxanes in biogas as well as gain a stronger understanding of the principles underlying the studied reactions.
5.1 Introduction

Although the use of TiO$_2$ as a photocatalyst for gas purification has been known for many years in both academic$^{69,123,213}$ and industrial$^{47,214,215}$ environments, only a few studies$^{14,126,212}$ have been performed investigating the gas phase photodecomposition of siloxanes by TiO$_2$. In previous siloxane photodecomposition studies, research has focused on understanding the siloxane photodecomposition pathway and products$^{126}$ as well as the catalyst lifetimes$^{14}$ and limitations.$^{212}$ As a consequence of this focus, the study of the effects of photocatalyst morphology on the photodecomposition abilities as well as the kinetics of siloxane photodecomposition remain to be investigated.

During this series of experiments, TiO$_2$ nanofibres were enhanced through the introduction of WO$_3$ impurities. It is known that semiconductor mediated photocatalysis hinges on the generation of highly reactive hydroxide species through the use of photoexcited electrons.$^{65,175}$ As such, it is possible to increase the photocatalytic efficiency of studied semiconductors electronically through two different means: an increase in excited electron population and an increase in electron lifetime. Both of these processes increase the photocatalytic activity of the doped semiconductors by causing an increase in the population of photoexcited electrons. The introduction of a large variety of low concentration (~1 mol%) impurities in the studied semiconductor species has been known to improve TiO$_2$ photocatalytic efficiency through both processes.$^{216–219}$ Of the different metal oxide dopants known to improve the photocatalytic degradation properties of TiO$_2$, WO$_3$ presents a significant number of advantages. Primarily, WO$_3$ is a low cost,$^{220}$ non-toxic,$^{221}$ semiconductor which has been used successfully as a TiO$_2$ doping agent in a large number of studies.$^{222–224}$ As such, WO$_3$ was chosen as a doping agent for TiO$_2$ nanofibres in this project due to both its chemical properties and low cost which make it appealing at both an industrial and academic level.

Nonetheless, it is important to note that in order to achieve an appropriate understanding of the effects of WO$_3$ doping on TiO$_2$ nanofibres, a precise understanding of the decomposition’s kinetics must be achieved. During these experiments, it was possible to gain a more comprehensive understanding of the photocatalytic degradation of siloxanes by investigating the decomposition of L2 over TiO$_2$ nanofibres in a static environment. From this, it was possible to gain an appreciable understanding of the effects of electronic and morphological differences between nanostructures. This was achieved by comparing the kinetic decomposition data for the pure TiO$_2$ nanofibres, the
WO$_3$ doped TiO$_2$ nanofibres, and porous TiO$_2$ nanofibres to P25. Consequently, it was possible to establish the relative viability of each of the studied structures as photodecomposition agents for the purification of biogas.

5.2 Experimental

5.2.1 Chemicals and Characterisation Techniques

All chemicals used during the following experiments were sourced from Sigma-Aldrich UK and used as received unless otherwise stated.

The characterisation of the morphology and structure of the synthesised TiO$_2$ nanofibres is described in Chapter 3. The doped TiO$_2$ nanofibres were characterised through Scanning Electron Microscopy (SEM), using a JEOL-JSM 820 Scanning Microscope. The crystal structures of the semiconductor nanofibres were analysed using powder X-Ray Diffraction (XRD) with a Siemens Powder X-500 diffractometer using a Cu source at a wavelength of 1.54 Å.

The band gap of the WO$_3$ doped TiO$_2$ nanofibres was determined by using an integrating sphere (Ocean Optics ISP-REF) equipped with an inbuilt tungsten-halogen illumination source (300 nm $\leq \lambda \leq$ 1000 nm) and an ASEQ LR1 UV-Vis detector in order to gain the UV-Vis diffuse reflectance spectra of the studied samples. Through the use of the Tauc relation it was then possible to determine the band gap of the studied materials from their reflectance spectra.

The evolution of L2 concentration during the decomposition experiments in Section 5.2.3 was carried out by calibrating and monitoring the area under the L2 peak in the spectra generated by a Gas Chromatograph (GC) equipped with a Flame Ionisation Detector (FID). The GC-FID used during the experiments was a Perkin Elmer autosystem equipped with a 50 m wax capillary column. During the duration of the experiments the gas flow rate was kept at 1.5 ml min$^{-1}$, the oven and injection temperatures were maintained at 60°C. H$_2$ was used as the carrier gas and supplied using a SP300HC hydrogen generator. Under these conditions, the L2 retention time was observed to be 150 s.
5.2.2 Synthesis of Electrospun WO₃ Doped TiO₂ Nanofibres

The general procedures for the synthesis and morphological characterisation of nanofibres through electrospinning are presented in Chapter 3.

WO₃ doped TiO₂ nanofibres were synthesised by preparing a TiO₂ nanofibre precursor solution of polymethylmethacrylate (PMMA, Mₙ 996 000, 8 wt%), titanium tetraisopropoxide (TTIP, 9 wt%), acetylacetone (1 wt%) and dimethylformamide (DMF, 82 wt%). The solution was then doped by adding mechanically ground WO₃ powder (concentrations of 0 – 17.9 mol% of W with respect to Ti were investigated) and electrospun as discussed in Chapter 3. The solution was fed through a stainless steel needle at a rate of 2.0 ml h⁻¹ (controlled using a protégé 3010 syringe pump). A voltage (18 kV) was applied to the stainless steel needle allowing for the creation of charged nanofibres. These nanofibres were collected on a grounded drum at a distance of 15 cm from the needle tip. The as-collected nanofibre mats were steam treated (80°C, 3 h) and calcined (550°C, 3 h) in order to yield WO₃ doped TiO₂ nanofibres.

The decomposition properties of the doped TiO₂ nanofibres were characterised as outlined in Section 5.2.3.

5.2.3 Siloxane Photodegradation in Static Systems

Four different photocatalysts were investigated for the removal of siloxanes during this experiment: P25, porous TiO₂ nanofibres, pure TiO₂ nanofibres, and WO₃ doped TiO₂ nanofibres with doping concentrations of 0.5, 1, 2, 3 and 17.9 mol%. The porous and pure TiO₂ nanofibres were prepared as detailed in Chapter 3.

In order to verify the photocatalytic properties of chosen nanomaterials, a simple static gas reactor was used. L₂ (0.2 ml) was inserted into a round bottomed flask of known volume (115 cm³) which was placed in a graphite bath at 130°C. The siloxane was then allowed to fully vaporise.

After this, the gaseous L₂ in air (10 ml) was removed from the round bottomed flask using a syringe (BD Plasipack, 20 ml) and injected into a gas tight ampoule containing a known mass of a chosen photocatalyst. The glass ampoule was then placed in a UV chamber (Spectrolinker XL-1500 UV crosslinker) and the L₂ concentration inside the ampoule was monitored through
GC-FID sampling. When the L2 concentration in the ampoule was seen to have stabilised, the UV lights (UV_a, with a spectral peak at 365 nm) were turned on. The change in L2 concentration in the system was monitored using GC-FID until it was observed to reach a new equilibrium. Figure 5.1 shows the standard experimental set up for the static photodecomposition of L2.

![Diagram showing the experimental set up for static gas phase L2 photodecomposition reactions. The samples taken were immediately analysed through GC-FID.]

In order to study the lifetime, extended kinetics, and potential SiO_x loading on the TiO_2 catalyst, further experiments were performed. Following the observation of loss of reactivity in the system, a further injection of gaseous L2 in air (10 ml) was carried out in the airtight vial. The L2/air mixture was generated by using the procedure described above. A bleed needle was applied to the ampoule during injection in order to negate increased pressure effects on the studied photocatalysts and maintain a stable adsorption. Following the injection, the concentration of L2 within the system was monitored. Upon stabilisation, the UV lights in the photoreaction chamber were turned on and the L2 concentration was recorded until further stabilisation occurred. L2/air injections were repeated until no further L2 decomposition was observed upon illumination with UV light.

A further set of experiments focusing on the regeneration potential of the TiO_2 nanofibres were subsequently carried out. Following the photodecomposition experiments, when the L2 concentration was seen to remain stable even under UV illumination, the ampoule was removed from the UV chamber and placed in a graphite bath. The graphite bath was heated to 30°C and variations in L2 concentration were recorded through GC-FID. Once the L2 concentration was seen to be stable, the procedure was repeated for graphite baths at 60 and 80°C.
5.3 Results and Discussion

By studying the created nanostructures and investigating their photocatalytic abilities, it was possible to determine their suitability as industrial biogas purification agents.

5.3.1 WO$_3$ Doped TiO$_2$ Nanofibre Characterisation

Through SEM and XRD characterisation it was possible to determine that the introduction of doping agents had negligible effects on the standard TiO$_2$ nanofibre structures presented in Chapter 3. This can be seen by observing Figure 5.2 where the TiO$_2$ nanofibres doped with 17.9 mol% WO$_3$ display indistinguishable morphological structures when compared to pristine TiO$_2$ nanofibres. Indeed, it can be seen in Figure 5.2 that the surface of the doped nanofibres (A) displays the same ridged structure as that of the undoped nanofibres (B), indicating that in both systems the TiO$_2$ growth occurred inhomogeneously across the fibres such that the removal of the supporting polymer causes the formation of these ridges. Additionally, the WO$_3$ doping can also be seen to have had no effect on the fibre thickness as it is possible to see in Figure 5.2 (A) and (B) that the observed fibres display a similar thickness distribution.

![Fig. 5.2 SEM images of 17.9 mol% WO$_3$ doped TiO$_2$ nanofibres (A) and pure TiO$_2$ nanofibres (B). It can be seen that the doped nanofibres appear structurally indistinguishable from the pure TiO$_2$ samples.](image)

By observing the XRD spectra in Figure 5.3 it can be seen that the WO$_3$ doped nanofibres do not present any WO$_3$ diffraction peaks as well as any rutile TiO$_2$ diffraction peaks (seen as the missing peaks when comparing the doped TiO$_2$ nanofibre spectrum to the pure TiO$_2$ nanofibre spectrum). It becomes clear that although the WO$_3$ doping did not display any diffraction peaks, it favoured the formation of the anatase TiO$_2$ crystal phase and hindered the formation of the rutile TiO$_2$ crystal
phase. This prevalence of the anatase phase arises from its relative stability low crystallite sizes, as discussed in Chapter 3. Indeed, the addition of $\text{WO}_3$ would supply further nucleation sites for the initial growth of $\text{TiO}_2$ and thus favour the formation of many small crystallites rather than fewer large crystals. This disruptive effect of the doping on the $\text{TiO}_2$ crystal structure can be further seen by the broader anatase peaks of the doped nanofibres indicating a loss in crystallinity caused by the $\text{WO}_3$ doping.

The 17.9 mol% $\text{WO}_3$ doped nanofibres were used to study the structural effects of doping as, having the highest dopant concentration, they were the most likely to show morphological and crystallographic alterations. As the doping was observed to have negligible effect on the structure of the nanofibres, any observed variations in siloxane photodecomposition properties between the doped nanofibres and standard $\text{TiO}_2$ nanofibres could be attributed to electronic doping effects.

![XRD patterns](image)

Fig. 5.3 XRD patterns of pure $\text{TiO}_2$ nanofibres (below) and 17.9 mol% $\text{WO}_3$ doped $\text{TiO}_2$ nanofibres (above). The peaks labelled show the strong presence of the $\text{TiO}_2$ anatase (A) crystal phase in both of the studied samples. The absence of the rutile $\text{TiO}_2$ crystal phase in the doped sample can be clearly observed from the missing $\text{TiO}_2$ peaks in the $\text{WO}_3$ doped $\text{TiO}_2$ nanofibre sample when compared to the pure $\text{TiO}_2$ sample. Peak assignment was carried out by correlation with the ICDD database (file # 21-1272).

The electronic effects of $\text{WO}_3$ doping were observed by studying the band gaps of the doped nanofibres in relation to dopant concentration. The band gap measurements for the studied nanofibre samples were determined by applying the Tauc relation to the UV-Vis diffuse reflectance spectra of the studied samples, as described in Section 2.3. The calculated band gaps for the doped samples
can be seen in Figure 5.4 where the 1 mol% WO$_3$ doped TiO$_2$ nanofibres display the smallest band gap (2.96 ± 0.02 eV). This observation is consistent with expectations as well as literature results$^{224-226}$ as the introduction of low level impurities in TiO$_2$ will generate interstitial energy states in the electronic band gap of the material.$^{46}$ As the electronic excitation to and from these interstitial WO$_3$ levels will require less energy a lowering of the band gap will be observed in the studied materials, effectively resulting in a bathochromic shift, as reported by Bellardita et al.$^{225}$

![Fig. 5.4](image)

**Fig. 5.4** Calculated band gaps of the WO$_3$ doped TiO$_2$ nanofibres in relation to WO$_3$ mol% content of the precursor solution. The band gaps were calculated by applying the Tauc relation to the diffuse reflectance spectra of each sample.

However, as the WO$_3$ concentration increases beyond 1 mol%, this leads the WO$_3$ band gap to become increasingly independent in the studied systems. As the WO$_3$ band gap becomes more independent, some of the energy supplied during photoexcitation will be preferentially used to excite electrons from the WO$_3$ conduction band to the WO$_3$ valence band, effectively reducing the number of interstitial band gaps available for TiO$_2$ electronic excitation and thus leading to the observed increase in band gap of 2 mol% WO$_3$ doped nanofibres ($E_g = 3.00 ± 0.02$ eV). Beyond 2 mol% the WO$_3$ band gap becomes increasingly dominant over the TiO$_2$. Due to its relatively lower energy requirements, the dominance of the WO$_3$ leads to a gradual decline in band gap energy in the observed systems ($E_g = 2.99 ± 0.02$ eV and $E_g = 2.98 ± 0.02$ eV for 3 and 17.9 mol% WO$_3$ doping, respectively). It is important to note the large size of the experimental error in the presented band gap measurements. Although this error does not impact the drop observed for the WO$_3$ doping concentration of 1 mol% or the subsequent rise at 2 mol% (as these trends lie outside
the error margins), the gradual drop observed for the higher WO₃ doping concentrations lies within experimental error. As such, although a trend can be observed by solely considering the numbers, this trend must be considered with caution as it may only be an artefact of experimental error.

From the electronic studies of the WO₃ doped TiO₂ nanofibres, all of the created structures were expected to display increased siloxane photodegradation properties with respect to TiO₂ nanofibres. The lower band gap of the doped structures signifies that more electronic excitation could occur in the studied systems, leading to a higher population of photogenerated hydroxide radicals. The 1 mol% WO₃ doped TiO₂ nanofibres were expected to display a particular effectiveness in siloxane removal due to their particularly low band gap. Nonetheless, the band gap of the photocatalysts is only one of many factors affecting the speed and efficiency of photodecomposition. As such, it was essential to investigate the effectiveness of all of the doped nanofibres for the decomposition of siloxanes.

### 5.3.2 Static Siloxane Photodecomposition

#### Pure TiO₂ Nanofibres for Siloxane Decomposition

The evolution of L₂ in relation to time and UV illumination whilst using pure TiO₂ nanofibres is shown in Figure 5.5. Three distinct events can be seen occurring in the first stages of static photodecomposition: adsorption onto the photocatalysts, photoinduced desorption, and photodecomposition. Upon an initial injection the L₂ is rapidly adsorbed onto the catalyst surface, leading to an exponential decrease in L₂ concentration in the studied system. This adsorption process eventually reaches an equilibrium state and leads to a constant siloxane concentration prior to light illumination.
Fig. 5.5  Evolution of L2 concentration in a static reactor system equipped with pure TiO$_2$ nanofibres in relation to time and UV illumination. The three main events occurring during the initial stages of siloxane photodegradation can be clearly seen.

Upon UV illumination, a significant increase in L2 concentration can be observed. This increase arises from the photoinduced desorption of the siloxane from the photocatalyst surface. Photoinduced desorption is caused by the photonic excitation of the catalyst surface which, due to the occurring electronic transitions, becomes more repulsive. The increased surface negativity in combination with the natural molecular motion of the adsorbates at room temperature leads to partial desorption of the adsorbate species. This phenomenon is commonly known as the Menzel, Gomer, and Redhead model.$^{227}$

 Concurrently with the photoinduced desorption, photodecomposition occurs. Initially the rate of photodesorption remains higher than that of photodegradation, as seen in Figure 5.5 with an increase in L2 concentration in the system. However, the rate of photodegradation soon outweighs that of photodesorption and the concentration of L2 drops rapidly. As the time of photodegradation is extended, the fall of L2 concentration in the system can be seen to follow an exponential decay as shown in Figure 5.6. Over an extended period of time the rate of removal of L2 can be seen to plateau due to the consumption of L2 in the system. Indeed, after undergoing extensive photodegradation the concentration of L2 becomes low enough that only a minimal amount of siloxane will be adsorbed on the TiO$_2$ surface, causing an overall drop in photocatalytic activity. Thus, even though the studied reaction still proceeds at low L2 concentrations, the rate of decomposition drastically
decreases with decreasing siloxane concentrations.

**Fig. 5.6** Evolution of L2 concentration in a static reactor system equipped with pure TiO$_2$ nanofibres in relation to time and UV illumination. As the nanofibres are exposed to UV light the exponential decay in L2 concentration can be clearly seen.

By studying the kinetics of the photodegradation process it is possible to gain further understanding of the photocatalytic degradation of L2. The photocatalytic degradation of siloxanes is often complex and can involve a large number of steps, as previously proposed by Ren-De Sun *et al.*$^{126}$ This presence of multiple reaction pathways as well as the generation of intermediate photodecomposition species is not a unique feature of siloxane photodegradation, allowing to study the photodecomposition reactions through the mathematical models established for the general decomposition of gas-phase contaminants. A number of models describing the kinetic decomposition of airborne contaminants by TiO$_2$ were developed by de Lasa *et al.*$^{130}$ These models not only take into account the presence of different reaction pathways and intermediates but also consider the importance of adsorption on the catalyst surface.

Although the models presented by de Lasa and co-workers are thorough, allowing for the determination of quantum efficiency and yield of the studied photocatalysts, they are also significantly complex. Indeed, the gain in specificity within these models is often at the cost of simplicity as many different factors (such as incident photon rate, photocatalyst mass variations and contaminant adsorption isotherms on the photocatalyst) need to be precisely calculated to supply reliable data. During the present series of experiments, a simpler, pseudo-first order, kinetic model was adopted
for the study of the photocatalysed decomposition of gaseous L2. A similar model was presented by Zhang et al. during their studies on the photodecomposition of benzene on lanthanum doped TiO$_2$ films.$^{228}$

Furthermore, it is important to note that in the studied systems photodecomposition occurs at a much slower rate than adsorption (as can be seen in Figure 5.5). This allows to assume that the system will always be at adsorption equilibrium during the photodecomposition reactions.

In order to establish a kinetic model, the general process for the photodegradation of L2 by TiO$_2$ for the studied reactions, as shown in Equation (5.1), was considered. For simplicity Equation (5.1) portrays the decomposition of L2 as an elementary reaction step although, as discussed in Chapter 1, the decomposition of siloxanes proceeds through a variety of intermediates. However, it is important to note that the nature and ultimate fate of the unknown intermediates did not affect the kinetic analysis on the decomposition of L2 as this was performed solely by studying the reaction’s reagents.

\[
\text{OH}^- + O_2 + O(SiMe_3)_2 \xrightarrow{hv/TiO_2} H_2O + CO_2 + SiOx \quad (5.1)
\]

From Equation (5.1) it can be seen that, chemically, the rate of siloxane photodegradation depends on the concentrations of oxygen, the hydroxide radical, and L2. As such, the rate of decomposition of L2, $\nu$, can be described as a function of the concentrations of these three reagent species as well as the rate constant, $k$. This is shown in Equation (5.2).

\[
-\frac{d[O(SiMe_3)_2]}{dt} = \nu = k[\text{OH}^-][O_2][O(SiMe_3)_2] \quad (5.2)
\]

The concentration of oxygen in ambient air can be assumed to remain constant during the photodegradation reactions due to its high concentration relative to L2 (140 mg/L of O$_2$ in air$^{24}$ and $\sim$ 20 mg/L of L2 in air during experimentation). Similarly, the concentration of water (the source of hydroxide radicals) in air is also significantly higher (relative ambient humidity in the UK exceeds 10% by volume, equalling more than 123 mg/L, all year round)$^{229}$ than the studied concentrations of L2. As such, the concentration of hydroxide radicals on the TiO$_2$ surface remains roughly constant throughout a single photocatalysis reaction.

By allowing the concentrations of both the hydroxide radical and oxygen to remain constant
throughout the reaction, it is possible combine these two values in the reaction constant as shown in Equation (5.3), and create a modified rate constant, $k'$. By replacing the modified rate constant into Equation (5.2) it is possible to simplify the photodecomposition of L2 by TiO$_2$ into the pseudo-first order rate reaction shown in Equation (5.4).

$$k' = k[OH'][O_2]$$  \hspace{1cm} (5.3)

$$\nu = k'[SiO(Me)_6]$$  \hspace{1cm} (5.4)

$$ln[SiO(Me)_6] = -k't + ln[O(SiMe_3)2]_0$$  \hspace{1cm} (5.5)

The integrated form of a first order reaction can be described as shown in Equation (5.5). Thus, by plotting the logarithm of the concentration of L2 against reaction time it is possible to demonstrate a linear relationship with a gradient of $-k'$ and an intercept corresponding to the initial L2 concentration in the system. It can be seen from the linearity of the logarithmic plot of siloxane concentration decay in relation to time in Figure 5.7 (A) that L2 photodecomposition in the studied systems proceeds according to pseudo-first order reaction kinetics. It was thus possible to establish that the $k'$ for the photodegradation of L2 on clean TiO$_2$ nanofibres is 2.19 h$^{-1}$.

**Fig. 5.7** First order reaction behaviour as observed during the photodegradation of L2 on a clean catalyst (A) and on the same catalyst upon multiple subsequent degradation events (B). The drop in rate constant can be clearly observed upon multiple injections.
As L2 was further injected into the system, the observed decomposition reactions proceeded at a slower rate. This can be seen clearly in Figure 5.7 (B) where the kinetic constant decreased from $2.19 \text{ h}^{-1}$ to $0.247 \text{ h}^{-1}$ from the first to the third injection of L2 on the studied photocatalyst.

The decay of $k'$ in relation to the total amount of L2 decomposed can be further seen in Figure 5.8 where the rate constants are observed to undergo a exponential decrease with increasing quantities of decomposed siloxane. This decrease indicates the presence of a second limiting factor. From a chemical point of view this could be either the OH’ or O2 concentrations. However, since each injection on L2 into the system was performed from a renewed L2/air mixture it can be assumed that both the O2 and H2O concentrations in the gas phase vastly outweighed the concentration of L2 not only during any individual photodegradation experiment but also throughout the whole series of photodegradations. As such, it becomes clear that the loss in catalyst reactivity must be attributed not to a chemical but to a physical factor.

![Fig. 5.8](image)

**Fig. 5.8** Evolution of first order L2 photodecomposition rate constants of 0.202 g of TiO$_2$ nanofibres in relation to the total amount of L2 decomposed during a given experiment.

One of the most important physical factors in the photodegradation of L2 by TiO$_2$ is the availability of active sites. In order for the photodegradation of L2 to reach completion, the L2 must react with both electrons and holes from the photoactivated TiO$_2$. If the L2 cannot come into contact with the catalyst surface, the photodegradation will be inhibited and only a small number of L2 molecules will undergo degradation. As siloxanes degrade, they form a layer of SiO$_x$ on the catalyst surface. This causes inhibition and eventual cessation of the photocatalytic process, as the insulating
SiO\textsubscript{x} layer prevents electron transfer from the catalyst to the adsorbate molecules\textsuperscript{126}. Thus, the exponential decay in the reaction rate in relation to increased L2 decomposition can be attributed to the inhibition of electron transport from the TiO\textsubscript{2} caused by the build-up of SiO\textsubscript{x} species. These observations are consistent with the studies of Hiroki Tada wherein a similar exponential decrease of k’ in relation to SiO\textsubscript{x} build-up was caused by to the increasing inability of the TiO\textsubscript{2} photoexcited electrons to undergo electron tunnelling and reach the catalyst surface\textsuperscript{127}.

Table 5.1 shows the evolution of k’ in relation to total L2 decomposed for a 0.202 g catalyst sample. From this, it was possible to estimate that TiO\textsubscript{2} nanofibres decomposed a total of 13.8 mg of L2 per gram of TiO\textsubscript{2}. It is important to note that at equivalent experimental conditions, a reduction of photocatalyst mass by a quarter resulted in an equal reduction in k’, corresponding to the reduction in available photoactive sites with the loss of photocatalyst. As such, when comparing k’ values between different photocatalysts, the mass of studied photocatalyst was kept constant (0.05 g) between experiments.

Table 5.1  Modified rate constant for a 0.202 g TiO\textsubscript{2} nanofibre sample in relation to the number of siloxane injections and the total amount of L2 decomposed before each injection.

<table>
<thead>
<tr>
<th>Injection</th>
<th>Total L2 Decomposed(mg)</th>
<th>k’(h\textsuperscript{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>2.19</td>
</tr>
<tr>
<td>2</td>
<td>0.62</td>
<td>0.526</td>
</tr>
<tr>
<td>3</td>
<td>1.75</td>
<td>0.328</td>
</tr>
<tr>
<td>4</td>
<td>2.37</td>
<td>0.291</td>
</tr>
<tr>
<td>5</td>
<td>2.41</td>
<td>0.285</td>
</tr>
<tr>
<td>6</td>
<td>2.73</td>
<td>0.171</td>
</tr>
</tbody>
</table>

The nature of the photocatalyst poisoning can be further understood from the results of the thermal studies. Figure 5.9 shows the evolution of L2 in the ampoule upon heating at increasing temperatures after the photocatalytic decomposition of 2.93 mg of L2 on TiO\textsubscript{2}. It can be seen that increases in temperature only resulted in a minimal increase in L2 concentration (0.204 mg L2 increase at 60\degree C) due to its desorption from the TiO\textsubscript{2} surface. As the temperature was increased, the L2 concentration remained roughly constant, demonstrating the complete desorption of L2 at 60\degree C. A maximum of 0.204 mg of L2 were desorbed during these studies compared with a previous total loss of 2.93 mg of L2. Additionally no peaks other than that of L2 were observed in the GC-FID measurements during the experiment, further corroborating the presented understanding of the nature of the final decomposition product of L2 as a non-volatile species.
Fig. 5.9  L2 concentration in relation to temperature in the studied ampoule after photocatalysis. The dotted line shows the point at which L2 was supplied through a second injection, 6 injections were performed in total.

**WO₃ Doped TiO₂ Nanofibres for the Photodecomposition of L2**

Fig. 5.10  Evolution of L2 concentration in a static photodegradation reactor using 0.051 g of 1 mol% WO₃ doped TiO₂ nanofibres.

In order to determine the effectiveness of the WO₃ doping on TiO₂ nanofibres, their photodegradative abilities were investigated. The evolution of L2 concentration in the static reaction vessel prior to, and during, illumination for 1 mol% WO₃ doped TiO₂ nanofibres can be seen in Figure 5.10.
The WO₃ doped nanofibres showed the same photodecomposition profile as that of TiO₂ nanofibres; displaying adsorption, photodesorption, and photodecomposition events prior to, and during, the initial stages of catalyst illumination. This similarity indicates that the photodecomposition of L₂ on both TiO₂ and doped TiO₂ nanofibres proceeds along similar pathways. As such, it becomes possible to study the kinetics of L₂ photodecomposition on doped TiO₂ nanofibres by using the pseudo-first order kinetic model outlined in Equation (5.5).

Figure 5.11 shows the kinetic constants of the studied concentrations of WO₃ nanofibres. It can be seen that the rate of decomposition of L₂ increases sharply until peaking at a WO₃ concentration of 1 mol%. Following the peak, the kinetic rate constants decrease with increasing WO₃ concentration in the nanofibres. The kinetic rate constant profile can be seen to be the inverse of that of the band gap of the doped samples (presented in Figure 5.4). The datum for the kinetic constant of the 2 mol% WO₃ doped TiO₂ nanofibres appears spuriously low. However, a close observation of its band gap in Figure 5.4 also shows a relatively high $E_g$ (although this lies within the range of experimental error). Further investigation on the properties of the 2 mol% WO₃ doped TiO₂ nanofibres would be required in order to determine the veracity of this unexpected data.

Fig. 5.11 L₂ photodecomposition kinetics for 0.050 ± 0.005g samples of WO₃ doped TiO₂ nanofibres in relation to dopant concentration.

The correlation between the band gap of the doped nanofibres and the $k'$ displayed by the same nanofibres shows the crucial importance of the population of excited state molecules in the L₂ photodecomposition process. However, although the band gap of the system is an important
part in determining the population of excited species, the lifetime of the excited species also plays a significant role in L2 photodecomposition. Indeed, if the excitons generated during photonic excitation recombine too rapidly for the formation of hydroxide radicals to occur, the photodegradation reaction becomes effectively inhibited and fails to occur. Doping agents are known to not only lower the band gap of a material (through interstitial band gap states) but they can also act as electron/hole traps. In the case of WO$_3$ doping, the photoexcited electrons from the TiO$_2$ transition to the lower conduction band of the WO$_3$ impurities, effectively separating the exciton. As an equivalent transition for the photogenerated hole to the WO$_3$ valence band is energetically unfavourable, the lifetime of the exciton is thus increased, allowing for the formation of more hydroxide radicals for the photodecomposition of L2.

The region of transition between the band gap of the dopant and the doped species (TiO$_2$ and WO$_3$ respectively, during this study) is known as the space charge region. It was established by Pleskov$^{230}$ as well as Gautron et al.$^{231}$ that the drop in potential between the band gap of TiO$_2$ and a dopant species (the space charge drop) should not be inferior to 0.2 V, in order to allow for an efficient exciton fission. As the concentration of dopant species in the TiO$_2$ increases, a narrowing of the space charge region between the two species occurs, effectively increasing the efficiency of exciton separation. However, beyond a certain concentration of dopant, the space charge region becomes narrower than the light penetration depth of TiO$_2$. This signifies that at relatively high concentrations there is effectively no driving force to cause the fission of excitons, thus effectively increasing electron-hole recombination and decreasing exciton lifetime. As such, it becomes clear that the doping of WO$_3$ in TiO$_2$ nanofibres will have a concentration at which the exciton separation efficiency (and thus exciton lifetime) will be maximised. Nonetheless, it is important to note that the dopant concentration at which exciton separation is the most efficient, will not necessarily be that wherein the band gap of the doped materials will be at a minimum.

From the gathered results, it is possible to establish an ideal doping concentration of 1 mol% of WO$_3$ in TiO$_2$ nanofibres for the photodecomposition of L2. This observation is consistent with the photocatalytic studies of Bellardita et al.$^{225}$ as well as those of Song et al.$^{226}$ wherein a 1 mol% concentration of WO$_3$ dopant displayed the highest contaminant photodegradation efficiency. Bellardita et al. attributed the ideal concentration mainly to a lengthening of the exciton lifetime$^{225}$ whilst Song et al. strongly emphasised the importance of the bathochromic shift caused by the WO$_3$ doping. From this study, the importance of the bathochromic shift is readily apparent,
however it is most likely that the efficiency of 1 mol% WO$_3$ doping arises from a combination of band gap narrowing as well as the extension of the exciton lifetime which enhance the generated exciton population as well as the exciton lifetime. The efficiency of the 1 mol% WO$_3$ doped TiO$_2$ nanofibres is further emphasised when compared to the photodegradative activity of pure TiO$_2$ nanofibres. Indeed, at equal catalyst loadings (0.05 g of catalyst), the 1 mol% WO$_3$ doped TiO$_2$ nanofibres displayed a $k'$ value of 1.94 h$^{-1}$, 122% greater than that of pure TiO$_2$ nanofibres ($k' = 0.437$ h$^{-1}$).

**Morphological Effects on Siloxane Photodecomposition**

Although the study of the L2 photodegradative abilities of WO$_3$ doped TiO$_2$ nanofibres allows to investigate the electronic enhancements to TiO$_2$ nanofibres, no indication is given as to the efficiency of the nanofibrous structure itself. The effects of morphology and surface area on the photodecomposition of L2 can be understood by investigating the photodegradative properties of both the porous nanofibres synthesised in Chapter 3 and P25. From these studies, it will be possible to understand the advantages of the nanofibrous architectures on the photodecomposition of L2 as well as illustrate the effects of enhancing the nanofibrous surface area through templating techniques.

The L2 decomposition kinetics of both P25 and porous TiO$_2$ nanofibres were studied and compared to those observed for the doped and undoped TiO$_2$ nanofibres. Table 5.2 shows the kinetic constants for the studied samples as well as the relative percentage difference of the values in relation to P25 in order to highlight the variations in rate constants.

**Table 5.2** Modified rate constants for the studied photocatalysts. The mass of each sample was maintained constant at 0.050 ± 0.005 g.

<table>
<thead>
<tr>
<th>Photocatalyst</th>
<th>$k'(h^{-1})$</th>
<th>Relative % difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>P25</td>
<td>0.437</td>
<td>0</td>
</tr>
<tr>
<td>TiO$_2$ nanofibres</td>
<td>0.468</td>
<td>6.9</td>
</tr>
<tr>
<td>Porous TiO$_2$ nanofibres</td>
<td>0.496</td>
<td>12.8</td>
</tr>
<tr>
<td>1 mol% WO$_3$ doped TiO$_2$ nanofibres</td>
<td>1.94</td>
<td>126.5</td>
</tr>
</tbody>
</table>

From Table 5.2 the effect of structural variation can clearly be seen as unmodified TiO$_2$ nanofibres display an L2 decomposition rate constant 6.9% higher than that of P25. The higher photocatalytic activity of the nanofibres over P25 can be explained through a combination of
surface porosity as well as interparticle charge transfer as described by Choi et al.\textsuperscript{232} Although TiO\textsubscript{2} nanoparticulates display a higher surface area than the TiO\textsubscript{2} nanofibres, the latter structure displays a higher mesoporosity due to the electrospinning synthetic procedure. During nanofibre synthesis, the formation of TiO\textsubscript{2} nanofibres occurs through many different nucleation points, leading to the formation of polycrystalline, mesoporous structures. The high mesoporosity of these structures enhances the adsorption of gaseous substrates (in this case, siloxanes) on the structures, thus allowing for an increase in surface bound species available for photodecomposition. This mesoporosity combines synergistically with an enhanced exciton lifetime arising from the polycrystalline nature of the synthesised nanofibres which enhances charge carrier separation.

The effects of increasing surface area can be seen more clearly by observing the 6\% increase in photocatalytic activity displayed by the porous TiO\textsubscript{2} nanofibres relative to the pure TiO\textsubscript{2} nanofibres. Aside for the templating procedure used in the formation of the porous TiO\textsubscript{2} nanofibres, the two samples were synthesised in nearly identical conditions. This signifies that the growth mechanism of the polycrystalline TiO\textsubscript{2} nanofibres in both cases can be assumed to have proceeded identically, such that any observed kinetic differences between the samples arise from the difference in surface areas of the materials.

Finally it is essential to note the exceptionally large increase in photocatalytic decomposition rate shown by the 1 mol\% WO\textsubscript{3} doped TiO\textsubscript{2} nanofibres (126 \% difference with respect to the photodecomposition rate of P25). This increase can be attributed to the beneficial electronic effects as a result of the doping of TiO\textsubscript{2} with impurities, as discussed extensively in Section 5.3.1 and Section 5.3.2.

From the collected results the 1 mol\% WO\textsubscript{3} doped TiO\textsubscript{2} nanofibres can be considered a suitable candidate for the decomposition of siloxanes in biogas.

\section*{5.4 Conclusions}

In conclusion, during this study it was possible to demonstrate the viability of a variety of TiO\textsubscript{2} nanostructures for the photodecomposition of siloxanes in in static gas environments.

Initially a series of WO\textsubscript{3} doped TiO\textsubscript{2} nanofibres were synthesised in order to enhance the
photoactivity of TiO$_2$ nanofibres. Through extensive characterisation it was determined that although the WO$_3$ had little effect on the general TiO$_2$ nanofibre structure, the formation of the anatase TiO$_2$ crystal phase was favoured. This preference for the TiO$_2$ crystal phase was attributed to the prevalence of small TiO$_2$ crystallites arising from an increase in nucleation sites supplied by the WO$_3$ doping. Further characterisation of the doped nanofibres allowed to investigate the electronic effects of doping. The 1 mol% WO$_3$ doped TiO$_2$ nanofibres displayed the smallest band gap (2.96 ± 0.02 eV) amongst the studied samples. This observed minima was attributed to the electronic interactions between the WO$_3$ and the TiO$_2$ band gap as well as the rising dominance of the WO$_3$ band gap with increasing dopant concentrations. The importance of the 1 mol% WO$_3$ doping of TiO$_2$ nanofibres was further observed during the L2 photodecomposition studies.

During the photodecomposition studies it was possible to establish a facile pseudo first-order kinetic model for the static photodecomposition of siloxanes on the studied photocatalysts. By modelling the decomposition of L2 on TiO$_2$ nanofibres it was thus possible to determine the initial photodecomposition rates for both 0.202 and 0.050 g samples of TiO$_2$ nanofibres to be 2.91 h$^{-1}$ and 0.437 h$^{-1}$, respectively. However, with increasing amounts of siloxane decomposition, the decomposition rate was observed to decrease rapidly until becoming negligible. This drop in rate constant was attributed to a build-up of SiO$_x$ on the active sites of the photocatalyst, impeding the decomposition of siloxanes. It was postulated that as the SiO$_x$ accumulated on the TiO$_2$ surface, this provided an insulating layer and hindered electron transfer from the TiO$_2$ to the adsorbed species on the photocatalyst surface. This understanding of the decomposition mechanism was supported by a series of thermal regeneration studies which showed of the lack of volatile species in the studied systems after photodegradation. A total L2 decomposition ability of 13.8 mg g$^{-1}$ TiO$_2$ was determined for the synthesised TiO$_2$ nanofibres before total catalyst inhibition.

The photodecomposition properties of WO$_3$ doped TiO$_2$ nanofibres were studied in relation to WO$_3$ concentration. It was found that the L2 decomposition kinetics inversely followed the profile of the band gap variations in relation to WO$_3$ concentration. 1 mol% WO$_3$ doped TiO$_2$ nanofibres were seen to display the highest L2 decomposition kinetics (k' = 1.94 h$^{-1}$ for 0.051 g of photocatalyst). Although this coincided with the lowest band gap measurement, the observed effect in decomposition kinetics was attributed to a synergistic effect between the bathochromic shift and an increase in exciton lifetime caused by the WO$_3$ doping.
Finally, the relative effectiveness for siloxane photodecomposition of a variety of different TiO$_2$ nanostructures was studied by comparing their photodecomposition constants. From these studies, it was possible to emphasise the importance not only of the nanofibrous structure over that of P25, but also of the effectiveness of templating techniques in enhancing photocatalytic activity through surface area modifications. Nonetheless, the crucial importance of impurity doping was exhibited by the 1 mol% WO$_3$ doped TiO$_2$ nanofibres which displayed a k’ value 126% larger than that of pure P25.

Overall, it was possible to demonstrate the viability of TiO$_2$ as a siloxane photodecomposition agent in static reactors. These advances highlight the potential of the application of TiO$_2$ photocatalysts in the purification of biogas. In particular, the use of WO$_3$ doped TiO$_2$ nanofibres could allow for the creation of highly efficient biogas purification catalysts and pave the way for a novel generation of industrial gas purification devices.
6. Siloxane Decomposition in Gas Streams

In Chapter 5 the photodegradation of siloxanes over TiO$_2$ in a static environment was successfully demonstrated by using hexamethyldisiloxane (L2). However, in order to apply the studied techniques at an industrial scale, the photodecomposition of siloxanes by TiO$_2$ needs to be demonstrated in gas flow conditions. During the following series of experiments a gas flow photoreactor was created and used to study the decomposition of decamethyltetrasiloxane (L4), octamethylcyclotetrasiloxane (D4) and decamethylcyclopentasiloxane (D5) by TiO$_2$ photocatalysts in gas streams. The photodecomposition studies were performed by using L4, D4, and D5 rather than L2 in order to further approach the developed technologies towards a successful industrial application as L4, D4, and D5 are the highest concentration siloxane contaminants in biogas.$^{125,233}$ Although use of L2 in Chapter 5 allowed to demonstrate the effectiveness of the decomposition technique with respect to siloxanes, its relatively weak concentration in biogas signifies that the study of the photodecompositions of L4, D4, and D5 will provide a better approximation of how the designed reactors would perform under industrial conditions.

Initial studies focused on the demonstration of photocatalytic decomposition in gas streams and the determination of an appropriate method for the quantification of TiO$_2$ photocatalytic activity loss. After the establishment of a turnover number (TON) for the decomposition of siloxanes in the studied systems, chemical studies were carried out to develop effective and industrially suitable TiO$_2$ regeneration procedures. In parallel to the regeneration studies, a series of engineering studies were performed investigating a number of catalyst supports as well as the effects of gas/catalyst contact times on the lifetime of the established reactors.

By performing both the engineering and chemical studies it was possible to establish a global profile for the studied flow decomposition reactions. Only through the development of such a profile it is possible to establish the presented technologies as viable systems for the photocatalytic
elimination of siloxanes in biogas.

6.1 Introduction

The effectiveness and kinetics of the photodecomposition of siloxanes by TiO$_2$ were previously demonstrated in Chapter 5 and have been further studied in academic literature. However, in order to achieve industrial applicability for the studied technologies, the decomposition of siloxanes in a static environment remains insufficient as current systems for the purification of biogas are based on the removal of siloxanes from gas streams. As such, it becomes essential to investigate the photodecomposition of siloxanes by TiO$_2$ in gas flow conditions.

Amongst the current literature studies performed, the successful decomposition of gas-phase siloxanes over photoactivated TiO$_2$ monoliths was first shown Hay et al. in 2010. However, all of the current literature studies have used TiO$_2$ for the removal of contaminants in domestic atmospheres. This signifies that these technologies used relatively low gas flow rates with streams containing only minimal concentrations of siloxanes. Furthermore, although the studies identified the loss of photocatalytic activity and carried out initial determinations of the nature of the photocatalyst’s poisoning, no extensive investigation was carried out in order to achieve the renewal of TiO$_2$ photocatalytic activity.

The present series of experiments aimed to demonstrate the potential for TiO$_2$ photodecomposition technologies in the industrial removal of siloxanes. Initial studies focused on the photodecomposition of siloxanes over P25 in gas streams and the quantification of the TiO$_2$ photocatalytic lifetime. P25 was chosen as the photocatalyst due to its well known activity. Although it was shown in Chapter 5 that TiO$_2$ nanofibres and doped TiO$_2$ nanofibres displayed superior photodegradative properties, P25 possesses a lower cost and ease of production. Following the initial photodegradation studies, two main points of interest were pursued: the regeneration of the photocatalytic activity of the systems and the effects of engineering parameters on the photoreactor.

The deactivation of heterogeneous catalyst activity has been a subject of extensive academic study. It is commonly accepted that this loss of catalytic properties can be attributed to five different phenomena: poisoning, fouling, thermal degradation, vapour formation, and crushing. Due to the relatively mild photoreaction conditions as well as the chemically inert nature of TiO$_2$. 
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the main sources of photocatalytic deactivation during the current study would proceed through the poisoning and fouling mechanisms. As such, a number of regeneration techniques, aiming to remove the solid deposits causing the deactivation of the TiO$_2$ photocatalysts through thermal and chemical means, were investigated. Furthermore, two different techniques of catalyst recoating were also pursued in order to establish alternative approaches to photocatalytic regeneration. During these regeneration experiments, particular attention was given to the scalability of the studied techniques in order to gauge their relative industrial applicability.

The study of the system’s engineering parameters was of particular importance for the applicability of the technology in the industrial purification of biogas. It is known that the siloxane content of biogas can vary significantly depending on the sources and pre-treatment of the biogas. As such, the development of versatile systems which can be tailored to the individual siloxane content of different biogas production sites can be an essential advantage of these technologies. During the present study, a series of experiments were carried out in order to study the effects of gas/catalyst contact time as well as the importance of different catalyst supports. Furthermore, two different procedures for the coating of the P25 on glass supports were developed and investigated.

By combining the studies on the engineering parameters of the system to those carried out on the chemical nature of the photodecomposition and the regeneration of photocatalytic activity, it will be possible to establish the importance and versatility of the created photocatalytic reactors. It is only by achieving this combined knowledge that the developed systems can become competitive photocatalytic filters for the purification of biogas.

6.2 Experimental

6.2.1 Chemicals and Characterisation Techniques

All chemicals used during the following experiments were sourced from Sigma-Aldrich UK and used as received unless otherwise stated.

2D fluid dynamic simulations of the different catalyst supports were carried out using the Flowsquare fluid dynamic simulation software.
The concentration of L4, D4, and D5 during the flow photodecomposition reactions was monitored via gas phase Fourier Transform InfraRed spectroscopy (FTIR). The IR spectra were collected using a Perkin Elmer SpectrumOne FTIR spectrometer with a gas phase IR cell (130 mm long) equipped with NaCl windows (25 mm in diameter). By monitoring the area under the peak corresponding to the siloxane Si–O–Si stretch (1204 - 938 cm\(^{-1}\) for D5 and 1200 - 950 cm\(^{-1}\) for D4 and L4), it was possible to quantify the photodegradation of siloxanes in the flow reactors.

### 6.2.2 General Flow Reactor Design

Figure 6.1 shows the general experimental set up used for the study of the photocatalytic decomposition of siloxanes in gas flow systems. In order to simulate an industrial continuous flow reactor incorporating siloxanes, a chosen carrier gas (either methane, sourced from the domestic supply, or compressed air, sourced from BOC UK) with a controlled flow rate (20 l/h) was loaded with a specified siloxane, as described in Section 6.2.3. The siloxane loaded gas was then channelled into a series of quartz tubes loaded with glass supported TiO\(_2\) photocatalysts inside a UV chamber (Spectrolinker XL-1500 UV crosslinker equipped with six UV\(_a\) Fluorescent tubes displaying a spectral peak at 365 nm). Two different types of catalyst supports were used during the present study: TiO\(_2\) coated glass rods, and TiO\(_2\) coated glass spheres (labelled in Figure 6.1 as (A) and (B), respectively).

**Fig. 6.1** Diagram showing the experimental set up used for the photodecomposition of siloxanes in gas streams. During these studies two different catalyst supports were used: glass rods (A), and glass beads (B).

Due to the modular nature of the system, it was possible to investigate the effects of gas/catalyst
contact time by modifying the length of the quartz tubes as well as the mass of supported catalyst during the study. The concentration of the outflow gas was monitored using an in-line IR spectroscopy cell. Once the concentration of siloxane was observed to stabilise in the gas stream, UV illumination was commenced and its effects on the siloxane concentration in the gas stream were monitored.

### 6.2.3 Siloxane Loading in the Gas Streams

The introduction of siloxanes in the carrier gas streams during this experiment was carried out with two different procedures as a result of the varying viscosity and volatility of the studied siloxanes. In order to introduce the more volatile siloxanes (L4 and D4) into the gas stream, the chosen gas was passed at a specific flow rate (20 l/h) over a known amount (5 ml) of pure siloxane liquid in a Dreschel bottle as shown in Figure 6.2 (A). The concentration of siloxanes in the gas stream was controlled by modifying the length (L) of the dip tube above the liquid.

![Fig. 6.2](image) Schematic diagram depicting the methods used for the controlled introduction of volatile (A) and non volatile (B) siloxanes in gas streams during the present series of experiments.

The method presented in Figure 6.2 (A) was determined to be ineffective for the transfer D5 to the carrier gas due to its low volatility. As such, a more thorough method, shown in Figure 6.2 (B) was implemented. A known amount of D5 (5 ml) was placed in a gas dispersion tube above a glass frit, the chosen carrier gas was then passed with a controlled flow (20 l/h) through the frit and the D5, generating a siloxane saturated carrier gas. The glass frit allowed to disperse the flow into bubbles, thus maximising the gas/liquid contact area and ensuring an appropriate loading of the D5 into the gas stream.
6.2.4 TiO$_2$ Photocatalyst Immobilisation on Glass Substrates

Early investigations revealed the inadequacy of using P25 in its powder form as this often lead to the displacement of the powders and occlusion of the gas streams. As such, the immobilisation of P25 on specific substrates was considered. During this study, two different immobilisation methods; dip coating and Gyration Induced Adhesive Coating (GIAC), were developed in order to coat the studied photocatalysts in a controlled manner on two different substrates: borosilicate glass rods and borosilicate glass beads.

Dip-Coating of P25 on Glass Rods

In order to coat the P25 onto glass rods, a facile dip-coating procedure was developed. P25 (6 wt%) was dispersed into a solution of polymethymethacrylate (PMMA, 6 wt%, $M_W$: 996 000) and acetone. The nanoparticles were subsequently immobilised on the chosen glass substrates (glass rods 250 mm long with varying diameters of 2 and 0.5 mm) by dip-coating the glass substrates in the created suspension.

Dip-coated rods were allowed to dry at ambient air and subsequently coated a further 3 times, allowing for complete desiccation of coated layers between each coat. Finally, the PMMA binder was removed by calcining the glass rods in a furnace at 500$^\circ$C for 3 hours. The as-calcined glass rods were placed into a quartz tube (250 mm in length, 6 mm internal diameter) in the photoreactive UV chamber described in Section 6.2.2.

Gyration Induced Adhesive Coating

The GIAC procedure was developed during this study in order to allow for a more industrially facile catalyst immobilisation procedure and resolve the shortcomings inherent to the dip-coating procedure. The technique uses mechanical coating in addition to glass bead substrates to achieve enhanced photocatalyst support.

Borosilicate glass beads ($\bar{d}$: 2.5 ± 0.3 mm, sourced from Glass Sphere S.R.O) were washed with acetone and ethanol. Following the cleaning procedure, the beads were placed in a concentrated basic solution of NaOH in de-ionised water (6 M) and brought to boil. Upon boiling, the beads were
allowed to reflux for 2 hours. This allowed to hydroxylate the glass surface and encourage catalyst adherence. Following hydroxylation, the beads were removed from the basic solution and washed in de-ionised water until the washings resulted neutral. The neural beads were further washed with acetone and dried at ambient conditions under a constant flow of compressed air. The dried beads were accurately weighed (± 0.5 mg) and placed in a rotating drum with an appropriate amount of P25 in order to achieve a 4.5 mgTiO₂/g_beads loading of catalyst. The drum was allowed to rotate overnight, after which the coated beads were weighed once more in order to precisely establish the loading of the created samples.

The GIAC coated beads were loaded into quartz tubes (10 mm internal diameter, length varying from 85 to 245 mm) equipped with glass wool. Figure 6.3 shows the general set up of the catalyst coated glass beads into the quartz tubes. Once packed, the tubes were placed in the photoreactive UV chamber described in Section 6.2.2 and used for the photodecomposition of siloxanes in gas streams. Due to the modular nature of the system and variable tube length, it was possible to study the effects of contact time on the photodecomposition of siloxanes.

**Fig. 6.3** Schematic diagram showing the placement of GIAC coated TiO₂ glass beads in the quartz photoreactor tubes.

### 6.2.5 TiO₂ Photocatalyst Regeneration Techniques

As the siloxanes in the gas stream were decomposed, the photocatalytic activity of the TiO₂ decreased due to the build-up of a SiOₓ layer as discussed in Chapter 5. In order to render the use of TiO₂ photocatalysts industrially viable, the development of a method for catalyst regeneration became essential. During this study, five different catalyst regeneration methods were investigated: Thermal regeneration, non-polar solvent washing, base washing, chemical recoating, and mechanical recoating.
**Thermal Regeneration of Poisoned Catalysts**

In order to investigate the viability of thermal regeneration, poisoned TiO$_2$ catalysts were introduced into a furnace (with their glass support) and placed under a controlled gas flow (20 l/h) for 30 minutes. Compressed air and argon (Sourced from BOC UK) were used as the flow gases during the studied experiments. After 30 minutes the system was considered to be completely purged and the furnace was heated at 20, 80, 120 or 450 °C. The thermal treatment was allowed to continue with an active gas flow for 12 hours. After the thermal treatment, the catalysts were removed from the furnace, allowed to cool, and replaced in the photocatalytic reactor described in Section 6.2.2. The photodegradative abilities of the regenerated catalysts were investigated as described in Section 6.2.2.

**Non-Polar Solvent Washing**

It is known that photocatalytic mineralisation proceeds through a variety of reaction pathways, leading to the formation of many different species. Similarly, the photodecomposition of siloxanes on TiO$_2$ proceeds through a number of complex pathways, leading to the formation of several silicon based species. As these species are formed directly in contact with the TiO$_2$ photocatalyst they will be preferentially mineralised and inhibit the photodecomposition abilities of the photocatalysts. In order to remove these species, the poisoned TiO$_2$ photocatalysts were washed with a non-polar solvent.

Poisoned TiO$_2$ photocatalysts were immersed in $n$-hexane for a period of 5 hours. After the immersion period, the catalysts were dried in an oven at 80°C under ambient conditions. The dried catalysts were then replaced in the photocatalytic reactor described in Section 6.2.2. The photodegradative abilities of the regenerated catalysts were investigated as described in Section 6.2.2.

**Base Washing**

In order to remove the created SiO$_2$ impurities from the surface of the photocatalysts a base washing procedure was investigated. Spent TiO$_2$ photocatalysts were immersed into a solution of NaOH (6 M, in de-ionised water). This solution was then placed in an oven 80°C and left for 2 hours.
After this, the basic solution was decanted from the spent catalysts and the catalysts were rinsed with de-ionised water prior to desiccation under ambient conditions. The dried catalysts were then replaced in the photocatalytic reactor and their photodegradative abilities were investigated as described in Section 6.2.2.

Chemical Recoating

A more thorough procedure for catalyst rejuvenation was studied with the chemical recoating procedure similar to that used for the formation of TiO$_2$ shells on SiO$_2$ nanofibres in Chapter 3. The spent catalysts were immersed in a solution of titanium tetraisopropoxide (TT$\text{IP}$, 0.8 M) in isopropyl alcohol (IPA) for 1 hour. The beads were then immersed subsequently pure IPA, de-ionised water and IPA solutions, for one minute in each solution. The TT$\text{IP}$–IPA–Water–IPA cycle was repeated 5 times after which the catalysts were calcined in an oven at 500°C for 12 hours.

After calcination, the fibres were allowed to cool at ambient conditions and placed into the photocatalytic reactor where their photodegradative abilities were investigated as described in Section 6.2.2.

Mechanical Recoating

Mechanical coating was investigated as a facile method for catalyst rejuvenation through the GIAC procedure. The spent catalyst beads were placed in a rotating drum with an appropriate amount of photocatalyst in order to achieve the desired loading. The beads were rotated for a period of 8 h before being removed from the system and replaced in the photoreactor. The photodegradative abilities of the regenerated catalysts were investigated as described in Section 6.2.2.

6.3 Results and Discussion

By studying the decomposition of gas-phase siloxanes in the gas streams it was possible to attain a greater understanding and control over the gas-phase purification of biogas through photocatalytic methods. Initial studies were performed using glass rod catalyst supports and methane streams spiked with D5. After the photodecomposition profiles were determined and a suitable catalyst
substrate was chosen, the decomposition of D4 and L4 were studied by using compressed air as a carrier gas.

6.3.1 Rod Supported TiO$_2$ Photocatalyst Efficiency

Decomposition Profile

Figure 6.4 shows the D5 concentration profile during a gas flow photocatalytic experiment over TiO$_2$ coated glass rods (TiO$_2$ loading of 22 mg, contact time of 0.4 s) as well as uncoated glass rods. Two events of particular importance can be observed in the studied system during irradiation: desorption, and photodecomposition.

As UV illumination is initiated on the system, the concentration of D5 increases, this arises from a combination of thermal and photonic effects similar to those observed in static photodecomposition reactors as discussed in Section 5.3.2. As the system is initially irradiated, the siloxane molecules adsorbed on the surface of the substrates become partially charged, leading to their ejection from the substrate as a consequence of the high intermolecular repulsion forces. This photonic desorption effect combines with the thermal desorption of D5 from the substrates. Indeed, due to the nature of the UV illumination source, the temperature of the photoreactor increased to 60°C over a period of 30 minutes. This thermal increase in the system supplies energy to the siloxane molecules adsorbed onto the TiO$_2$ catalysts and substrates, causing them to break their weak bonds to the catalyst surface. As the bonds are broken, the siloxanes are ejected into the gas stream, effectively increasing the observed siloxane concentration. Unfortunately, due to the nature of the UV source, the relative importances of the photodesorption and thermal desorption cannot be deconvoluted and must be treated as a single effect.
Initial evolution of D5 concentration in a spiked methane stream in relation to UV illumination over uncoated and TiO$_2$ coated glass rods. The Desorption and photodecomposition effects can be readily observed following UV illumination.

The desorption effects can be clearly seen occurring in Figure 6.4 for the first 30 minutes following the initiation of UV illumination of the catalysts. It is possible to see that the desorption effects occur on both the uncoated glass substrate and the TiO$_2$ coated rods, demonstrating the independence of the observed phenomenon from the nature of the catalysts. However, as the UV illumination time proceeds beyond 30 minutes, the siloxane concentration is seen to reach a steady state as the system reaches a novel equilibrium under UV irradiation and the rise in temperature. The attainment of a steady state can be observed by the plateau observed in the D5 concentration for the uncoated glass substrates at illumination times beyond 30 minutes.

However, the plateau in siloxane concentration is only observable in the case of the uncoated substrate as the TiO$_2$ photocatalysts undertake the decomposition of D5 in the gas stream. By observing the concentration of D5 in the gas stream passing over the TiO$_2$ photocatalysts in Figure 6.4, a clear drop in concentration can be seen beyond 30 minutes of illumination. This observed drop in concentration arises from the photocatalytic degradation of siloxanes in the gas stream by TiO$_2$. Although the D5 photodegradation occurs from the onset of UV illumination in the system, it can only be observed after the first 30 minutes as it is in direct competition with the thermal and photonic desorption effects. Initially the desorption effects are significantly more important than the photodegradation, leading to the observed increase in D5 concentration in the
gas streams. Eventually, as the system attains a new state of equilibrium, photodecomposition can be observed. By comparing the clean rods with the TiO$_2$ coated substrates it it possible to determine an average drop in D5 concentration of 0.2 mg/L, this is significantly higher than the concentration of D5 commonly observed in biogas of $\sim$ 0.04 mg/L. As such, it becomes clear that notwithstanding the initial increase in siloxane concentration, P25 coated glass rods display sufficient decomposition abilities to become viable agents for the removal of siloxanes from biogas.

**Catalyst Turnover Number**

Nonetheless, as the decomposition experiments were extended, the effects of catalyst poisoning could be clearly observed. Figure 6.5 (A) shows the effects of extended UV illumination on the concentration of D5 in the gas stream whilst using TiO$_2$ coated glass rods (TiO$_2$ loading of 20 mg, contact time of 0.4 s) as photocatalysts.

Following the establishment of an initial steady state arising from to the photodecomposition of D5 on TiO$_2$, the concentration of the siloxane is seen to increase gradually until a second steady state is achieved after 2 hours of illumination. This increase in siloxane concentration can be attributed to a gradual poisoning of the P25 by the non-volatile species produced during the decomposition of siloxanes. The SiO$_x$ species build up an insulating layer on the TiO$_2$ surface which causes the effective inhibition of the catalyst’s photoactivity. It is important to note that a similar gradual poisoning of the TiO$_2$ catalyst was observed by Lamaa *et al.* during a series of experiments on the decomposition of D4 in gas streams.

![Fig. 6.5](image_url)  
**Fig. 6.5** Evolution of D5 concentration in a spiked methane stream in relation to UV illumination. The gradual poisoning of the photocatalyst system is seen in image (A). Figure (B) shows the non-photocatalytic desorption curve simulated in order to determine the TON of the studied systems, the shaded area shows the TOF from which the TON was determined.
From the gradual increase in siloxane concentration it is possible to estimate the turnover number (TON) of the P25 coated glass rods. The TON was calculated by plotting the simulated, non-photocatalytic, exponential increase in siloxane concentration arising from the standard desorption of the siloxane species from the substrate. The simulated plot was compared with the observable photodecomposition portion of the D5 concentration profile. The area difference between these two plots allowed to determine the total amount of D5 decomposed in relation to illumination time, this value is also known as the turnover frequency (TOF). By multiplying the turnover frequency with the flow rate of the system, $Q$, it was possible to determine the total amount of siloxanes decomposed during the experiment. The TON was then defined as the total amount of siloxanes decomposed (in mg) divided by the total amount of TiO$_2$ photocatalyst used ($m_{cat}$, in g) as shown in Equation (6.1). For the studied system the TON was calculated to be $250 \pm 20$ mg$_{D5}$/g$_{TiO_2}$. The simulated, non-photocatalytic, desorption curve as well as the TOF for the studied system are shown in Figure 6.5 (B).

$$TON = \frac{TOF \cdot Q}{m_{cat}}$$ (6.1)

**Catalyst Regeneration**

Although the photodecomposition results indicate a good applicability of the photocatalysts as purification agents for the removal of siloxanes in biogas, their limited lifetime can severely hinder the catalyst’s industrial applications. As such, it becomes essential to develop methods which allow to achieve the partial or complete regeneration of the photocatalytic activity of poisoned TiO$_2$ catalysts.

Initially, thermal regeneration was investigated. Figure 6.6 shows the effects of a 450°C regeneration on poisoned TiO$_2$ photocatalysts. It can be seen in Figure 6.6 (A) that the poisoned catalyst shows a photodecomposition profile similar to that of the plain glass rod substrates (observed in Figure 6.4) demonstrating the complete loss of TiO$_2$ photocatalytic activity.
Fig. 6.6  Evolution of D5 concentration in a photoreactor over clean, poisoned, and thermally regenerated photocatalysts. Figure (A) shows the complete inhibition of photocatalytic properties upon poisoning whilst figure (B) shows the effective renewal of the photocatalytic activities after thermal regeneration at 450°C.

Following the thermal treatment at 450°C, the D5 concentration profile under illumination (as seen in Figure 6.6 (B)) can be seen to exhibit a drop in siloxane concentration arising from the photodecomposition of D5. By analysing the concentration profile of the system, it was possible to establish a TON of $23 \pm 5 \text{ mg}_{D5}/g_{TiO_2}$ for the photocatalyst rods regenerated at 450°C. This TON corresponds to an effective regeneration of catalytic ability of 9.2%. Table 6.1 shows the extent of thermal regeneration at lower temperatures. The thermal regeneration at 450°C was determined to be the most effective thermal procedure although the extent of regeneration remains minimal.

Table 6.1  Regeneration of poisoned catalyst’s photocatalytic abilities as achieved by thermal regenerations at different temperatures.

<table>
<thead>
<tr>
<th>Regeneration Temperature (°C)</th>
<th>TON ($\text{mg}<em>{D5}/g</em>{TiO_2}$)</th>
<th>% Regeneration</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td>$2.0 \pm 0.5$</td>
<td>1</td>
</tr>
<tr>
<td>450</td>
<td>$23 \pm 5$</td>
<td>9.2</td>
</tr>
</tbody>
</table>

The renewed photocatalytic activity can be attributed to the removal of the less volatile partial siloxane decomposition products from the surface of the catalysts. Indeed, it was recently shown by Laama et al.\textsuperscript{243} and by Chemweno et al.\textsuperscript{235} in two independent studies that the decomposition of siloxanes in flow reactors generates a number of partial photodecomposition products. These products accumulate on the surface of the TiO$_2$, preferentially occupying the catalyst’s active sites and inhibiting the photodecomposition of siloxanes. As such, the removal of these species from the catalyst surface will lead to the observed partial regeneration of the TiO$_2$ catalysts.
Although these thermal treatment techniques demonstrate a partial regeneration of the photocatalysts, the low efficacy of the regeneration as well as the high energetic requirements render this technique impractical for industrial applications. Furthermore, the thermal regeneration procedure can cause the mineralisation of the partial decomposition products, counterproductively leading to a further generation of the insulating SiO$_x$ species on the catalyst surface.

Due to the known role of the SiO$_x$ species in the poisoning of TiO$_2$ catalysts, a targeted regeneration procedure was investigated. Base washing was used for this purpose due to the high solubility of SiO$_2$ in basic solutions. Unfortunately, the base regeneration technique resulted inadequate for the studied systems as, following the base treatment, the P25 was removed from the glass substrates (as seen in Figure 6.7). This poor adhesion of the P25 on the glass substrates severely limits its industrial applicability for the photodecomposition of siloxanes in biogas. Furthermore, it is important to note that the use of P25 coated on glass rods is not only limited by the difficulty of base regeneration but also by the mechanical complexity of the dip-coating procedure as well as the inherent fragility of the glass rod substrates.

Fig. 6.7 TiO$_2$ coated glass rods prior to (A) and after (B) base treatment. The loss of photocatalyst after base treatment is clearly visible.

As such, the development of an alternative catalyst support becomes of paramount importance if the studied technologies are to be applied at an industrial scale.

**6.3.2 Bead Supported TiO$_2$ Photocatalyst Efficiency**

Glass beads coated with TiO$_2$ nanoparticles through the GIAC procedure were studied as alternatives to the dip coated glass rods. Initial studies on the stability of the catalyst coating on the beads supplied promising results. Indeed, the effect of immersion of the catalyst coated beads in both aqueous and non-aqueous liquids was seen to result in only a minimal loss of catalyst (an average
loss of $2 \pm 0.5$ mg of TiO$_2$ was observed from samples containing 28.6 mg of TiO$_2$). This improved adhesion can be attributed to the base treatment carried out on the glass beads during the GIAC procedure which formed OH functional groups on the glass surface, thus allowing the generation of a chemical bond between the TiO$_2$ and the glass, effectively ensuring an enhanced adhesion of the system.

An ulterior advantage of the use of the GIAC coated beads resides in the variation in flow dynamics caused by the different catalyst support structures. It can be seen from the 2D flow dynamics simulations in Figure 6.8 that spherical glass supports display major improvements over their cylindrical counterparts.

![Fig. 6.8](image.png)

**Fig. 6.8** Results of the flow dynamic simulations carried out showing the velocity of the gas flow in 2D cross-sections of the photoreactors over rod (A) and bead (B) supported TiO$_2$ catalysts. The presence of preferential flow channels when using glass rod supports can be clearly seen. 2D flow dynamic simulations were carried out using the Flowsquare flow dynamic simulation software$^{241}$ taking into account the experimental gas flow rate, density and temperatures.

The velocity of the fluid flowing through the photocatalytic reactors is shown in Figure 6.8 (A) and (B) for the glass rod and sphere substrates, respectively. It can be seen that the use of glass rods leads to the formation of preferential flow channels throughout the system. This signifies that the majority of the siloxane filled gas streams will only come into contact with a very limited portion of the TiO$_2$ catalyst. This minimal gas-catalyst contact is further exacerbated by the generation
of a laminar flow near the surface of the glass rods. This can be observed in Figure 6.8 (A), where the fluid velocity is greatly reduced at the glass rod interface, meaning that the amount of siloxanes coming into contact with the studied systems at any given moment is further limited. The mathematical complexities of the laminar behaviour of fluids along cylindrical rods were extensively presented by K. Chen in 1973.\textsuperscript{247}

Spherical systems, however, do not induce laminar but rather turbulent flows when coming in contact with fluid streams. By observing Figure 6.8 (B), the lack of preferential flow channels is readily apparent as the fluid maintains a homogeneous velocity throughout the whole system. It is of further importance to note that the fluid velocity at the surface of the beads is close to that in the bulk fluid, meaning that a greater gas/catalyst contact can be achieved. The observation of turbulent, rather than laminar, fluid flows over glass spheres is consistent with the calculations and observations of Patil and Lidbury during their study of fluid flows in randomly packed porous bed reactors.\textsuperscript{248} This turbulent flow is of particular importance during the photocatalytic elimination of siloxanes from gas streams as it indicates an equal distribution of the siloxane stream amongst all of the TiO\textsubscript{2} catalysts as well as a good contact between the siloxane molecules and the catalysts.

\textbf{Effects of Contact Time on Siloxane Decomposition}

In addition to the aforementioned advantages, the use of the spherical glass substrates allows for an increased modularity of the system. Through the use of glass beads it was possible to modify the contact time between the gas streams and the catalysts by simply adding or removing beads from the quartz tubes. However, this versatility was not possible with the glass rod supports due to the mechanical and experimental limitations of the dip-coating procedure which significantly restricted the dimensions of the glass supports employed.

By studying the photodecomposition of siloxanes over the TiO\textsubscript{2} catalysts at different contact times, it was possible to achieve an improved understanding of the scalability of the created reactors. Figure 6.9 shows the total amount of decomposed D4 before catalyst deactivation was observed. From the presented data it becomes possible to establish a linear relationship between the total mass of decomposed D4 and the contact time with the TiO\textsubscript{2} catalyst. As such, it was possible to determine that the total amount of decomposed D4 increased by 10 mg per second of increased contact time.
The determination of this correlation was an essential asset to the eventual industrial application of the developed technologies. Indeed, a good understanding of the correlation between gas-catalyst contact time and the maximum amount of siloxane decomposed can be used in order to engineer and tailor the eventual lifetime and size of the developed photoreactors.

**Photodecomposition of L4 and D4**

The photodecomposition of gas streams loaded with L4 and D4 is shown in Figure 6.10. The siloxane concentration profiles for L4 and D4 can be seen to display the three main events previously observed during the photodecomposition of D5: desorption, photodecomposition, and catalyst poisoning. From these photodecomposition profiles it was possible to establish the TON for the photodecomposition of D4 and L4 by the bead-supported TiO$_2$. The TON for the decomposition of D4 and L4 were determined to be $146 \pm 6$ mg$_{D4}$/g$_{TiO_2}$ and $113 \pm 6$ mg$_{L4}$/g$_{TiO_2}$. The higher TON of the photodecomposition of D4 with respect to that of L4 indicates that the number of Si atoms (and thus, the number of generated SiO$_x$ species) is not the only factor affecting the observed poisoning of the TiO$_2$. 

**Fig. 6.9** Graph showing the correlation between gas-catalyst contact time and the total amount of D4 decomposed before the loss of photocatalytic activity is observed in the system. The linear correlation between the two effects can be clearly observed.
The effects and sources of heterogeneous catalyst deactivation have been presented extensively by Bartholomew. Amongst the different sources of catalyst deactivation, the effects of carbon fouling were observed in a number of different systems. It has been suggested that carbon fouling arises from the incomplete mineralisation of carbon containing species. As the carbonaceous molecules are decomposed, they are known to form coke. Coke is a general term commonly used for the incomplete mineralisation products arising from the decomposition of hydrocarbons. The generated coke is then believed to occupy and clog the reactive sites of heterogeneous catalysts, leading to the eventual loss of photocatalytic activity similar to that caused by the SiO$_x$ species generated during the photodecomposition of siloxanes. As such, the difference in TON observed between the photodecomposition of D4 and L4 on TiO$_2$ can be attributed to differences in carbon fouling due to the higher carbon content of L4. Another indication of the presence of carbon fouling can be seen in Figure 6.11 where the deactivated catalysts (B) display a significantly darker yellow coloration with respect to the unused catalysts (A). This coloration of the catalysts is indicative of the deposition of carbonaceous species on the catalyst surface as has been previously described in literature.
Fig. 6.11  Yellow coloration of the poisoned TiO$_2$ coated beads (B) with respect to unused TiO$_2$ coated beads (A).

This understanding of the origins of the photocatalytic deactivation of TiO$_2$ is an essential asset to determining suitable catalyst regeneration techniques. Although thermal regeneration has been determined partially effective and base treatment allows to target the main cause of photocatalytic deactivation (the SiO$_x$ species), the development of alternative regeneration techniques specifically targeting the incomplete siloxane mineralisation products, remains of crucial importance. One such method is that of washing the catalyst with non-polar solvents which would allow to preferentially remove non-polar species unbound to the TiO$_2$ surface.

**Photocatalyst Regeneration**

During these experiments a number of different regeneration techniques were used in order to renew the photocatalytic activity of the poisoned catalysts.

The TON for the photocatalytic decomposition of D4 on TiO$_2$ catalysts regenerated through a variety of techniques are shown in Table 6.2. It can be seen that although all of the washing methods provided an effective regeneration, the recoating procedures (regenerations of 103.4 % and 105.6 % for the TTP and GIAC recoating techniques, respectively) were by far superior to the simple washing techniques (regenerations of 62.9 % and 83.5 % for the basic and non-polar solvent washes, respectively). This difference further emphasises the complexity of achieving photocatalyst regeneration through the targeted elimination of the poisoning species. Indeed, the partial regeneration achieved through the washing techniques indicates the persistence of a number of chemically bound poisoning elements on the TiO$_2$ surface.

This setback inherent to the chemical regeneration techniques, however, does not affect the
recoating regeneration procedures. During the recoating techniques the surface of the deactivated catalysts is used as a non-reactive support for a novel catalytic coating which negates any effects caused by partial (or complete) decomposition products on the catalyst surface. Nonetheless, by comparing the washing techniques with each other as well as the recoating techniques, it is possible to gain a further understanding of the nature of the poisoning caused by the photomineralisation of siloxanes.

Table 6.2  Regeneration of the photocatalytic abilities of the TiO$_2$ nanoparticulates after a variety of different techniques. The mass difference shows the variation in mass of the studied samples after the performed regenerations.

<table>
<thead>
<tr>
<th>Regeneration method</th>
<th>Mass difference (mg)</th>
<th>TON (mg$<em>{D4}$/g$</em>{TiO_2}$)</th>
<th>% Regeneration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pristine TiO$_2$</td>
<td>n/a</td>
<td>150 ± 6</td>
<td>n/a</td>
</tr>
<tr>
<td>Base washing</td>
<td>-3.2 ± 0.5</td>
<td>94 ± 6</td>
<td>62.9</td>
</tr>
<tr>
<td>Hexane washing</td>
<td>0 ± 0.5</td>
<td>126 ± 6</td>
<td>83.5</td>
</tr>
<tr>
<td>TT'P recoating</td>
<td>2.9 ± 0.4</td>
<td>156 ± 6</td>
<td>103.4</td>
</tr>
<tr>
<td>GIAC recoating</td>
<td>12.8 ± 0.6</td>
<td>159 ± 6</td>
<td>105.6</td>
</tr>
</tbody>
</table>

By observing the TON and % regeneration of the two samples regenerated through the washing procedures as shown in Table 6.2, it becomes clear that the non-polar solvent washing procedure (83.5 % regeneration) was significantly better than the base washing (62.9 % regeneration) procedure. The higher effectiveness of non-polar washing over the base washing regeneration procedure can be attributed to two main factors. Firstly, the non-polar solvent washing technique is believed to act solely on the removal of incomplete photodecomposition products from the active sites of the TiO$_2$; it was theorised by Laama et al.$^{243}$ that the more stable partial decomposition products of D4 were species with little or no polarity. These species would be preferentially extracted from the surface of the TiO$_2$ catalysts through the non-polar solvent washing procedure. On the other hand, due to the highly polar aqueous nature of the base washing regeneration procedure, extraction of the fouling agents from the active sites would prove significantly less favourable. The second factor leading to the advantageous regeneration of the non-polar solvent washing with respect to the polar solvent washing, can be attributed to the natural shortcomings of the base washing technique. Indeed, the base mediated regeneration technique focuses on the use of aqueous NaOH. As such, the washing of the catalysts subsequent to the immersion in the basic solution may not allow for the removal of all of the NaOH from the system. Any leftover base in the system would effectively act as a fouling agent by preferentially occupying the active sites of the TiO$_2$. It is further important to
note that during their studies, Ren-De Sun et al. also reported a limited renewal of photocatalytic activity after washing the solvent in a dilute basic solution.\textsuperscript{126}

Comparatively to the washing regeneration techniques, the differences between the two recoating procedures can be explained by the total amount of novel catalyst added on top of the deactivated catalysts. Table 6.2 shows that the total amount of active catalyst (the mass of catalyst gained after the recoating procedure) is by far superior in the case of the GIAC recoated beads (2.8 mg of active catalyst for the TT\textsuperscript{IP} recoated beads as compared to 12.8 mg of active catalyst for the GIAC recoated beads). As such the increased mass of TiO\textsubscript{2} on the GIAC coated beads leads to more photocatalytically active surface area accessible for the photodecomposition of siloxanes as compared to the TT\textsuperscript{IP} recoated beads. However, it is also important to observe in Table 6.2 that the recoated catalysts display TON values higher than that of the clean counterparts. Whilst the TON for TT\textsuperscript{IP} recoated beads remains within the experimental error for the studied systems, this is not the case for the beads recoated with the GIAC procedure. This supra 100\% regeneration for the GIAC coated beads can be attributed to the increased loading of TiO\textsubscript{2} on the glass beads (the clean beads were observed to have a TiO\textsubscript{2} loading of 4.5 mg TiO\textsubscript{2}/g beads whilst the GIAC recoated beads had a loading of 6.5 mg TiO\textsubscript{2}/g beads). These increased TiO\textsubscript{2} loadings on the glass beads can lead to increased surface areas which would further increase the amount of active sites available for siloxane photodegradation, thus increasing the TON of the systems.

Overall, it becomes clear that a large variety of techniques can be developed for the regeneration of deactivated TiO\textsubscript{2} catalysts. However, it was important to note that due to industrial limitations, the GIAC recoating technique can be considered the most viable approach developed for the regeneration of deactivated TiO\textsubscript{2} photocatalysts. This is the case since the GIAC procedure is already required in order to achieve an initial coating of TiO\textsubscript{2} on the glass beads, signifying that the only additional costs faced by using this procedure for the regeneration of the catalyst lie only in the procurement of the additional P25.

### 6.4 Conclusions

During this series of experiments, initial studies allowed to demonstrate that the photocatalytic decomposition of siloxanes presented in Chapter 5 was maintained in gas flow conditions. An
effective reduction of siloxane at concentration levels 500 % higher than those commonly found in biogas was observed. However, as the photocatalytic decompositions were prolonged, a decline in photocatalytic activity occurred. This decline allowed to quantify the lifetime of the photocatalysts as a TON in terms of mass of decomposed siloxanes per mass of catalyst used. By examining and comparing the evolutions of TON in different systems it was possible to establish a linear correlation between the contact time and the total amount of siloxane decomposed before photocatalytic deactivation. Furthermore, by comparing the TON of different systems the strengths and qualities of a variety of different regeneration techniques were successfully studied.

Three main types of regeneration methods were investigated: thermal regeneration, liquid washing regenerations, and catalyst recoating regenerations. The thermal regenerations were seen to be mildly effective, achieving only a 9 % regeneration at high temperatures. More promising results were achieved with the washing techniques which achieved regenerations of up to 83.5 % by eliminating the partial siloxane decomposition products fouling the TiO₂ catalyst surface. However, the most successful regenerations were observed whilst using recoating techniques which led to the complete renewal of TiO₂ photocatalytic activity. This complete photocatalytic renewal was possible as a consequence of the deposition of a novel photoactive layer on top of the depleted TiO₂ layers. Of the different regeneration techniques, the recoating of deactivated TiO₂ through the GIAC procedure was established as the ideal method for industrial applications.

In conclusion, during these experiments, the photocatalytic decomposition of siloxanes on TiO₂ during in flow streams was successfully studied with an aim to adapt the technologies to industrial environments. The GIAC procedure allows for the facile creation of glass supported photocatalysts for siloxane decomposition. These photocatalysts can be used in a in order to achieve both a favourable decomposition rate and a desired photocatalyst lifetime. Finally, the deactivated photocatalysts could be recoated with the GIAC procedure. This versatile system signifies that the developed techniques could be used to pave the way for second generation biogas purification devices.

Furthermore, the developed photocatalytic reactors could be used for the decomposition of a wide variety of non-siloxane species in gas streams. Many volatile organic compounds (VOCs) are emitted in industrial, domestic, and urban environments such that the development of an economical and efficient method for their removal becomes an increasing necessity in the 21st century.
7. Volatile Organic Molecule Degradation

In Chapters 5 and 6 it was possible to demonstrate the successful photodecomposition of siloxanes in the gas phase by using immobilised TiO$_2$ photocatalysts. Due to the versatility of the designed systems, it was postulated that the created device could be used for the elimination of alternative chemical contaminants present in gas streams. During the present series of experiments, an improved photoreactor design was used to study the decomposition of three model Volatile Organic Compounds (VOCs) in gas streams: acetone, isopropyl alcohol (IPA), and styrene.

Initial studies allowed to determine the effects of TiO$_2$ loading on the glass bead substrates used during the photoreactions by monitoring, through Fourier Transform Infrared Spectroscopy (FTIR), the evolution of CO$_2$ production in gas streams loaded with acetone. From these, it was possible to establish an ideal catalyst loading for the designed systems in order to maximise the decomposition of VOCs in gas streams. By monitoring the VOC concentrations in the photoreactor exhausts it was further possible to determine the conversion percentage for each species as well as their photodecomposition rates.

Finally, by analysing the CO$_2$ production from the photodecomposition of styrene it was possible to demonstrate the production of secondary photodecomposition products. The identity of these products was elucidated through Gas Chromatography coupled with Mass Spectrometry (GC-MS). Through literature studies it was possible to propose schematic mechanisms for the TiO$_2$ mediated formation of secondary photodecomposition products.

The successful decomposition of the different VOC species as well as the identification of partial photodecomposition products, demonstrate the versatility and importance of the created technologies. As such, through the performed studies, it was possible to show the applicability of the designed photoreactor not only as an air purification device but also as the active element in a chemical synthesis pipeline.
7.1 Introduction

With the growth of the service industry and the industrialisation of rural environments, the 20th and 21st centuries have seen humans spend increasing amounts of time in enclosed environments. In the mid 1990’s it was estimated that the American population spent on average 87% of their time in indoor environments and an additional 6% in transport vehicles. As a consequence of this, the quality and nature of indoor environments has become of paramount importance. Many studies have been carried out on the nature of indoor air contaminants and their effects on human health. Amongst the different classes of harmful contaminants identified in indoor air, that of VOCs is of particular importance due to its diverse origins and prevalence in domestic as well as workplace environments.

In recent years, a number of technologies have been developed for the elimination of VOCs in indoor environments. However, these techniques are often impractical or highly energetic. This can be seen clearly in the case of the device constructed by Kung-Ming Chu which relies on the use of adsorbent species for the removal of VOCs (which generates the problem of adsorbent disposal) and in the case of the device constructed by Stephen T. Homeyer et al. which requires operating temperatures exceeding 120°C. As such, the development of an alternative method for the effective removal of VOCs from ambient air has garnered significant academic and commercial interest. Of the different techniques studied for ambient air purification, that of photodecomposition is amongst the most promising as it offers a facile and energetically economical solution.

Photodecomposition is a technique that can be first attributed to Mashio et al. in 1956 with their study on the autooxidation of organic solvents by TiO₂. However, this research failed to gain traction and it wasn’t until 1977 when, after the popularisation of TiO₂ photolysis by Honda and Fujishima, that Frank and Bard demonstrated the elimination of cyanide in aqueous suspensions of TiO₂ causing the use of photocatalysis for the removal of pollutants to be actively considered. Since then, a large number of studies have been carried out in order to determine the mechanisms, kinetics, and efficiency of the photodecomposition of organic contaminants by TiO₂.

During the present series of studies, TiO₂ was used as a photocatalyst in a novel photoreactor design in order to achieve the photodecomposition of three VOCs: acetone, IPA, and styrene. Although many alternative photocatalyst materials have been investigated since the studies of Frank
and Bard in 1977, TiO$_2$ has remained the optimal catalyst for the photocatalytic elimination of organic pollutants due to its low cost and high chemical stability.$^{276-278}$

The three VOCs studied were chosen not only for their well-known toxicity to human and animal life,$^{279-281}$ but also as illustrative species to demonstrate the effectiveness of the photoreactions on different chemical families. Indeed, the study of the photodecomposition of acetone, IPA, and styrene can be seen as qualitatively representative of the photodecomposition processes on carbonyl, hydroxyl and vinyl moieties, respectively, as these are the principal sites of reactivity on the VOCs. As such, through a successful study of the effectiveness of the designed photoreactor as a purification device for VOCs in gas streams, it is possible to determine the viability of the developed system for the purification of indoor environments.

Furthermore, it is known that in particular conditions photoreactors do not carry out the complete mineralisation of VOCs.$^81$ As such, during the present series of experiments a study on the partial photodecomposition products of styrene was carried out, allowing to ascertain the photosynthetic potential of TiO$_2$ photocatalysis.

### 7.2 Experimental

#### 7.2.1 Chemicals and Characterisation Techniques

Acetone was sourced from VWR and used as received. IPA and styrene were sourced from Fisher Scientific and used as received. All remaining chemicals used during the following experiments were sourced form Sigma-Aldrich UK and used as received unless otherwise stated. During the photodecomposition experiments, UV$_a$ light was supplied by a cold cathode lamp sourced from Xenta whilst the compressed air used as carrier gas was sourced from BOC.

The characterisation of the P25 coating on glass beads was carried out through the use of Scanning Electron Microscopy (SEM), using a JEOL-JSM 820 Scanning Microscope. Prior to SEM imaging, the TiO$_2$ coated beads were gold coated for 5 minutes using an Edwards S150 sputter coater to eliminate charging effects from the electron beam used during SEM imaging.

The concentration of VOCs during the flow decomposition studies was monitored using gas
phase FTIR. The IR spectra were collected using a Perkin Elmer SpectrumOne FTIR spectrometer with a gas phase IR cell (130 mm long) equipped with NaCl windows (25 mm in diameter). The degradation of VOCs was examined by monitoring the area under specific vibrational peaks. The peak studied for the photodecomposition of acetone was that corresponding to the carbonyl stretch (1850 - 1650 cm\(^{-1}\)). In order to study the photodecomposition of IPA, the peak corresponding to the OH stretch (3700 - 3600 cm\(^{-1}\)) was monitored. Styrene photodecomposition was investigated by monitoring the peaks corresponding to its \(sp^2\) C-H stretching and out of plane C-H ring bending (3140 - 2940 cm\(^{-1}\) and 940 - 870 cm\(^{-1}\), respectively). A further understanding of the reactions was achieved by monitoring the concentration of CO\(_2\) generated during the systems. The CO\(_2\) concentration was studied by observing the area under the peak arising from its asymmetric stretch (2390 - 2230 cm\(^{-1}\)).

In order to analyse the photodecomposition products of styrene, a PerkinElmer Autosystem XL Gas Chromatograph (GC) equipped with a PerkinElmer TurboMass Mass Spectrometer (MS) was used. The GC was mounted with a Restek RXI-5ms column 30 m in length with an internal diameter of 0.25 mm and a film thickness of 0.25 \(\mu\)m. In order to achieve a suitable separation of the different species in the studied liquids, an appropriate GC method was developed using helium as a carrier gas with a flow rate of 40 ml/min. The analysed liquids were injected into the GC column by using an automated split injection with a split ratio of 29.8, an injection volume of 0.2 \(\mu\)l and an injector temperature of 220\(^\circ\)C. The GC oven was held at 50\(^\circ\)C for 4 minutes then heated to 200\(^\circ\)C using a ramp rate of 20\(^\circ\)/min. After holding at 200\(^\circ\)C for 4 minutes, the the oven was further warmed to 300\(^\circ\)C using a ramp rate of 40\(^\circ\)/min. Lastly, the oven was held at 300\(^\circ\)C for 4 minutes. During this run MS was performed by Electron Ionisation (EI). The MS scanned the mass region between 45 and 300 m/z (amu/e) for a total of 22 minutes with a 4 minute solvent delay.

### 7.2.2 P25 Immobilisation on Glass Beads

In order to develop a successful photocatalytic VOC decomposition reactor, the photocatalyst immobilisation on specific supports was essential. Due to their particular effectiveness in Chapter 6, glass beads were chosen as the preferred catalyst support during this series of experiments.

The immobilisation of the photocatalysts was performed through the use of the Gyration Induced Adhesive Coating (GIAC) technique described in Section 6.2.4. A known amount of
glass beads (\(\bar{d}: 2.5 \pm 0.3\) mm, sourced from Glass Sphere S.R.O) were base treated by washing in acetone and ethanol prior to being boiled in basic solution (\(\text{NaOH}_{(aq)}, 6\text{M}\)) for 2 hours. These base treated glass beads were then washed with de-ionised water until the washings were observed to be neutral, and accurately weighed in order to account for any loss of mass resulting from the base treatment. The known mass of glass beads was then placed in a rotating drum in combination with an appropriate amount of P25 in order to achieve the desired loading (loadings of 1, 3, 5, and 7 mg \(\text{TiO}_2/\text{g beads}\) were investigated) and allowed to rotate overnight. After the rotation, the beads were reweighed and their loading was precisely determined.

### 7.2.3 VOC Photodegradation Reactor Design

The photoreactor design used during this series of experiments was adapted from that presented by Verbruggen et al.\(^{282}\) Figure 7.1 shows the general experimental set up for the photodecomposition reactions studied during this series of experiments. It can be seen that the photoreactor design varies significantly from that presented in Chapter 6 by using a larger quantity of catalyst loaded beads as well as changing the illumination source from an external system to a more encompassing internal UV\(_a\) source.

#### Introduction of VOCs in the gas stream

In order to introduce the VOCs in the gas stream during this series of experiments, the technique used for the introduction of siloxanes in the gas streams in Chapter 6 was reprised. A known amount (5 ml) of the studied VOC in liquid form was placed in a Dreschel bottle under a continuous gas stream (compressed air with a flow rate of 4.31 \(\pm 0.51\) L/h was used as a carrier gas during this series of experiments). By altering the length of the dip tube in the Dreschel bottle it was possible to control and maintain constant concentrations of the VOC species. The length of the dip tube was kept at 2, 5, and 17 cm for the study of the decompositions of acetone, IPA, and styrene, respectively.
**Photodecomposition of VOCs**

![Fig. 7.1 Schematic diagram showing the experimental set up used for the photodecomposition of VOCs in gas streams. The lower half of the reactor tube is shown as exposed for illustrative purposes.](image)

The VOC loaded gas stream was passed at a controlled flow ($4.31 \pm 0.51$ L/h) through the photoreactor shown in Figure 7.1. The photoreactor was composed of a quartz tube (400 mm in length, 24 mm in internal diameter) containing a cold-cathode UVA fluorescent lamp (305 mm long, 4.0 mm in diameter with a spectral peak intensity of 365.44 nm and a power output of 22.6 mW) and a known mass (189.3 g) of catalyst-coated glass beads. By using rubber bungs equipped with stainless steel inlet/outlet tubes (plugged with glass wool) it was possible to render the system airtight whilst maintaining control on the UV$_a$ lamp as well as on the gas stream. Finally, aluminium foil was wrapped around the quartz tube in order to reflect outgoing UV$_a$ light and maximise the irradiation of the used photocatalysts.

After passing through the photoreactor, the gas stream was taken to a FTIR gas cell in order to monitor the VOC and CO$_2$ concentrations of the system. By monitoring these concentrations it was possible to gain invaluable insight on the photodegradation of VOCs by TiO$_2$ photocatalysts.
7.2.4 Exhaust trapping Technique

In order to achieve a further understanding of the mechanical processes governing the photodegradation of VOCs, chemical trapping followed by GC-MS analysis was performed on the exhaust of the photoreactor whilst using styrene loaded gas streams. The experimental set up for chemical trapping of the exhaust species is shown in Figure 7.2.

The exhaust stream was bubbled through a round bottomed flask containing a highly polar solvent (1,4-Dioxane) which acted as a trapping agent and allowed to concentrate the partial photodecomposition intermediates. The collection was carried out for a continuous period of 8 hours prior to analysis of the solution through GC-MS. In order to minimise the loss of trapping solvent as well as that of highly volatile species, the round bottomed flask was equipped with a condenser as shown in Figure 7.2.

![Fig. 7.2 Schematic diagram showing the experimental set up used for the chemical trapping of the photoreactor exhaust during the photodecomposition of styrene.](image)

7.3 Results and Discussion

7.3.1 Effectiveness of Acetone Photodegradation

Figure 7.3 shows the effect of UV_a illumination on the CO_2 content of the gas streams loaded with acetone. The photocatalytic nature of the reaction is evidenced by the low and high CO_2 concentration steady states related to the illumination of the photoreactor. As the TiO_2 photocatalyst is illuminated with UV_a light, acetone is oxidised and eventually undergoes complete mineralisation,
leading to the observed CO\textsubscript{2} concentration increase in the gas streams. When the UV\textsubscript{a} illumination in the system is ceased, the photocatalytic degradation of acetone is halted, leading to a drop in CO\textsubscript{2} concentration. A similar increase in CO\textsubscript{2} concentration arising from the complete mineralisation of acetone was observed by Verbruggen et al.\textsuperscript{282}

![Graph](image)

**Fig. 7.3** [CO\textsubscript{2}] in a gas stream containing acetone in relation to flow time and UV\textsubscript{a} illumination. The white and violet (shaded) backgrounds correspond to periods of darkness and UV\textsubscript{a} illumination, respectively.

As the concentration of CO\textsubscript{2} in the gas stream arises from the complete mineralisation of acetone, it was possible to evaluate the TiO\textsubscript{2} photocatalyst effectiveness by monitoring the increase in CO\textsubscript{2} concentration recorded at different catalyst loadings on the glass beads.

**Effects of Catalyst Loading**

From the steady state concentration of CO\textsubscript{2} achieved during the photodecomposition of the studied VOCs it was possible to establish an overall rate of CO\textsubscript{2} production, $\sigma_{\text{CO}_2}$, for each reaction. $\sigma_{\text{CO}_2}$ was defined as the product of the difference between the steady state CO\textsubscript{2} concentrations in the presence and absence of UV\textsubscript{a} illumination, $[\text{CO}_2]_{\Delta ss}$, and the gas flow rate, Q, through the system, as shown in Equation (7.1). The overall rate of CO\textsubscript{2} production was considered during this series of experiments rather than the absolute rise in CO\textsubscript{2} concentration as this allowed for a more appropriate representation of the studied systems by taking into account the effect of the gas flow
rate.

\[
\sigma_{\text{CO}_2} = Q[\text{CO}_2]_{\Delta ss} \tag{7.1}
\]

Figure 7.4 shows the rate of CO\(_2\) production achieved during the photodecomposition of acetone by glass beads with different loadings. It can be seen that the production CO\(_2\) increases proportionally with increasing TiO\(_2\) loadings until reaching a maximum rate of 5.75 ± 0.07 mmol\text{CO}_2/\text{h} for a catalyst loading of 5 mg\text{TiO}_2/\text{g beads}.

The decrease in CO\(_2\) production rate as the catalyst loading is increased to 7 mg\text{TiO}_2/\text{g beads} observed in Figure 7.4 can be attributed to an excessive TiO\(_2\) loading on the catalyst beads. Indeed, although an increase in catalyst loadings leads to an increase in photocatalytic activity due to the introduction of more active sites for the photodecomposition of VOC species, the increased loadings also result in an increased UV\(_a\) adsorption of each individual bead. In the case of excessive catalyst loadings, only the beads closest to the UV\(_a\) lamp will become photoactive, effectively inhibiting and deactivating the beads furthest from the lamp. Due to the turbulent flow of the gas stream through the reactor, this inhibition of the external beads results in a significant loss in VOC decomposition. As a consequence of the dual effects caused by increases in catalyst loading, there exists an ideal TiO\(_2\) loading on the glass beads for the photodecomposition of VOCs. It can be seen in Figure 7.4, that a loading of 5 mg\text{TiO}_2/\text{g beads} was optimal for the degradation of VOCs in the studied system.

Fig. 7.4  Evolution of CO\(_2\) production rates from the photodecomposition of acetone with respect to different catalyst loading.
Further analysis through mechanical abrasion and SEM imaging demonstrated ulterior advantages of the 5 mg\textsubscript{TiO\textsubscript{2}}/g\_beads catalyst loading. It can be seen from the SEM images in Figure 7.5 that as the P25 loading on the beads is increased, the P25 on the surface of the beads has a tendency to form increasingly larger aggregates. These aggregates result from a weaker binding of the photocatalyst to the surface which leads to a significantly weaker adhesion of the catalyst coating on the surface of the glass beads.

![Fig. 7.5 SEM images of glass beads coated with TiO\textsubscript{2} using the GIAC method. The catalyst loadings are, 1 mg\textsubscript{TiO\textsubscript{2}}/g\_beads, (A), 3 mg\textsubscript{TiO\textsubscript{2}}/g\_beads, (B), 5 mg\textsubscript{TiO\textsubscript{2}}/g\_beads, (C), and 7 mg\textsubscript{TiO\textsubscript{2}}/g\_beads, (D).](image)

The weaker adhesion of the larger aggregates can be seen in Figure 7.6 where the beads coated with a 1 mg\textsubscript{TiO\textsubscript{2}}/g\_beads loading show a negligible loss in TiO\textsubscript{2} after mechanical abrasion (B) whilst
the beads with a 7 mg\textsubscript{TiO\textsubscript{2}}/g\textsubscript{beads} loading show a nearly complete loss of surface catalyst after abrasion tests, becoming visually similar to the uncoated beads. From Figure 7.6 it can be seen that the beads coated with a 5 mg\textsubscript{TiO\textsubscript{2}}/g\textsubscript{beads} loading displayed an intermediate level of catalyst loss, further emphasising the advantages of this catalyst loading.

![Figure 7.6](image)

**Fig. 7.6** Glass beads coated with TiO\textsubscript{2} using the GIAC method before (A) and after (B) mechanical abrasion. The catalyst loadings are, from left to right, 0, 1, 3, 5, and 7 mg\textsubscript{TiO\textsubscript{2}}/g\textsubscript{beads}. The poor stability of the 7 mg\textsubscript{TiO\textsubscript{2}}/g\textsubscript{beads} coating can be clearly seen.

Due to the heightened mechanical resistance of the 5 mg\textsubscript{TiO\textsubscript{2}}/g\textsubscript{beads} coating with respect to the 7 mg\textsubscript{TiO\textsubscript{2}}/g\textsubscript{beads} loading as well as their respective \(\sigma_{CO_2}\) (seen in Figure 7.6 and Figure 7.4, respectively), the 5 mg\textsubscript{TiO\textsubscript{2}}/g\textsubscript{beads} loading was used for the study of the decomposition of all VOCs during this series of experiments.

**Decomposition of Acetone**

Although it was possible to determine the \(\sigma_{CO_2}\) for the reaction, this remains only a qualitative indication of the reactions occurring to the acetone molecules contained in the gas stream. It is indeed known that the photocatalytic mineralisation of acetone to CO\textsubscript{2} proceeds through a variety of stable chemical intermediates.\textsuperscript{283} As such, it becomes essential to study the photodecomposition of acetone directly rather than from the concentration of the ultimate reaction product.

During these studies, the direct photodecomposition of acetone was observed by monitoring the difference in steady state concentration of acetone in the exhaust stream in the presence and absence of UV\textsubscript{a} illumination. Figure 7.7 shows the evolution of acetone concentration in the exhaust stream.
A rapid initial increase in acetone concentration can be observed in Figure 7.7 as the acetone passes through the photoreactor, the acetone concentration then reaches a steady state as the catalyst surface is saturated. When the UV<sub>a</sub> illumination is stopped, the photodecomposition process is halted and an increase in acetone concentration can be observed until a new steady state is reached. The difference between these two steady state concentrations is the concentration of photodecomposed acetone ([Acetone]<sub>Δss</sub>, shown by the arrow in Figure 7.7). By adapting Equation (7.1) it was possible to quantify the decomposition rate of acetone, −<sup>σ</sup>Acetone, as a factor of gas flow rate, <i>Q</i>, as shown in Equation (7.2). For the studied experiment −<sup>σ</sup>Acetone was calculated to be 0.14 ± 0.02 mmol/h.

\[
-\sigma_{Acetone} = Q[A_{Acetone}]_{\Delta ss}
\]  

(7.2)

From Figure 7.7 it also becomes possible to determine the conversion (the % of total reagent decomposed) of acetone in the studied system. The conversion for a given VOC, <i>C</i><sub>φ</sub>, in the studied photoreactor can be described as shown in Equation (7.3) where [VOC]<sub>UV</sub> and [VOC]<sub>dark</sub> are the steady state concentrations of the reagent with and without UV<sub>a</sub> illumination, respectively. As such, it was possible to establish a conversion value of 21 % for the photodegradation of acetone.
During a similar study on the photodecomposition of acetone in a gas stream by Degussa P25, Žabová and Dvořák reported an acetone conversion of 35%.\textsuperscript{284} The relatively higher conversion rate observed by Žabová and Dvořák can be attributed to their TiO\textsubscript{2} immobilisation substrate (polystyrene mesh) which allowed for a significant increase in gas-catalyst contact area with respect to the glass beads used in the present study.\textsuperscript{284} Nonetheless, the advantages gained from the facile GIAC coating technique as well as the ease of catalyst handling render the presented catalyst supports significantly more viable for use at an industrial scale.

For the same experiment it was also possible to monitor the variations in CO\textsubscript{2} (as shown in Figure 7.8) and determine its $\sigma_{CO_2}$ which was calculated to be $5.6 \pm 0.6$ mmol/h, 40 times higher than the rate of decomposition of acetone. Although a significant difference was expected in these concentrations due to the 1:3 stoichiometric ratio between reactant and products, the difference between the rates of acetone decomposition and CO\textsubscript{2} production far outweighs the expected factor of 3. Two different factors can be attributed as the cause of these incongruous results: the generation of partial decomposition intermediates, and the adsorption of organic residues on the catalyst surfaces.

\begin{equation}
C\% = \frac{[VOC]_{UV_a}}{[VOC]_{dark}}
\end{equation}

\textbf{Fig. 7.8} Evolution of CO\textsubscript{2} concentration in a in the presence (violet/shaded area) and absence (white area) of UV\textsubscript{a} illumination during the photodecomposition of acetone.
It is known that the mechanism for the oxidation of acetone proceeds through a large variety of pathways depending on reaction conditions.\textsuperscript{283,285} Along these pathways acetone is converted into many different chemical species prior to complete mineralisation. Since the initial acetone oxidation steps are more kinetically favourable than complete mineralisation, it is likely that a number of partial decomposition products were formed on the surface of the catalysts.\textsuperscript{285–287} These intermediate oxidation products contain carbonyl moieties (e.g. acetic acid,\textsuperscript{283,285,288} formic acid,\textsuperscript{285} and mesityl oxide\textsuperscript{288,289}) which will interfere with the monitoring of the concentration of acetone. As the extinction coefficient of these species will differ from that of acetone, their overlap with the acetone carbonyl stretch can lead to the increase of the carbonyl peak area by unknown amounts. Effectively, this overlap of carbonyl peaks signifies that the observed drop in acetone concentration caused by UV\textsubscript{a} irradiation, remains significantly smaller than that which is occurring in reality.

However, it is important to note that although the presence of partial photomineralisation products in the gas stream can, in part, explain the large discrepancy between $\sigma_{\text{CO}_2}$ and $-\sigma_{\text{Acetone}}$, it does not fully clarify the observed results. The formation of partial decomposition products only occurs under UV\textsubscript{a} illumination, signifying that the steady state concentration of acetone observed without illumination is authentic. Nonetheless, even if the complete mineralisation of acetone is to be assumed, the concentration of CO\textsubscript{2} produced far outweighs the absolute concentration of acetone present in the system without UV\textsubscript{a} illumination. As such, the presence of an ulterior factor affecting the concentration CO\textsubscript{2} becomes readily apparent.

A similar production of CO\textsubscript{2} at concentrations exceeding the complete mineralisation of the photodecomposed species was reported by Verbruggen et al.\textsuperscript{282} It was suggested that the origin of the excessive CO\textsubscript{2} concentration resided in the deposition of organic residue on the photocatalyst surface. During the present series of studies, the difference in CO\textsubscript{2} production observed whilst reusing the same catalyst (Figure 7.3 and Figure 7.8) was considered negligible and it was readily apparent that continued use of the same catalyst beads did not affect the reactor’s photocatalytic activity. This led to same batch of beads being used continuously during all of the acetone photodegradation studies. However, the accumulation of partial decomposition products on the catalyst surface is a well-documented phenomenon.\textsuperscript{285,288,290,291} As such, it is plausible that the observed excess in CO\textsubscript{2} concentration arises from the photodecomposition of carbonaceous deposits gathered on the catalyst surface during prior reactions.
In order to determine the extent of carbonaceous deposition on the catalyst surface, an experiment was carried out investigating the CO\(_2\) output of a batch of previously used beads in an illuminated photoreactor whilst using a clean (VOC free) gas stream. The evolution of CO\(_2\) concentration during this experiment is shown in Figure 7.9. It can be clearly seen that although no reagent is present in the gas stream, a significant quantity of CO\(_2\) is generated from the decomposition of carbonaceous species on the catalyst surface. As these carbonaceous deposits are depleted, the production of CO\(_2\) decreases and its concentration in the photoreactor exhaust is seen to decrease. However, when the gas stream is loaded with VOCs, a constant supply of partial decomposition products is maintained on the catalyst surface. This means that in a gas stream loaded with VOCs, the concentration of CO\(_2\) generated from carbonaceous deposits on the catalyst surface will be equivalent to the maximum level observed in Figure 7.9. The maximum concentration of CO\(_2\) produced by the carbonaceous deposits can thus be established as 1.03 ± 0.09 mM.

![Fig. 7.9](image-url)  
**Fig. 7.9** Evolution of the concentration of CO\(_2\) developed during the photocatalytic decomposition of carbonaceous residues on the photocatalysts in a flow reactor under UV\(_a\) illumination with a clean gas stream.

From Figure 7.8 it was observed that the photodecomposition reactions generated a steady CO\(_2\) concentration of 1.31 ± 0.07 mM. By subtracting the total CO\(_2\) generated from the carbonaceous residues from that observed during the photodecomposition of acetone, it is possible to determine that a concentration of 0.28 ± 0.11 mM of CO\(_2\) originated from the photodecomposition procedure. By taking into account the factor of three originating from the stoichiometry of the system, it was
possible to determine that the CO$_2$ concentration produced by the reaction corresponded to a drop in acetone concentration of 0.09 ± 0.04 mM. The maximum concentration of acetone (as seen in Figure 7.7) in the photoreactor was 0.15 ± 0.002 mM, which coincides (within experimental error) with the calculated concentration drop. As such, the observed excess in CO$_2$ formation during the photodecomposition of acetone can be attributed to the decomposition of carbonaceous species on the surface of the TiO$_2$. Further evidence of these deposits was observed with catalyst beads exceeding 20 h of VOC photodecomposition wherein a yellow coloration, indicative of carbon deposition, was seen to appear on the TiO$_2$ coated beads.

Notwithstanding the complications in the quantification of the photocatalytic decomposition of acetone, it remains important to note its successful photodecomposition at a constant rate of 0.14 ± 0.02 mmol/h. This value remains several orders of magnitude larger than the acetone concentrations in residential and domestic environments of 2.2 - 9.9 nM. As such, the presented technologies can be seen as an effective removal system for toxic levels of acetone in ambient air. However, as a consequence of mass-transport effects it is unlikely that the photoreactor would maintain the acetone removal rate observed during this series of studies at lower acetone concentrations. Furthermore, although the removal of acetone was successfully demonstrated with the designed photoreactor, the complications observed arising from the in-situ formation of partial decomposition intermediates highlight the importance of studying the successful photomineralisation of more complex organic VOCs.

### 7.3.2 Effectiveness of IPA Photodegradation

It is known in literature that the first process occurring during the photodecomposition of IPA is the formation of acetone. This arises as the chemical oxidation from IPA to acetone is a facile and rapid step involving a single photon. Figure 7.10 shows the evolution of the concentrations of IPA, acetone, and CO$_2$ in the exhaust stream of a photoreactor under the irradiation of UV$_a$ light during IPA photodecomposition studies. It can be seen that as UV$_a$ illumination is applied to the system, the IPA concentration drops and a rise in acetone and CO$_2$ concentrations occurs. These events are indicative of the photodecomposition of IPA occurring in the gas flow reactor as the IPA is converted into acetone on the surface of the TiO$_2$ and the created acetone is then further mineralised to eventually create CO$_2$. 
By analysing the steady state concentration changes in Figure 7.10 and applying Equations (7.1) and (7.2) it was possible to calculate the rate of decomposition of IPA as well as the rates of formation of acetone and CO₂. The rate of decomposition of IPA was determined to be 0.27 ± 0.08 mmol/h. Compared to the previously determined acetone photodegradation rate (0.14 ± 0.02 mmol/h), the rate of IPA photodecomposition is significantly higher. This difference is indicative of the initial photodecomposition kinetics for the two species.²⁸⁶,²⁸⁹ The initial photodecomposition of IPA into acetone is vastly more energetically favourable than the decomposition and mineralisation of acetone, leading to the observed higher decomposition rate for IPA.²⁹⁴ Furthermore, it is known that IPA displays a greater binding affinity to the surface of the TiO₂ catalyst than acetone leading to a greater decomposition of IPA.²⁸⁹,²⁹⁴

However, it is important to note that the conversion of IPA (calculated using Equation (7.3)) is of 11%, roughly half that previously calculated for the photodecomposition of acetone (21%). Although the photodecomposition of IPA is faster, the designed photoreactor is more effective at removing acetone due to the relative rates of decomposition of the two species. As the rate of elimination of acetone is approximately half that of IPA elimination, an accumulation of acetone on the catalyst surface will inevitably occur. As such, the acetone created from the decomposition of IPA occupies the active sites of the catalyst, effectively impeding the photodecomposition of
further IPA.

From Figure 7.10 the rate of production of acetone was calculated to be $0.30 \pm 0.04 \text{ mmol/h}$. Although this rate is higher than that observed for the photodecomposition of IPA, both rates lie within the calculated error margins. In addition to this, the larger observed concentration of acetone is a value that must be considered with caution as it is based on the carbonyl IR stretch. As such, it is likely that the observed stretch is affected by the formation of carbonyl containing products from the photodecomposition of the acetone, as discussed previously. Nonetheless, the relatively high production rate of acetone with respect to the decomposition rate of IPA remains important as it further highlights the speed of the photoconversion process from IPA to acetone.

The rate of production of $\text{CO}_2$ was calculated to be $1.5 \pm 0.4 \text{ mmol/h}$. This value results five times higher than the rate of photodecomposition of IPA, exceeding the expected stoichiometric ratio of 3 $\text{CO}_2$ molecules created for every IPA molecule decomposed. Furthermore, due to the high acetone production observed, the IPA photodecomposed did not all undergo complete mineralisation. It thus becomes apparent that the observed rate of $\text{CO}_2$ production arises not only from the mineralisation of IPA but also from other sources. Following the previous results for the photodecomposition of acetone, it is believed that the main factor causing an excessive generation of $\text{CO}_2$ is the photodecomposition of carbonaceous species deposited on the $\text{TiO}_2$ catalyst surface.

Although the photodecomposition of IPA was difficult to quantify, it was possible to demonstrate and study the effectiveness of the designed photoreactor for the decomposition of complex VOC species in the gas stream. By using the created photoreactor it was possible to extract partial photodecomposition intermediates before achieving complete mineralisation of the VOCs. It can thus become possible to use the designed reactors for the conversion of complex VOC molecules into useful synthetic precursors as well as to completely decompose the VOCs.

### 7.3.3 Effectiveness of Styrene Photodegradation

By studying the photodecomposition of styrene in gas streams it was possible to study the degradation of complex VOCs in the designed photoreactor. In the light of the excessive $\text{CO}_2$ production rates observed for the photodecompositions of acetone and IPA, each styrene photodecomposition experiment was carried out on pristine $\text{TiO}_2$ coated glass beads.
Styrene Mineralisation

Figure 7.11 shows the evolution of CO$_2$ and styrene in the photoreactor’s exhaust in the presence and absence of light. In order to achieve a steady concentration of VOC, a much longer stabilisation period was required (2 hours) with respect to those observed for the photodegradation of IPA (5 min) and Acetone (10 min). This can be attributed to the lower volatility of styrene which lengthened the time taken before an adsorption/desorption equilibrium was reached within the system. Due to the time scale of the experiment presented in Figure 7.11 it may result difficult to observe the stabilisation of CO$_2$ concentration after UV$_a$ illumination (flow time 4.15 to 4.5 hours). However it is important to note that at these flow times the CO$_2$ concentration was observed to fluctuate by ± 0.002 mM over a period of 20 minutes, allowing to establish the stabilisation of the CO$_2$ concentration in the gas flow.

Fig. 7.11  Evolution of the concentrations of styrene and CO$_2$ in the photoreactor in relation to UV$_a$ illumination. The violet (shaded) section of the graph indicates the moment of UV$_a$ irradiation during the experiment.

It can be further seen in Figure 7.11 that upon illumination, the concentration of CO$_2$ decreases until reaching a steady state (flow time of 3 to 4 hours). This decrease in CO$_2$ production arises from the gradual depletion of the styrene adsorbed on the saturated catalyst surface. Prior to UV$_a$ illumination, the styrene is observed to achieve a steady concentration as the surface of the TiO$_2$ catalyst is saturated by the adsorbate. As UV$_a$ illumination is initiated, the styrene adsorbed onto
the TiO$_2$ is mineralised. However, due to the low concentration of styrene in the gas flow, the rate of photodecomposition of styrene exceeds that of adsorption, leading to the observed drop in CO$_2$ production as the stored styrene is depleted. After the drop in CO$_2$ concentration, a new steady state is reached when the adsorption of the styrene on the TiO$_2$ equilibrates with the rate of photodecomposition.

By studying the steady state concentrations of styrene in the presence and absence of UV$_a$ illumination seen in Figure 7.11 it was possible to apply Equations (7.2) and (7.3) to determine the decomposition rate and conversion of styrene in the studied photoreactor. It was thus possible to determine that 18% of the styrene was successfully converted at a rate of $0.044 \pm 0.002$ mmol/h. This rate of decomposition is significantly lower than those observed for acetone ($0.14 \pm 0.02$ mmol/h) and IPA ($0.27 \pm 0.08$ mmol/h) due to the low concentration of VOC in the gas stream arising from the low volatility of the chemical species. Nonetheless, it is important to note that although a low decomposition rate was observed, the conversion of styrene (18%) was similar to that observed for acetone (20%) and IPA (11%), demonstrating the effectiveness of the designed photoreactor for the decomposition of complex VOCs as well as for the smaller, simpler, molecules.

A good understanding of the efficiency of the developed reactors for the decomposition of VOCs could also be achieved by comparing the rate constants of the three decomposition reactions. However, although the continuous flow nature of the designed reactors is ideal for the direct determination of the decomposition rate of the VOCs, the rate constants of the studied decomposition reactions cannot be determined. This inability to determine the studied reactions arises as a consequence of the lack of knowledge of the exact rate law and order of the decomposition reactions involved. Ideally, these parameters could be calculated experimentally in static decomposition reactors. In the present system it is nonetheless possible to estimate the decomposition constants of the studied reactions by making a number of assumptions. If the VOC decomposition reactors are taken to behave in a similar fashion to continuous stirred tank reactors, and the decomposition reactions are assumed to be irreversible first order reactions, then it becomes possible to determine the decomposition rate constants for the studied reactions by applying Equation (7.4) as previously described by J.B. Rawlings and J.G. Ekerdt.$^{295}$ In Equation (7.4) $[\text{VOC}]_f$ is the original concentration of the VOC studied in the gas flow, $[\text{VOC}]_{\text{dec}}$ is the steady state of the VOC after it has undergone decomposition (during illumination in the present case), $\tau$ is the contact time of the VOCs with the TiO$_2$ catalyst, and $k$ is the reaction rate constant.
By applying Equation (7.4) to the performed experiments it was possible to calculate the decomposition rate constants of acetone, IPA, and styrene to be $11.60 \pm 0.02 \text{ h}^{-1}$, $5.25 \pm 0.02 \text{ h}^{-1}$, and $9.71 \pm 0.02 \text{ h}^{-1}$, respectively. These decomposition numbers are consistent with the observed conversion values wherein IPA displayed the lowest conversion of the three VOCs and acetone the highest. These values further highlight the lower decomposition of IPA with respect to acetone due to the more complex decomposition pathway of IPA, as previously discussed. Both though the conversion values and the kinetic constants, it can be seen that the photodecomposition of styrene proceeded at appreciable levels, similar to those of IPA and acetone, demonstrating that the increased complexity of the molecule did not cause a loss in photodecomposition potential. It is however important to note that the kinetic rate constants should only be considered qualitative as their calculation is based on a number of assumptions which do not fully apply to the studied system.

The efficiency of the studied reactor is further emphasised by the works of Sun et al. who, in a similar photodecomposition experiment, demonstrated a 20% conversion of styrene only at elevated temperatures ($175^\circ \text{C}$), whilst in the present study a similar styrene conversion was successfully achieved at room temperature.

As the styrene photodecomposition experiments were carried out on pristine catalyst beads, it was possible to investigate the production of $\text{CO}_2$ during the photodecomposition reaction. By applying Equation (7.1) to the $\text{CO}_2$ difference in steady state concentrations observed in Figure 7.11 it was possible to establish that the production rate of $\text{CO}_2$ was $0.248 \pm 0.003 \text{ mmol/h}$, 5.6 times the photodegradation rate of styrene. This sub-stoichiometric production of $\text{CO}_2$ indicates that a portion of the styrene does not undergo complete mineralisation and is instead converted into stable decomposition products. The amount of $\text{CO}_2$ produced during the reaction (the selectivity of the reaction for $\text{CO}_2$) can be calculated as shown in Equation (7.5), where $S_{\text{CO}_2}$ is the selectivity of the reaction for $\text{CO}_2$, $[\text{Styrene}]_{\Delta \text{ss}}$ is the amount of styrene photodecomposed, and $[\text{CO}_2]_{\Delta \text{ss}}$ is the amount of $\text{CO}_2$ produced during the photoreaction.

$$S_{\text{CO}_2} = \frac{[\text{Styrene}]_{\Delta \text{ss}}}{[\text{CO}_2]_{\Delta \text{ss}}}$$
By applying Equation (7.5) it was possible to determine that only 70% of the decomposed styrene was fully mineralised into CO₂, demonstrating the formation of partial photooxidation products. In order to study these products, the exhaust of the photoreactor was bubbled through a chemical bath to trap which concentrated them and allowed their identification through GC-MS analysis.

**Secondary Photodecomposition Products**

![Gas chromatogram](image)

**Fig. 7.12** Gas chromatogram of the chemical trap used to collect the exhaust products during the photodecomposition of styrene after 20h of reaction time. The nature of the different species was determined by correlating the mass spectrum of each peak with the NIST mass spectral library (NIST 98). The truncated peak observed at 5.8 minutes arises from trapped styrene and corresponds to 100% intensity.

Figure 7.12 shows the gas chromatogram achieved from by analysing the trapping solution after a 20 h styrene photodecomposition reaction, the assignment of the peaks was carried out by correlating the mass spectra of the peaks with the NIST database (NIST 98). The absence of the detected products in the GC-MS trace of the styrene dissolved in 1,4-dioxane demonstrated their origin from the partial photooxidation of styrene. It can be seen that the major secondary product formed during the photodecomposition of styrene was benzaldehyde. This observation coincides with those of Nie et al., Ren et al. and Taffarel et al. This preference for the formation of benzaldehyde could be explained by the relative stability of this species as well as the general
photodecomposition pathway for styrene.

Although there remains disagreement on the mechanistic details leading to the formation of benzaldehyde, Nie et al.\textsuperscript{81} as well as Ren et al.\textsuperscript{82} postulated that the photodecomposition of styrene proceeds through a concerted reaction between the superoxide anion ($O_2^-$) radical and the vinyl moiety of the styrene group. The general mechanism for the formation of benzaldehyde, as well as formaldehyde, is shown in Figure 7.13. It can be seen that the superoxide anion bonds with the vinyl group of styrene, leading to the eventual distribution of charge and homolytic cleavage of the vinyl bond. The cleaved species can then react with water adsorbed on the TiO\textsubscript{2} surface in order to create hydroxide radicals (OH\textsuperscript{-}) as well as formaldehyde and benzaldehyde. Although both formaldehyde and benzaldehyde are formed in equal concentrations during this study, formaldehyde was absent from the trapping solution. This absence can be explained by the relatively high volatility of formaldehyde which caused it to elute during the solvent delay in the GC-MS studies.

Fig. 7.13 Chemical scheme showing the $O_2^-$ mediated conversion of styrene into benzaldehyde and formaldehyde in the photocatalytic reactor.

The exact mechanism for the cleavage of the vinyl bond which forms benzaldehyde and formaldehyde remains uncertain. Ren et al.\textsuperscript{82} postulated that this cleavage occurred through a polarisation interaction between water molecules and the bound superoxide-styrene system which altered the electron density of the styrene in order to facilitate the cleavage of adducts. However, although this hypothesis is plausible, it does not hold true for systems in gaseous environments due to the restricted presence of water. An alternative mechanism was proposed by Nie et al.\textsuperscript{81} which established the adsorption and interaction of the styrene-superoxide species with the TiO\textsubscript{2} surface as the factor facilitating the cleavage of the vinyl bond. This proposed interaction of the system is more likely as it is known that the photodecomposition of styrene occurs primarily on the surface of the catalysts.

Furthermore, the interaction of styrene with the TiO\textsubscript{2} surface has been previously reported in literature and can explain the formation of ethylbenzene observed in Figure 7.12.\textsuperscript{52} As shown in
Figure 7.14, water on the surface of the TiO$_2$ is photocatalytically cleaved, leading to the generation of protons (H$^+$). These protons can be reduced by photogenerated electrons on the TiO$_2$ surface in order to create active H species which insert into the vinyl bond of styrene molecules bound to the TiO$_2$ surface.

Fig. 7.14  Chemical scheme showing the H$^+$ mediated hydrogenation of styrene into ethylbenzene in the photocatalytic reactor.

The dehydrogenation of styrene into phenylacetylene as observed in Figure 7.12 can be similarly attributed to photogenerated radicals on the TiO$_2$ surface. As discussed in Chapter 1 the photonic excitation of TiO$_2$ leads to the formation of OH$^-$ which can sequentially abstract protons from the vinyl moiety of the styrene as shown in Figure 7.15. This abstraction can occur due to the presence of the benzene ring which allows to disperse the created charge imbalance from the loss of the first proton, as shown in Figure 7.15.
Fig. 7.15 Chemical scheme showing the OH· mediated dehydrogenation of styrene into phenylacetylene in the photocatalytic reactor. The resonance isomers of the created radical intermediate are shown, illustrating the charge stabilisation effect of the benzene ring.

Finally, the formation of cumene observed in Figure 7.12 is the most complex due to the addition of a methyl group to styrene. By studying the mechanisms for the formation of benzaldehyde and ethylbenzene, it is possible to postulate a viable pathway for the TiO₂ mediated conversion of styrene into cumene.

As shown in Figure 7.16, a photogenerated OH· initially carries out a nucleophilic attack on the vinyl group of a styrene molecule. The generated radical intermediate is stabilised by the
TiO$_2$ surface, allowing to cleave the vinyl moiety and resulting in the formation of a benzaldehyde precursor and a methyl radical (CH$_3$). The formed methyl radical can then create cumene by inserting itself into the vinyl bond of another styrene molecule bound to the TiO$_2$ surface, in a similar manner in which the hydrogen atoms are inserted in styrene to generate ethylbenzene.

Although these different photodecomposition products are collected as a mixture from the output of the photoreactor, their separation and isolation for eventual use remains relatively facile. This allows for the application of the designed photoreactors not only as purification devices but also as synthetic reactors for the creation of important and valuable chemical species.

### 7.4 Conclusions

Through the present series of experiments it was possible to demonstrate that the created photoreactor could be used for the photomineralisation of VOCs as well as for the generation of complex, synthetically useful, molecules.

Initially, a modified version of the photoreactor presented in Chapter 6 was used to successfully photomineralise acetone into CO$_2$. During these studies the production of CO$_2$ was monitored and the effects of different catalyst loadings on the glass bead supports were observed. From the variations in CO$_2$ concentration, an ideal TiO$_2$ loading on the glass beads of 5 mg TiO$_2$/g beads was established.

Further photodecomposition studies allowed to demonstrate the photoreactor effectiveness for the removal of two additional VOCs: IPA, and styrene. By studying the drops in VOC concentration during UV$_a$ illumination, it was possible to determine the percentage conversion for each species. The highest photoconversion observed during this study was that of acetone (21%), followed by styrene (18%), with IPA showing the smallest drop in gas stream concentration (11%). The large difference between the acetone and the IPA was explained from the photodecomposition rates of the two species (0.14 ± 0.02 mmol/h and 0.27 ± 0.08 mmol/h for acetone and IPA, respectively) as well as the photodecomposition pathway of IPA which occurs through the formation of acetone as an intermediate, leading this species to occupy the TiO$_2$ active sites.

A more precise understanding of the photodecomposition processes was gained by studying
the production of CO$_2$ for each reaction. However, due to the deposition of carbonaceous residues on the surface of the catalysts, it was observed that the CO$_2$ production from used catalyst systems far outweighed the observed decompositions in the VOCs. As such, it was only possible to achieve a qualitative understanding of the CO$_2$ production during the photodecompositions of IPA and acetone.

As the styrene decomposition experiments were carried out on pristine catalysts, the production of CO$_2$ could be reliably quantified. It was possible to determine that the styrene decomposition reaction had a 70% selectivity for CO$_2$, demonstrating the formation of chemically stable side products in the reactor exhaust. Further GC-MS studies allowed to identify a number of side products from the photodecomposition of styrene. Although the major decomposition product was benzaldehyde, it was possible to propose mechanistic pathways for to the formation of each observed product, demonstrating the complexity of the chemical reactions occurring in the created photoreactor.

In conclusion, although the performed experiments exhibited some complications, the photodecomposition of three VOCs in gas streams was successfully demonstrated and analysed. From an industrial perspective, the created photoreactor can be seen as promising due to its compact volume which allows it to be used as a portable air purification device for domestic and commercial environments. Furthermore, from the styrene photodecomposition studies it could be seen that the photoreactor was also capable of producing complex molecules. As such, if combined with a suitable chemical isolation technique, the designed reactor could become a key element in a synthetic pipeline for the generation of complex and unusual chemicals from a fluid stream.
Chapter 7 showed the successful photodegradation of organic species over TiO$_2$ in gas streams. During these studies, the potential of the designed technologies was further highlighted with the creation of a variety of partial photooxidation products from the decomposition of styrene. Investigations in this potential for the creation of synthetically useful products were carried on in the following series of experiments.

Initially, the photoepoxidation potential of the TiO$_2$ photoreactor was studied by decomposing 1-hexene and trapping the produced exhaust chemicals. The epoxidation of hexene was chosen during these experiments as a suitable candidate to demonstrate the designed photoreactor’s potential as a system for creating valuable chemical species.

Subsequent experiments focused on the in situ reaction of the partial photooxidation products issued from the decomposition of 1-hexene. For this purpose, the exhaust of the photoreactors was passed through diisopropylamine. The products of the reaction were detected and analysed, allowing to establish the nature of some of the more reactive species created during the partial photooxidation of 1-hexene. Through these experiments is was possible to demonstrate the high versatility of the TiO$_2$ based photoreactors developed.

### 8.1 Introduction

Photoactivated TiO$_2$ is well known for its photodecomposition properties.$^{46,66,128}$ As TiO$_2$ is irradiated by UV light, it generates high energy electrons which will react with H$_2$O and O$_2$ adsorbed on the surface of the semiconductor to create highly oxidising and reducing species (O$_2^-$ and OH’ are generated from O$_2$ and H$_2$O, respectively).$^{46,130}$ Due to their high oxidising and reducing potentials, these photogenerated radicals can lead to the complete photomineralisation
of organic molecules. This particular property of TiO$_2$ in addition to its chemical stability, has led to a great amount of academic and industrial interest in the use of photoactivated TiO$_2$ as a photocatalyst for the decomposition of organic contaminants.

However, TiO$_2$ based photocatalytic decomposition techniques often carry out the complete mineralisation of the contaminants. This means that most of the time TiO$_2$ is used to transform contaminant molecules into CO$_2$. Whilst this is useful as a tool for the removal of organic contaminants, it is inconvenient from a chemical perspective as the produced CO$_2$ is so stable that it cannot be used for further reactions unless the system is supplied with significant amounts of energy. This drawback of TiO$_2$ photocatalysis can be overcome by promoting the partial photooxidation of organic molecules.

Although the TiO$_2$ mediated photooxidation of organic molecules is non-selective in the presence of O$_2$, a multitude of single decomposition steps, each proceeding at different rates, are required in order to achieve complete mineralisation of a molecule. It has been previously shown that initial oxidation steps proceed faster than any subsequent decomposition steps. As such, in a system like that of a gas flow photodecomposition reactor where the products can be separated from the catalyst before complete mineralisation, a mixture of decomposition products can be created in addition to CO$_2$. This formation of partial photodecomposition products has previously been observed by Nie et al., Ren et al. and Taffarel et al. whilst analysing the photodecomposition of styrene.

The production of these partial photooxidation products can be improved by a precise tuning of the different factors governing the photocatalytic process. Of the many different methods to improve the production of partial oxidation intermediates in flow reactors, the modification of the flow rate is certainly one of the simplest techniques. By modifying the flow rate of the organic species over a catalyst bed it is possible to modify the contact time between the catalyst and the reagents and thus minimise the occurrence of complete photomineralisation. Further modifications to the system, such as modifying the reaction temperatures and the reagent concentrations can also be used to favour the production of the partial photooxidation intermediates.

This optimisation of TiO$_2$ mediated photocatalytic flow reactions has received a significant amount of academic interest in recent years. In particular, a number of studies have been performed on the production of propylene oxide directly from propylene.
approaches have been carried out in order to improve the photoepoxidation of propylene: physical modifications to the system, and modifications to the nature and structure of the catalyst. The former technique has focused on changing reaction conditions such as the reaction temperature, UV irradiation and reagent concentration.\textsuperscript{85,86} By varying both the temperature and the ratio of propylene to oxygen in the gas stream, Murcia-López \textit{et al.} were able to successfully increase the production of propylene oxide in their reactors by 10\%.\textsuperscript{302} They further enhanced this selectivity by modifying their photocatalyst and using nanostructured Bi$_2$WO$_6$ in combination with P25.\textsuperscript{302} Similarly, Nguyen, Chan and Wu achieved an improvement of 54\% on the selectivity of their photoepoxidation processes by shifting from pure TiO$_2$ to Au-doped titanium silicates.\textsuperscript{86} 

The epoxidation of alkenes is an industrially appealing technique due to the widespread use of epoxides in a variety of different processes. Amongst these processes, alkenes are known to be used commercially as the starting materials for both polymerisation reactions\textsuperscript{84} and complex synthetic compounds.\textsuperscript{32} Traditionally these epoxidations are produced through chemical means although the use of photoactivated TiO$_2$ in the presence of oxygen has also been demonstrated as an effective alternative.\textsuperscript{301,303} Furthermore, it was shown by Ohno \textit{et al.} that the epoxidation of 2-hexene could be carried out in both a stereoselective and stereospecific fashion.\textsuperscript{87} This high selectivity enhances the importance of the technique as a means of generating synthetically useful organic precursors. During the present series of experiments, the photocatalytic reactor developed in Chapter 7 was used in order to study the photoepoxidation of 1-hexene over TiO$_2$ in gas streams.

Although photogenerated epoxides are known to be relatively stable species, the high reactivity of the different partial oxidation products signifies that many potentially useful compounds are often impossible to collect directly from TiO$_2$ gas flow photoreactors. As such, in addition to demonstrating the viability of the created reactor for the production of epoxides, this series of experiments aims to establish a tandem reaction system in order to take advantage of these highly reactive products. The tandem system consists of a one-pot reaction mixture connected to the gas stream, effectively allowing for the immediate use of the partial photooxidation products in synthetic reactions.
8.2 Experimental Procedure

8.2.1 Chemicals and Characterisation Techniques

P25 was sourced from Sigma-Aldrich UK and used as received. Toluene, 1-hexene, and diisopropylamine were all sourced from Fisher Scientific and used as received. During the photoepoxidation experiments, UV light was supplied by a cold cathode lamp sourced from Xenta whilst the compressed air used as the carrier gas was sourced from BOC.

In order to analyse the photodecomposition products of 1-hexene, Gas Chromatography coupled with Mass Spectrometry (GC-MS) was used. The GC-MS studies were performed through a PerkinElmer Autosystem XL Gas Chromatograph (GC) equipped with a PerkinElmer TurboMass Mass Spectrometer (MS). The GC was mounted with a Restek RXI-5ms column 30 m in length with an internal diameter of 0.25 mm and a film thickness of 0.25 µm. In order to achieve a suitable separation of the different species in the studied liquids, an appropriate GC method was developed using helium as a carrier gas with a flow rate of 40 ml/min. The analysed liquids were injected into the GC column by using an automated split injection with a split ratio of 29.8, an injection volume of 0.2 µl and an injector temperature of 220°C. The GC oven was held at 50°C for 4 minutes then heated to 200°C using a ramp rate of 20°C/min. After holding at 200°C for 4 minutes, the oven was further warmed to 300°C using a ramp rate of 40°C/min. Lastly, the oven was held at 300°C for 4 minutes. During this run MS was performed by electron ionisation. The MS scanned the mass region between 45 and 300 m/z (amu/e) for a total of 22 minutes with a 4 minute solvent delay. The MS scan length was 0.2 s with an inter-scan delay of 0.1 s.

8.2.2 P25 Immobilisation on Glass Beads

The photocatalyst immobilisation on specific supports is an essential factor in order to develop a successful reactor for the photoepoxidation of hexene. Catalyst immobilisation was used to overcome the pressure build-up issues caused by the packing of loose photocatalyst powders whilst simplifying the handling and use of these catalysts. During the present series of experiments, glass beads were chosen as the preferred catalyst support due to the effectiveness demonstrated in Chapters 6 and 7.
The immobilisation of P25 on glass bead substrates was performed through the use of the Giration Induced Adhesive Coating (GIAC) technique described in Section 6.2.4. A known amount of glass beads ($\bar{d}: 2.5 \pm 0.3$ mm, sourced from Glass Sphere S.R.O) were base treated by washing in acetone and ethanol prior to being boiled in basic solution ($\text{NaOH}_{(aq)}, 6$ M) for 2 hours. This base treatment allowed to increase the density of surface OH groups as well as the subsequent adherence of P25 on the glass beads. Once base treated, the glass beads were then washed with de-ionised water until the washings were observed to achieve neutrality and accurately weighed in order to account for any loss of mass resulting from the base treatment. The known mass of glass beads was then placed in a rotating drum in combination with an appropriate amount of P25 in order to achieve a loading of $5 \text{ mg TiO}_2/\text{g beads}$ and allowed to rotate overnight. After the overnight rotation, the beads were weighed once more and their loading was precisely determined.

### 8.2.3 Epoxidation Reactor Design

The photoreactor used during this series of experiments was adapted from that presented in Chapter 7. Figure 8.1 shows the experimental set up used for the photoepoxidation reactions performed during this series of experiments.

#### Introduction of Hexene in the Gas Streams

In order to introduce 1-hexene in the gas stream during the photoepoxidation experiments, the technique used in Chapters 6 and 7 for the introduction of siloxanes and VOCs in gas streams was used. A known amount (10 ml) of 1-hexene in liquid form was placed in a Dreschel bottle under a continuous gas stream (compressed air with a flow rate of $4.31 \pm 0.51$ L/h was used as a carrier gas during this series of experiments). The length of the dreschel bottle’s dip tube was kept at 2 cm from the top of the dreschel bottle in order to ensure a constant concentration of 1-hexene in the gas stream.
Photodepoxidation of Hexene

Fig. 8.1  Schematic diagram showing the experimental set up used for the photoepoxidation of hexene in gas streams. The lower half of the reactor tube is shown as exposed for illustrative purposes.

The gas stream containing hexene was passed at a controlled flow (4.31 ± 0.51 L/h) through the photoreactor shown in Figure 8.1. The photoreactor was composed of a quartz tube (400 mm in length, 24 mm in internal diameter) containing a cold-cathode UVa fluorescent lamp (305 mm long, 4.0 mm in diameter with a spectral peak intensity of 365.44 nm and a power output of 22.6 mW) and a known mass (189.3 g) of catalyst-coated glass beads. By using rubber bungs equipped with stainless steel inlet/outlet tubes (plugged with glass wool) it was possible to render the system airtight whilst maintaining control on the UV lamp as well as on the gas stream. Finally, aluminium foil was wrapped around the quartz tube in order to reflect outgoing UV light and maximise the irradiation of P25.

After passing through the photoreactor, the gas stream was passed into a round bottomed flask. The flask allowed to successfully trap and collect the partial photooxidation products of the reaction.

Chemical Trapping

In order to study the epoxidation of hexene in the flow reactor, chemical trapping followed by GC-MS analysis was performed on the exhaust of the photoreactor. The experimental set up for
chemical trapping of the exhaust’s partial photooxidation products is shown in Figure 8.2. The exhaust stream was bubbled through a round bottomed flask containing toluene which acted as a trapping agent and allowed to concentrate the produced chemical species. In order to ensure an increased retention of the reaction products, the trapping solution was kept in an ice bath. The collection was carried out for a continuous periods of time ranging up to 76 hours, prior to analysis of the solution through GC-MS. In order to minimise the loss of trapping solvent as well as that of highly volatile species, the round bottomed flask was equipped with a condenser as shown in Figure 8.2.

![Fig. 8.2](image_url) Schematic diagram showing the experimental set up used for the chemical trapping of the exhaust during the photoepoxidation reactions of hexene in gas streams.

### 8.2.4 Synthetic Trapping

As a number of partial photodecomposition products are too reactive to be trapped through chemical trapping, their use in photosynthetic reactions has to occur directly in the exhaust of the photoreactor. In order to carry out such “pseudo *in-situ*” reactions, disopropylamine was added to the chemical trap depicted in Figure 8.2. Diisopropylamine was chosen for its well known reactivity towards epoxide groups.\(^{306-308}\) As a result of this reactivity, by adding disopropylamine to the trapping solution any highly reactive epoxides produced during the photoepoxidation reaction were directly used to form more complex synthetic products.

Aliquots were taken from the synthetic reaction mixture over a flow period of 24-72 hours and analysed through GC-MS. Attempts were made to isolate the individual components of the mixture...
through distillation techniques.

8.3 Results and Discussion

8.3.1 1-Hexene Photoepoxidation Product Analysis

Figure 8.3 shows the gas chromatogram of the toluene trapping solution after 24 hours of continuous reaction time. Four main peaks with retention times of 4.31, 5.39, 5.52, and 7.22 minutes, are readily observable in the chromatogram. By correlating the mass spectra of the four main peaks with the GC-MS spectrum of toluene as well as the NIST mass spectrometry database it was possible to identify their corresponding molecules.

The peak observed in Figure 8.3 with a retention time of 4.31 minutes was attributed to the epoxide of 1-hexene, epoxyhexane. This attribution was done by correlating the mas spectrum achieved from the chemicals eluted at 4.31 minutes from the GC column (shown in Figure 8.4) with the mass spectral NIST database. This identification can be seen to correlate well with the peaks observed in the mass spectrum shown in Figure 8.4. Indeed, the highest mass recorded at this time
by the MS was one of 100 amu, consistent with the molecular formula of epoxyhexane \( \text{C}_{16}\text{H}_{12}\text{O} \). Additionally, the main fragmentation peaks are consistent with the proposed structure for these species: the fragment at 85.1 amu can be seen to correspond to a loss of a \( \text{CH}_3 \) group, the fragment with a mass of 71.1 amu can be correlated to a loss of a \( \text{C}_2\text{H}_5 \) group from the carbon backbone of the molecule, the peak at a mass of 58.1 amu can be attributed to the loss of a \( \text{C}_2\text{H}_2\text{O} \) fragment from the epoxy hexane, and finally the peak observed at 55.1 amu can be attributed to the loss of a \( \text{CH}_2\text{O} \) group from one end of the molecule and a \( \text{CH}_3 \) group from the other side of the molecule.

The high concentration of epoxyhexane present in the mixture (as seen by its relative peak intensity) indicates that this product is the primary partial photooxidation product of the reaction. This is a good indication that the rate of decomposition of 1-hexene on \( \text{TiO}_2 \) is very fast until the relatively stable epoxyhexane is formed. After reaching this compound the rate of photodecomposition decreases, thus favouring the accumulation of epoxyhexane in the system. This analysis is supported by previous academic studies which have demonstrated the tendency of 1-hexene to undergo photocatalytic epoxidation. \(^{32,306,309}\)

![Fig. 8.4](image)

---

**Fig. 8.4** Mass spectrum of the species eluted at 4.31 minutes from the gas chromatograph of the partial photooxidation products of 1-hexene, this spectrum correlates to that of epoxyhexane in the NIST database.

The two peaks observable with retention times of 5.39 and 5.52 minutes were identified as impurities present in the toluene trapping solution. The mass spectra of these peaks were correlated to the NIST database, allowing to identify them as ethylbenzene and xylene, respectively. A comparison with a GC-MS analysis of the pure toluene trapping solution revealed the presence of
these two species and allowed to establish their nature as contaminants in the toluene solution. The concentration of these impurities in the system wherein they become the second and third most prominent peaks in a GC-MS spectrum, gives a good indication of the low concentration of the trapped epoxyhexane. This shows that although there is a slowing down in 1-hexene decomposition rate at the point in which epoxyhexane is formed, this reduction in rate remains limited, causing the majority of the 1-hexene to undergo further decomposition beyond the formation of epoxyhexane.

![Mass spectrum of the species eluted at 7.22 minutes from the gas chromatograph of the partial photooxidation products of 1-hexene.](image)

**Fig. 8.5** Mass spectrum of the species eluted at 7.22 minutes from the gas chromatograph of the partial photooxidation products of 1-hexene.

By similarly contrasting the final peak in the GC-MS spectrum shown in Figure 8.3 against the GC-MS of the original toluene solution, it was possible to determine that this species originated from the photoepoxidation reactions. Unfortunately, the MS spectrum corresponding to the species eluted at this retention time (as shown in Figure 8.5) did not correlate with any known species on the NIST database. This inability to identify the molecule can be attributed in part to its very low concentration which led to the lack of strong MS signals. Nonetheless, from the MS in Figure 8.5 it is possible to see the traditional ionisation pattern of CH₃ groups (the m/z peaks at 57.1, 56.1, and 55.1 amu), this indicates that the studied species may be a branched alkane.

Finally, although the species eluted with a retention time of 5.26 minutes did not yield a sizeable peak in the GC-MS spectrum of the reaction, it was possible to identify its nature. By correlating with the NIST database, it was possible to determine that the eluate at 5.26 was 2-hexenal. The presence of this species in the trapping solution indicates the occurrence of a double
bond migration on the organic species during the photoepoxidation reactions. A similar bond migration was previously reported in literature by Pillai and Sahle-Demessie.\textsuperscript{291}

Furthermore, it is important to remember that although it was seen during this series of experiments that the main partial photooxidation product was epoxyhexane, the observed GC-MS spectrum does not supply a full image of the photooxidation reaction. Indeed, the necessity of a 4 minute solvent delay (to eliminate the detection of toluene) signifies that a number of potentially more volatile eluates which may have been produced and captured in the system, remained unobserved. This lack of information is further exacerbated by the technical limitations of the mass spectrometer which rendered impossible the detection of small molecular species such as CO\textsubscript{2}.

These limitations can be partially overcome through chemical reactions. By carrying out a reaction at the exhaust of the photoreactor it is possible to convert small and reactive molecules into larger, more stable, species. These larger molecules will inevitably display longer retention times and thus be analysable through GC-MS.

\subsection*{8.3.2 Tandem Reaction of Diisopropylamine With the Photoreactor Exhaust}

Fig. 8.6 Gas chromatogram of the diisopropylamine/toluene trap used for the tandem reaction of the partial photooxidation products of 1-hexene after 72 h of reaction time. The retention time of the main peaks in the spectrum has been marked above each peak. The nature of the peaks identifiable by correlating the MS of each peak with the NIST database (NIST 98) is also shown.
The gas chromatogram of the trapping mixture containing diisopropylamine after 72 hours of continuous hexene epoxidation reactions is shown in Figure 8.6. From this chromatogram it is possible to distinguish nine different peaks with relative retention times of 4.17, 4.48, 5.32, 5.46, 6.85, 7.03, 7.64, 7.88, and 8.53 minutes. This abundance of species in the gas chromatogram arises from four different sources: the toluene trapping solvent, the diisopropylamine reagent, the un-reacted partial oxidation products, and the products of the reaction between the reactor exhaust and the diisopropylamine. For clarity, the retention times, sources, and known identities of the different species are shown in Table 8.1.

**Table 8.1** Identification of the main GC-MS signals observed in the chemical trap after the reaction of the 1-hexene photodecomposition products with diisopropylamine. The source and confirmed identity of each signal has been reported, the unidentifiable samples have been marked as unknown.

<table>
<thead>
<tr>
<th>Retention time (min)</th>
<th>Origin</th>
<th>Identity</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.17</td>
<td>Photooxidation</td>
<td>Epoxyhexane</td>
</tr>
<tr>
<td>4.48</td>
<td>Diisopropylamine</td>
<td>Diisopropylethylamine</td>
</tr>
<tr>
<td>5.32</td>
<td>Toluene</td>
<td>Ethylbenzene</td>
</tr>
<tr>
<td>5.46</td>
<td>Toluene</td>
<td>Xylene</td>
</tr>
<tr>
<td>6.85</td>
<td>Reaction</td>
<td>Unknown</td>
</tr>
<tr>
<td>7.03</td>
<td>Photooxidation</td>
<td>Unknown</td>
</tr>
<tr>
<td>7.64</td>
<td>Reaction</td>
<td><strong>Unknown A</strong></td>
</tr>
<tr>
<td>7.88</td>
<td>Reaction</td>
<td>Diisopropylformamide</td>
</tr>
<tr>
<td>8.53</td>
<td>Reaction</td>
<td><strong>Unknown B</strong></td>
</tr>
</tbody>
</table>

The origin of the chemical impurities attributed to the toluene and diisopropylamine in Table 8.1 was established by comparing the GC-MS spectrum presented in Figure 8.6 with those of the two species independently. The nature of these impurities was further determined out by correlating the MS spectra of each peak with the NIST database. As such, it was possible to identify the two eluates with retention times of 5.32 and 5.46 as the ethylbenzene and xylene impurities present in the toluene. The eluate detected with a retention time of 4.48 was identified to be diisopropylethylamine. This latter compound is known as Hünig’s base and is a common impurity in diisopropylamine formed by its alkylation.

The source of the two peaks attributed to the photooxidation reaction was determined by comparing the peaks in Figure 8.6 with those observed in the previous studies on the partial photooxidation products of this reaction (as shown in Figure 8.3). As such, by correlating the MS
spectra with the NIST database it was possible to identify the eluate with a retention time of 4.17 minutes as epoxyhexane. The retention time for this species is marginally smaller (\approx 6 \text{ seconds}) than that observed in Figure 8.3, this difference can be attributed to experimental error arising from a short cool down time in the GC method which left the GC oven slightly above the intended initial temperature from a previous GC-MS run at the time in which the analysis of the present sample was carried out. The eluate observed at a retention time of 7.03 minutes can also be attributed to the photooxidation reactions. This species can be seen to elute at 7.06 minutes in Figure 8.3. Unfortunately, due to the low concentration of this species, no positive correlation was achieved with the NIST database.

![Mass spectrum of the species eluted at 6.85 minutes from the gas chromatograph of the reaction of diisopropylamine with the partial photoxidation products of 1-hexene.](image)

**Fig. 8.7** Mass spectrum of the species eluted at 6.85 minutes from the gas chromatograph of the reaction of diisopropylamine with the partial photoxidation products of 1-hexene.

A similar lack of correlation limited the identification of the main products of the diisopropylamine reaction. The species eluted with a retention time of 6.85 minutes was unique to the spectra containing the photooxidation products in combination with the diisopropylamine. Unfortunately, the MS of this species (shown in Figure 8.7) could not be correlated to any species present in the available NIST database. Nonetheless, it is possible to ascertain that this species is the product of a reaction of diisopropylamine by the odd-numbered m/z peak (141.2 amu) as well as the even-numbered fragments of the molecule which indicate the presence of nitrogen in the species.
In a similar fashion, the two major products of the diisopropylamine reaction (unknown A and unknown B in Table 8.1) did not correlate to any species present in the NIST database. However, by observing their respective MS traces (Figure 8.8 for unknown A and Figure 8.9 for unknown B) it is possible to suggest the molecular structures for these species. It can be seen from the odd m/z peak (155.3 amu) as well as the 14 amu difference between most fragments in Figure 8.8 that unknown A is a nitrogen containing species which fragments by losing CH$_2$ groups. A similar analysis can be made for the MS spectrum of unknown B in Figure 8.9 with the sole difference that unknown B is larger by 14 amu. This difference between unknown A and unknown B indicates that both molecules originate from species with similar structures but which differ from each other by a single CH$_2$ group.
Fig. 8.9  Mass spectrum of one of the major products of the reaction of diisopropylamine with the partial photoxidation products of 1-hexenespecies. This species is labelled as unknown B and was eluted with a retention time of 8.53 minutes.

Fig. 8.10  Proposed molecular structure for the two major unknown products formed during the reaction of the partial photodecomposition products of 1-hexene with diisopropylamine.

Based on the MS patterns of unknown A and unknown B, it becomes possible to suggest the structures of these two species as shown in Figure 8.10. By further taking into account the known reactivity of the diisopropylamine, it is plausible that the two unknown species were synthesised from the ring opening reactions of their respective epoxides, followed by rapid condensation reactions, as shown in Figure 8.11.
The difference of CH$_2$ group between the starting materials of the two unknown molecules is consistent with the known photooxidation processes on TiO$_2$ which occur through the gradual fragmentation of organic molecules. Figure 8.12 suggests a series of possible reaction pathways through which the starting products for unknown A and unknown B could have been created. It is nonetheless important to note that the process of organic photodecomposition on TiO$_2$ is a complicated one that proceeds through a large variety of different pathways. As such, the scheme proposed in Figure 8.12 can only be considered as a possible synthetic route until further evidence (such as the in situ analysis of the reactions) can be gathered.

Although attempts were made during this series of experiments in order to isolate both of the two unknown species, these approaches were unsuccessful and further work had to be postponed as a result of time constraints.
Fig. 8.12 Proposed scheme for the formation of the epoxide precursors to unknown A and unknown B from 1-hexene. \([O] = \text{oxidant/O}_2\).

8.4 Conclusions

During this series of experiments, it was possible to successfully demonstrate the potential for the photocatalytic reactor designed during this study as a technology whose use exceeds the simple photodecomposition of toxic contaminants in gas streams.

The photoepoxidation of 1-hexene into epoxyhexane was performed successfully. Although this reaction generated only limited quantities of epoxyhexane over extended periods of time, the conversion was achieved with only a cold cathode UV lamp as energy source. As such, this series of experiments shows the development of a system which allows to create highly useful chemical species whilst only using limited amounts of energy. This advantage in combination with the potential of photoreactor optimisation to increase the yield of epoxyhexane renders the developed technologies attractive at an industrial level. Furthermore, the production of a number of secondary partial photooxidation products was observed in the created system. Amongst these products it was postulated that there were species too volatile or too reactive to be successfully detected through traditional means.

In order to take advantage of these species, a chemical reaction was successfully performed at
the exhaust of the photoreactor, allowing to create two novel compounds. Due to limitations in the MS database, the ultimate identification of the newly created compounds was difficult. Nonetheless, it was possible to suggest the molecular structure of these species. Further literature studies demonstrated the rarity of these species which have been mentioned only briefly in literature\textsuperscript{310,311} and whose use has been investigated as anti-tumour and analgesic agents, leading to the publication of two patents within the last 25 years.\textsuperscript{310,312,313}

Information on the traditional synthesis procedures for the two structures created during this series of experiments is hard to achieve and few methods seem to exist.\textsuperscript{311,312} These methods require complex catalysts and allow to yield the molecules only as metal complexes. As such, the technologies presented during this series of experiments offer the potential for a low cost synthesis of species whose creation remains problematic through non photocatalytic means.

In conclusion, through the present series of experiments it was possible to develop the technologies used for the decomposition of VOCs in gas streams and adapt them to become synthetic reactors. The presented technologies still require a significant amount of optimisation in order to achieve industrial viability. Nonetheless, the potential for the use of photoreactors as facile, energy-efficient, alternatives to traditional multi-stage organic syntheses, is readily apparent. As such, it is possible to see the developed reactors as an initial step towards the creation of a more powerful and more sustainable chemical industry.
9. Conclusions and Future Developments

Throughout this thesis a large number of novel developments were carried out in the field of TiO\textsubscript{2} mediated gas-phase photocatalysis. From these developments it becomes possible to envisage a significant amount of future work both at academic and industrial levels in order to achieve high efficiency, commercial, photocatalytic gas purification reactors.

9.1 Conclusions

During the present study a series of novel TiO\textsubscript{2} nanostructures were synthesised in order to develop a technique for the enhanced gas phase photodecomposition of organic pollutants. The application of these catalysts in the absorptive and photocatalytic removal of siloxanes from static environments allowed to determine an ideal candidate for the photodecomposition of contaminants in gas streams. As such, P25 was coated on glass beads by using a novel technique and used as the photocatalyst for the decomposition of both siloxanes and VOCs in gas streams. Further work on gas flow reactors allowed to demonstrate their potential to carry out functional group interconversions.

Initial synthetic experiments were focused on the development of high surface area nanostructures for the effective photodecomposition of siloxanes. Through the electrospinning technique, TiO\textsubscript{2}, SiO\textsubscript{2}, and WO\textsubscript{3} nanofibres were successfully created. Further templating studies allowed to create three novel nanostructures with enhanced surface areas: core/shell SiO\textsubscript{2}/TiO\textsubscript{2} nanofibres, porous TiO\textsubscript{2} nanofibres, and hollow TiO\textsubscript{2} nanofibres. The morphological and electronic properties of these structures were successfully characterised in order to establish appropriate candidates for the photocatalytic purification of gases. Of the six created structures, both the core/shell and hollow nanofibres were discounted for applications in the industrial photodecomposition of contaminants. The core-shell nanofibres were discounted due to their complex preparation technique.
which rendered them unsuitable for large scale industrial applications whilst the hollow nanofibres were discarded due to a high mechanical fragility inherent to the created architectures.

Following the selection of potential photocatalysts, studies were carried out to investigate their siloxane adsorption properties. These studies successfully compared the synthesised nanofibrous structures to the industrial standard adsorption media used by PpTek ltd. in order to achieve a benchmark for the removal of siloxanes through adsorption. The adsorption properties of the created nanofibrous catalysts were further compared to two additional materials with high surface areas synthesised during this study: silica aerogel granules, and modified silica gel beads. The commercially available silica gel was seen to be the ideal adsorbent for siloxanes, displaying an adsorption capacity 50% larger than that of the PpTek media. The aerogel granules proved to be rapid adsorbents although they only displayed a limited siloxane adsorption capacity due to the presence of inaccessible internal pores. Similarly, the nanofibrous TiO$_2$ and SiO$_2$ structures were shown to be only mildly effective at removing gas-phase siloxanes by adsorption, with the SiO$_2$ nanofibres showing a greater affinity for siloxanes due to their chemical composition. From these studies, it was possible to establish a baseline for the removal of siloxanes and monitor the relative adsorption properties of the different nanostructured catalysts. It was further possible to gain an insight on the adsorption affinity of siloxanes with the created structures and the parameters which govern the catalyst-siloxane contact time.

After having established a baseline value for the removal of siloxanes in the gas phase, the photodecomposition properties of the created nanofibrous structures were determined in static environments in order to select one ideal photocatalyst for the purification of gas streams at industrial levels. These studies allowed to ascertain the rates of decomposition of the created structures and compare them with those of the commercially available nano-photocatalyst P25. From the decomposition studies it was successfully shown that the created porous TiO$_2$ nanofibres displayed the highest photodecomposition efficiency. The achieved siloxane decomposition kinetics were further improved by applying doping to the created nanostructures. WO$_3$ doped TiO$_2$ nanofibres were thus created and their siloxane decomposition properties studied. Eventually, it was possible to develop an ideal photocatalyst for the decomposition of gas-phase siloxanes through these studies. Indeed, TiO$_2$ nanofibres doped with 1 mol% of WO$_3$ demonstrated an effective increase in photodecomposition rate of 126% with respect to P25.
The successful decomposition of siloxanes in static environments allowed to proceed further into developing the industrial applicability of the studied photocatalysts for the purification of gas streams. As such, a TiO$_2$ based gas stream photoreactor was developed. In order to ensure the industrial applicability of the created technologies, P25 was chosen as the photocatalyst due to its large scale commercial availability. A novel technique, the GIAC method, was developed in order to support the catalyst on glass bead substrates and ensure a maximum gas-catalyst contact time. The GIAC method allowed to achieve a mechanically stable catalyst coating on the glass substrates, thus further enhancing the industrial applicability of the developed techniques.

With an industrially compatible gas stream photoreactor, it was possible to investigate the siloxane photodecomposition properties of P25. As the photodecomposition of siloxanes led to the formation of SiO$_2$ residues on the catalysts surface, the catalyst’s TON was investigated. From the TON of the photocatalytic reactor it was observed that the total amount of siloxane decomposed by the photoreactor was over twice that removed by the industrial adsorbents in static reaction conditions, demonstrating the effectiveness of photocatalytic purification techniques. Further flow degradation studies were carried out in order to achieve the regeneration of the TiO$_2$ catalysts. Two different techniques allowed to achieve full regeneration of catalytic activities: chemical recoating and mechanical recoating. Although both of the techniques provided a catalytic regeneration of $\sim 100\%$, mechanical recoating was observed to be the most appealing for industrial applications. This preference was determined based on the facilitation of industrial requirements as mechanical recoating proceeded through the GIAC method whilst chemical recoating required a separate ad-hoc procedure.

Having established the viability and potential of TiO$_2$ based photocatalytic reactors for the purification of biogas, the scope of the designed devices was expanded to include the purification of ambient environments. The photocatalytic reactor was further optimised and used to successfully decompose three common VOCs. Although it was possible to decompose IPA, acetone, and styrene to non-toxic levels in gas streams, the formation of carbonaceous deposits and partial photooxidation products was observed during these experiments. In particular, through GC-MS analysis it was possible to determine the main partial photodecomposition products of styrene and establish potential mechanistic pathways towards their formation.

The study of partial photocatalytic decomposition products was further pursued in the final
series of experiments presented during this thesis. In these experiments it was shown that, using the established photoreactor design, it was possible to carry out the photoepoxidation of hexene. Further experiments were carried out in order to directly react the less stable partial photooxidation products issued from the gas flow reactors. As such, it was possible to synthesise two particular molecular species. By analysing the GC-MS data for the two species it was possible to propose their molecular structure as well as a potential synthetic pathway for each molecule. The synthesised molecules are particularly important as their presence is only poorly recorded in literature and routes to their synthesis are complicated and expensive. This successful synthesis allowed to further expand the scope of the created devices from simple gas purification systems to synthetic molecular pipelines.

In conclusion, during the present thesis it was possible to study the photodecomposition properties of a variety of nanostructures which led to the development of highly efficient photocatalytic reactors for the photodecomposition of contaminants in the gas phase. The development of the presented technologies was performed in such a way as to retain and enhance their industrial applicability. In addition to their role as photocatalytic purification agents, it was further possible to demonstrate the potential of the developed reactors to act as sources of rare and novel organic synthesis precursors.
9.2 Future Developments

Two main avenues, one academic and the other industrial, can be pursued in order to further develop and expand on the work presented during this thesis.

Academic Prospects

From an academic perspective, future work developed from this thesis should focus primarily on furthering the photosynthetic research presented in Chapter 8. Initially, efforts should be made to isolate and identify the two novel synthetic products created in order to ascertain their mechanistic formation pathways. This could be performed through a variety of techniques amongst which liquid chromatography and cryogenic distillation. Once a solid understanding of the underlying processes is achieved, the photosynthetic reactor can be developed further in order to study its effectiveness as a synthetic flow reactor for the formation of rare organic molecules.

In parallel to these studies, the efficiency of the photosynthetic reactor could be further increased by modifying the used photocatalysts as well as the concentration of oxidising agents (such as O₂) in the gas streams. By changing the catalyst’s specific properties it will be possible to modify the selectivity of the photocatalytic reactions and promote the formation of partial photooxidation products over that of CO₂. However, as the reduction of selectivity for CO₂ is often accompanied by a loss in conversion, studies will have to focus on the selection of a catalyst which will allow a minimal loss in overall conversion whilst maintaining a low CO₂ selectivity.

Further advancements to the photocatalytic efficiency of the reactor could also be achieved through the development of nanomaterials with increased surface area. It was shown during this study that nanomaterials with enhanced surface areas displayed improved photocatalytic decomposition properties. As such, further studies into the quantification of the surface area of the created catalysts through BET devices as well as the development of high surface area nanomaterials becomes essential.

Through these improvements it should be possible to develop a second generation of photocatalysts. These materials would allow to further expand the use of the presented technologies by enhancing the photocatalytic degradation of the reactors as well as developing a fine control over
the chemical output of these reactors. From this, further studies should be performed in order to lower the energetic requirements of the system by using lower band gap semiconductors and thus allow for the development of a solar-powered photocatalytic gas purification reactor.

**Industrial Prospects**

A number of industrial developments can be brought forward from the work presented during this thesis. Due to the effectiveness of the GIAC coating technique, intellectual protection has been sought for this method and, at the time of writing, is undergoing the patent application process under a revised name. Further work on this technique should focus on the scaling up of the coating procedure such that a large throughput of substrate coated catalysts can be achieved within reduced time-scales.
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**Fig. 9.1** Photograph of the prototype photoreactor developed for the industrial photodecomposition of siloxanes in biogas.

This enhancement of the GIAC coating procedure should be performed in combination with the industrial application of the photoreactors presented during this thesis. Recent progress in this field has allowed for the successful construction of the first photocatalytic purification reactor prototype. At the time of writing, a created photocatalytic reactor prototype (shown in Figure 9.1) is awaiting formal approval in order to be applied to industrial biogas flows. From the data gathered during these tests, it will be possible to establish the drawbacks of the technology and determine the required engineering and chemical improvements necessary to establish the developed technologies as commercially successful systems.
One of the major developments required by industrial systems on the technologies presented in this thesis will be to address the lifetime of the catalysts as well as their regeneration techniques. Indeed, in order to render the developed reactors competitive at an industrial scale, not only does the level of siloxane removal need to exceed that of the industrially used standards but the lifetime of the catalysts must also be long enough to require only a minimal level of regeneration. The lifetime of the catalysts can be extended through a variety of ways which range from the improvement of the photocatalysts at a chemical level (by using different semiconductors), to a modification in engineering which allows to optimise the interaction between the catalysts and the contaminant species through different reactor designs. The regeneration techniques presented in this study require further work in order to ascertain their potential over extended regeneration cycles as well as the ultimate financial costs of the recoating procedures.

By combining the proposed academic and industrial improvements, it is possible to see in the present thesis the first steps towards the development of cheap, energy efficient, and versatile photocatalytic gas purification and synthesis devices. Such devices would allow for a low-cost, solar-powered, air purification system aimed at the sterilisation of contained atmospheres in countries with emerging economies. In addition to this, photocatalytic reactors based on the presented technology could be used in developed economies for the production of specialised molecular species in both academic and pharmaceutical environments. In the long term, it is possible to envisage the ultimate development of a photocatalytic chemical pipeline which would allow for the synthesis of tailored chemicals through the simple use of solar energy, as dreamed of in the dawn of the 20th century:

“On the arid lands there will spring up industrial colonies without smoke and without smokestacks; forests of glass tubes will extend over the plains and glass buildings will rise everywhere; inside of these will take place the photochemical processes that hitherto have been the guarded secret of the plants, but that will have been mastered by human industry which will know how to make them bear even more abundant fruit than nature, for nature is not in a hurry and mankind is. ... If our black and nervous civilization, based on coal, shall be followed by a quieter civilization based on the utilization of solar energy, that will not be harmful to progress and to human happiness.” - Giacomo Ciamician, Bologna, 1912.
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