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Abstract—Simultaneous wireless information and power transfer (SWIPT)-enabled cognitive networks (CRNs) is recognized as one of the most promising techniques to improve spectrum efficiency and prolong operation lifetime in 5G and beyond. However, existing methods focus on the centralized algorithm and the power allocation under perfect channel state information (CSI). The analytical solution and the impact of power splitting (PS) on the optimal power allocation strategy are not addressed. In addition, the influence of the PS factor on the feasible region of transit power is rarely analyzed. In this paper, we propose a joint power allocation and PS algorithm under perfect CSI and imperfect CSI, respectively, for multiuser SWIPT-enabled CRNs scenarios. The power minimization of resource allocation problem is formulated as a multivariate nonconvex optimization problem. Moreover, a closed-form distributed power allocation and PS expressions are derived by the Lagrangian approach. Simulation results confirm the proposed method with good robustness and high energy efficiency.
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I. INTRODUCTION

With the increasing number of mobile terminals, energy consumption becomes a huge problem. How to prolong the network lifetime and reduce power consumption have attracted lots of intention from both industry and academicians. Currently, simultaneous wireless information and power transfer (SWIPT) is proposed for extending the life cycle of energy-limited communication networks by harvesting surrounding radio frequency [1]–[4]. According to the policy of the SWIPT, wireless information is divided into two kinds of signals: energy-harvesting signal and information-decoding signal. Specifically, the former can allow wireless terminals to harvest the radio frequency (RF) energy so that it is a good method to provide the sustainable power. The latter can support information decoding for the basic quality of service (QoS) of users. As a result, the works on SWIPT technique have been concerned by many scholars [5]–[7].

On the other side, cognitive radio (CR) is proposed to improve spectrum efficiency (SE) by permitting secondary users (SUs) to access the spectrum owned by primary users (PUs) [8]–[12]. Nevertheless, in practical communication environments, system performance may be strongly constrained by the energy-constrained users, e.g., wireless sensor networks (WSNs), device-to-device (D2D) networks. Therefore, applying the SWIPT technique in CR networks (CRNs) can not only guarantee good SE but also improve the lifetime of networks by harvesting the surrounding RF energy. As a result, SWIPT-enabled CRNs have become an effective technique for the next-generation communication network.

SWIPT-enabled CRNs face greater connalional challenges than the conventional CRNs and traditional SWIPT networks [13]. On the one hand, resource allocation (RA) problems become more complex due to the introducing multivariate parameters (e.g., transmit power and power splitting (PS) ratio), which can lead to a nonconvex optimization problem. On the other hand, the energy harvesting (EH) technique may bring some nonlinear characteristics to the conventional system, which cause excessive data processing and message overhead. Thus, in the view of computational complexity, the low-cost totally distributed RA algorithm is more significant in SWIPT-enabled CRNs.

The RA problem has been widely investigated in SWIPT-enabled CRNs from the aspect of power optimization, beamforming optimization, time splitting optimization, etc. In [14], the joint delay balance and power allocation problem was studied to achieve the energy efficiency (EE) maximization of SUs for an EH CRNs with a stochastic Stackelberg game approach. The authors in [15] investigated the joint power control and time allocation problem to achieve the sum-rate maximization of SUs for wireless powered CRNs, where SUs first harvest energy in the downlink wireless power transfer phase and then use the energy for data transmission in the uplink wireless information transmission phase in a time-division way. In [16], the optimal RA for the harvested energy...
maximization of SUs was studied for a wideband CRN with SWIPT. In [17], a simultaneous cooperative spectrum sensing and EH model was proposed to improve the transmission performance of the multichannel CRN, where the aggregate throughput and EE were maximized by jointing optimizing the sensing time and transmission power. In [18], the optimal RA problem for the harvested energy maximization of PUs was studied for wireless power transfer in CRNs by using the support vector machine and the particle swarm optimization technique. In [19], the bandwidth utility maximization problem with optimal time slot allocation was formulated for achieving the proportional fairness transmission in a cognitive wireless powered communication network. In [20], the sum throughput maximization of SUs was studied for a wireless powered CRN with a non-linear EH model. The RA problem for secure communication was studied for cooperative cognitive wireless powered communication networks [21]. However, the above works are studied under the assumption of perfect channel state information (CSI).

In practical communication systems, it is difficult to obtain the exact channel parameters due to the randomness of wireless channels. Moreover, the inherent non-linearities of practical EH hardware may cause the estimation errors. Thus, robust RA problems are very important for practical cognitive SWIPT networks. In [22], under the worst-case channel uncertainty model, the robust transceiver design for SWIPT in multiple-input-multiple-output (MIMO) underlay CRNs was investigated to maximize the sum harvested power at the energy harvesting receivers meanwhile guaranteeing the required minimum mean-square-error (MMSE) at the secondary information-decoding (ID) receiver and the interference constraints at the primary receivers. But the PS factor optimization was not neglected. In [23], the multi-objective optimization problem with the aim of jointly minimizing the total transmit power and maximizing the EH efficiency was investigated for multiple-input-single-output (MISO) CRNs with SWIPT where the CSI of the link between the secondary transmitter and idle secondary receiver was modeled by using the bounded channel uncertainty set. To guarantee secure communication and EH, in [24], the problem of robust secure artificial noise-aided beamforming and power splitting design was investigated for a MISO CRN with SWIPT under the bounded CSI error model and the probabilistic CSI error. In [25], the robust max-min fairness RA in sensing-based wideband CRN with SWIPT was studied under the assumption of imperfect spectrum sensing and CSI. In [26], to balance the consumed power and the harvested power, a robust RA problem was studied in a MISO CRN with SWIPT under imperfect CSI.

A. Motivation and Contributions

Although in the above-mentioned literature, CSI is generally assumed to be imperfect, the PS design is rarely involved. The PS factor is the key metric for balancing the optimality of information transmission and the harvested energy, which needs to be designed carefully. Moreover, the low-cost distributed algorithm can reduce overhead among different users but is not addressed. Furthermore, the influence of the PS factor on the feasible region of available transmission power is rarely analyzed, which is also important to reduce the complexity of the algorithm by relaxing some strong constraints.

In this paper, the optimal and robust RA problem is investigated for a multiuser SWIPT-enabled cognitive ad hoc network, where multiple pairs of SUs can use the licensed spectrum owned by one pair of PUs in an underlay spectrum sharing way and the PS-based protocol is used at the EH receiver. The contributions are summarized as follows.

- A total power minimization RA problem (i.e., this objective leads to a low total interference power leakage in general) is formulated subject to the constraint on transmit power, harvested energy, interference temperature, user’s signal-to-interference-plus-noise ratio (SINR) and PS coefficient. The transmit power and PS design are jointly optimized to reduce the energy consumption for prolonging the lifetime of wireless networks.
- The relationship between the user’s SINR and the harvested energy is analyzed to reflect the impact of PS coefficient on the available transmit power. Under perfect CSI, the nonconvex problem is firstly decomposed into the problem with the low-harvested energy and the one with the high-harvested energy, which are transformed into the convex problem and resolved with closed-form solutions. Under spherical channel uncertainties, the robust RA problem is converted into a convex one by using the worst-case approach. The robust sensitivity is also deduced.
- We further propose a distributed RA algorithm for the ease of information exchange among different users. Compared with centralized algorithm which requires more dedicated computation resources and overhead during communication, our algorithm is more suitable for low-power and small devices such as Internet of Things (IoTs).

B. Paper Organization

The rest of this paper is organized as follows. Section II introduces the system model and problem formulation. Section III presents the transformation process and feasible region analysis of the system model. Section IV gives the optimal RA with perfect CSI under low-energy level and high-energy level. The robust RA with imperfect CSI is given in Section V. Section VI presents the simulation results. Conclusions are introduced in Section VII. The abbreviations used in this paper are summarized in Table I.

II. SYSTEM MODEL AND FORMULATION

Consider a cognitive ad hoc network with SWIPT where each receiver has equipped the SWIPT function. There are $M$ SU links (e.g., $\forall i, m \in \mathcal{M} = \{1, 2, \cdots, M\}$) and one pair of PUs. There is no central control base station (BS) and each receiver can harvest the electromagnetic energy from the surrounding environment to prolong the lifetime of each node. The PS-based protocol [2] is applied in this model. Specifically, the received signal at the receiver is processed by
a power splitter: a portion of the received power is split for EH and the other energy is split for ID [27]. That is to say that the receiver can achieve EH and information processing simultaneously. The considered model can be envisioned in the fifth generation communication networks, such as D2D network, wireless sensor networks, where energy-limited devices exist in the communication scenario. We assume that all SUs can share the same spectrum with PUs and each user has a single antenna. The SUs can estimates the channel gain from SU transmitter (SU-Tx) to each SU receiver (PU-Rx) by listening to the feedback signals from the PU-Rx and broadcast the channel information to the other SUs for transmission power control [28], [29]. The symbol definition used in the paper is summarized in Table II.

Since the sampled additive white gaussian noise (AWGN) of RF band to the baseband signal conversion is much smaller than the sum interference power from PUs and SUs, therefore, the noise from energy harvesting can be assumed to be zero [25], [30]. The interference from the PU transmitter (PU-Tx) to each SU receiver (SU-Rx) is assumed to be included in the noise [13]. Based on these assumptions, the received SINR at the \( m \)-th SU-Rx can be expressed as

\[ E_m = \sum_{i=1}^{M} \gamma_m^i p_m h_{i,m} - \sum_{i \neq m} p_i h_{i,m} + \sigma_m \]

Based on the linear energy harvesting model [31], the power of the received signal for the energy harvesting at the SU-Rx of link \( m \) can be expressed as

\[ E_m = \theta \sum_{i=1}^{M} \rho_m p_i h_{i,m}. \] (2)

To maintain the lifetime of secondary network, the considered RA problem with total power minimization is

\[ \min_{\{p_m, \rho_m\}} \sum_{m=1}^{M} p_m \] s.t. \[ C_1 : \sum_{m=1}^{M} p_m g_m \leq I^h, \]

\[ C_2 : \gamma_m \geq \gamma_m^{\min}, \]

\[ C_3 : E_m \geq E_m^{\min}, \]

\[ C_4 : p_m \leq p_m^{\max}, \]

\[ C_5 : 0 \leq \rho_m \leq 1, \]

where \( C_1 \) and \( C_2 \) can satisfy the QoS guarantee of the PU and each SU, respectively. \( C_3 \) denotes the minimum harvested energy requirement for maintaining the lifetime of each SU. \( C_4 \) is constrained by the battery capacity.

Since there is no channel uncertainty in problem (3), it is a nominal optimization problem (i.e., non-robust problem) under perfect CSI [7], [32]. In general, problem (3) is nonconvex due to the coupled variables \( p_m, \rho_m, \forall m \) in \( C_2 \) and \( C_3 \). Thus it is difficult to directly obtain the closed-form solutions. We have the following Lemma 1.

**Lemma 1: **If the harvested energy threshold satisfies \( E_m^{\min} \leq \rho_m \gamma_m^{\min} \sigma_m \), the SINR constraint can be simplified as

\[ p_m h_{m,m} \geq \gamma_m^{\min}, \]

Otherwise, it can be simplified the linear constraint \( p_m h_{m,m} \geq \gamma_m^{\min} (1 + \rho_m) \sigma_m \). The above discussions can be summarized as follows

\[ p_m h_{m,m} \geq H_m \]

where \( H_m = \gamma_m^{\min} (\theta \sigma_m + \gamma_m^{\min} \sigma_m) \). The proof is provided in Appendix A.

Additionally, when \( 0 \leq \rho_m \leq 0.5, \frac{\rho_m}{1-\rho_m} \leq 1 \) holds. We
can simplify (4) as
\[ p_m h_{m, m} \geq \bar{H}_m = \begin{cases} \frac{\gamma_m \min \sigma_m}{1 - \rho_m}, & E_{m} \min \leq \theta \gamma_m \min \sigma_m, \quad (5) \end{cases} \]

Remark 1: when \( \rho_m \leq 0.5 \) holds, it means that the EH efficiency is lower than that of the ID for data transmission. The system mainly focuses on information transmission. Otherwise, the system tends to harvest more energy to store for supporting the long-time operation or uplink transmission. As a result, compared with \( C_2 \), the Eq. (4) is decoupled with respect to the transmit power \( p_m \), which is easier for optimal power design.

Based on (3) and (4), we have the following equivalent optimization problem
\[
\begin{align*}
\min_{\{p_m, \rho_m\}} & \quad \sum_{m=1}^{M} p_m \\
\text{s.t.} & \quad C_1, C_3, C_4, C_5, \\
& \quad \bar{C}_2: p_m h_{m, m} \geq \bar{H}_m.
\end{align*}
\tag{6}
\]

III. TRANSFORMATION AND FEASIBILITY ANALYSIS

Though easier compared with its original form in (3), problem (6) is still difficult to solve due to the coupled variables \( p_m, \rho_m \). If we want to simplify the solution process and reduce the complexity of power allocation, it is better to combine the constraints \( \bar{C}_2 \) and \( C_3 \) into one constraint, which is helpful to obtain the analytical solution of power allocation and the PS coefficient.

A. Transformation of System Model

Case 1: When \( E_{m} \min \leq \frac{\theta p_m \gamma_m \min \sigma_m}{1 - \rho_m} \), the SINR constraint of each SU (e.g., \( C_2 \)) can be rewritten as
\[ p_m h_{m, m} \geq \frac{\gamma_m \min \sigma_m}{1 - \rho_m}. \tag{7} \]

According to (2), the constraint \( C_3 \) can be rewritten as
\[ p_m h_{m, m} \geq \frac{E_{m} \min}{\theta p_m} - Z_m, \tag{8} \]

where \( Z_m = \frac{1}{M} \sum_{i \neq m} p_i h_{i, m} \geq 0 \). According to \( E_{m} \min \leq \frac{\theta p_m \gamma_m \min \sigma_m}{1 - \rho_m} \), we have the following relationship
\[ f^1 = \frac{E_{m} \min}{\theta p_m} - Z_m \leq \frac{\gamma_m \min \sigma_m}{1 - \rho_m} \times \frac{1}{\theta p_m} - Z_m \]
\[ = \frac{\gamma_m \min \sigma_m}{1 - \rho_m} - Z_m. \tag{9} \]

Therefore,
\[ \max f^1 = \gamma_m \min \sigma_m \frac{1}{1 - \rho_m} - Z_m \leq \gamma_m \min \sigma_m \frac{1}{1 - \rho_m}. \tag{10} \]

Combining (7), (8) with (10), we only have one constraint (7). The problem (6) becomes the following problem with the low-harvested energy requirement
\[ \begin{align*}
\min_{\{p_m, \rho_m\}} & \quad \sum_{m=1}^{M} p_m \\
\text{s.t.} & \quad C_1, C_3, C_4, C_5, \\
& \quad \bar{C}_2: p_m h_{m, m} \geq \frac{\gamma_m \min \sigma_m}{1 - \rho_m}.
\end{align*} \tag{11} \]

Case 2: When \( E_{m} \min \geq \frac{\theta p_m \gamma_m \min \sigma_m}{1 - \rho_m} \), the SINR constraint of each SU (e.g., \( C_2 \)) becomes
\[ p_m h_{m, m} \geq \bar{H}_m. \tag{12} \]

Since the harvested energy threshold \( E_{m} \min \) is a bounded value, thus we have
\[ \theta p_m \gamma_m \min \sigma_m \frac{1}{1 - \rho_m} \leq E_{m} \min \leq E_{m} \max. \tag{13} \]

Ignore the impact of PU and consider an ideal case, the maximum harvesting energy is \( E_{m} \max = M \rho_m \max \) according to (2).

Lemma 2: Under \( E_{m} \min \geq \frac{\theta p_m \gamma_m \min \sigma_m}{1 - \rho_m} \), we have the following relationship
\[ \frac{E_{m} \min}{\theta p_m} - Z_m \geq H_m \iff Z_m \leq \frac{E_{m} \min}{\theta p_m} - H_m. \tag{14} \]

The proof is given in Appendix B.

Thus, the EH constraint \( C_3 \) and the SINR constraint \( \bar{C}_2 \) can be integrated into the EH constraint, which means the SINR constraint of each FU \( C_2 \) can be replaced by \( p_m h_{m, m} \geq \frac{E_{m} \min}{\theta p_m} - Z_m \). Since \( E_m = \theta p_m (p_m h_{m, m} + Z_m) \geq E_{m} \min \) and \( E_{m} \min \geq \frac{\theta p_m \gamma_m \min \sigma_m}{1 - \rho_m} \), we have \( E_m \geq \frac{\theta p_m \gamma_m \min \sigma_m}{1 - \rho_m} \). And the optimization problem (7) becomes the following problem with the high-harvested energy requirement
\[ \begin{align*}
\min_{\{p_m, \rho_m\}} & \quad \sum_{m=1}^{M} p_m \\
\text{s.t.} & \quad C_1, C_4, C_5, \\
& \quad \bar{C}_6: E_m \geq \frac{\theta p_m \gamma_m \min \sigma_m}{1 - \rho_m}.
\end{align*} \tag{15} \]

B. Feasible Region Analysis

Case 1: feasible region analysis of (P1). From the constraint \( \bar{C}_2 \) and \( C_3 \), it is easy to obtain the available PS ratio
\[ \frac{1}{1 + \frac{\theta p_m \gamma_m \min \sigma_m}{E_{m} \min}} \leq \rho_m \leq 1. \]
Based on the constraint \( \bar{C}_2 \), we have \( \rho_m \leq 1 - \frac{\gamma_m \min \sigma_m}{E_{m} \min} \). Since \( \frac{\gamma_m \min \sigma_m}{E_{m} \min} > 0 \), there must
be \((1 - \frac{\sigma_m}{\rho_m}) < 1\). There, the PS ratio need to satisfy the interval \(\frac{1}{1 + \theta \gamma \sigma_m / \rho_m} \leq \rho_m \leq \frac{\gamma \sigma_m}{\rho_m} \). Based on the constraint \(C_5\), we can derive the low bound of transmit power \(p_m^{\min} = \frac{\gamma \sigma_m}{(1 + \rho_m) \gamma \sigma_m}\). Thus, combining with \(C_4\) for any user \(m\), the transmit power should be satisfied from the interval \(\frac{\gamma \sigma_m}{(1 + \rho_m) \gamma \sigma_m} \leq p_m \leq p_m^{\max}\). Moreover, since \(p_m \leq \frac{\gamma \sigma_m}{(1 + \rho_m) \gamma \sigma_m}\) and \(p_m \geq \frac{\gamma \sigma_m}{(1 + \rho_m) \gamma \sigma_m}\), we have \(\frac{\gamma \sigma_m}{(1 + \rho_m) \gamma \sigma_m} \leq p_m \leq \frac{\gamma \sigma_m}{(1 + \rho_m) \gamma \sigma_m}\). Thus we have \(p_m \leq 0.5\). If any fading channel gain satisfies \(g_m \leq 1\) [33], we have \(\sum_{m=1}^{M} p_m g_m \leq \sum_{m=1}^{M} p_m \leq I^{\text{th}}\).

**Case 2:** feasible region analysis of (P2). Similarly, according to the constraint \(C_5\) and \(C_6\), the PS ratio is determined by the interval \(0.5 \leq \rho_m \leq \frac{1}{1 + \theta \gamma \sigma_m / \rho_m}\). Since \(0.5 \leq \rho_m\), thus we have \(\frac{1}{\rho_m} \geq 1\). And we have the relationship \(E_m^{\min} \geq \theta \gamma \sigma_m\). Based on (13), we have the worst-case energy harvesting threshold \(\theta \gamma \sigma_m \leq E_m^{\min} \leq M p_m^{\max}\). Additionally, based on the analysis above (15), we have the low bound of transmit power \(p_m^{\min} = \frac{E_m^{\min} - \theta \gamma \sigma_m Z_m}{\rho_m g_m \rho_m}\). Combining with \(C_4\), we have the range of transmit power \(\frac{E_m^{\min} - \theta \gamma \sigma_m Z_m}{\rho_m g_m \rho_m} \leq p_m \leq p_m^{\max}\) and \(\sum_{m=1}^{M} p_m \leq I^{\text{th}}\). The analysis result is summarized in Table III.

**IV. OPTIMAL RA WITH PERFECT CSI**

Although the objective is a linear combination which is convex [34], the problems (P1) and (P2) are difficult to obtain the globally optimal solutions due to the coupled variables \(p_m, \rho_m\). In this section, we propose the suboptimal solutions by decomposing them into two subproblems under the fixed PS coefficient and the optimal transmit power, which is commonly used to the scenarios of the multi-objective optimization [24], [25], [35].

**A. Optimal RA under Low-Energy Level**

1) Power Allocation with the Fixed PS Ratio: Under the fixed PS coefficient, (P1) can be reformulated as

\[
\begin{align*}
\text{(P1.1)} \quad & \min p_m \sum_{m=1}^{M} p_m \\
\text{s.t.} & \quad \tilde{C}_2, \tilde{C}_4, \\
\quad & \quad \frac{1}{p_m \rho_m g_m} \leq \frac{1 - \rho_m}{\gamma \sigma_m}. 
\end{align*}
\]

(16)

It is a convex optimization problem due to the linear constraints [35]. Thus, in order to obtain the closed-form solutions, the Lagrangian dual function decomposition can be used to solve this problem. The Lagrangian dual function of the problem (16) can be rewritten by

\[
L^P (\{p_m\}, \lambda, \{\beta_m\}, \{\alpha_m\}) = \sum_{m=1}^{M} p_m + \lambda \left(\sum_{m=1}^{M} p_m g_m - I^{\text{th}}\right) + \sum_{m=1}^{M} \beta_m (p_m - p_m^{\max}) \\
+ \sum_{m=1}^{M} \alpha_m \left(\frac{1}{p_m \rho_m g_m} - \frac{1 - \rho_m}{\gamma \sigma_m}\right),
\]

where \(\lambda \geq 0, \beta_m \geq 0, \alpha_m \geq 0\) are the Lagrange multipliers corresponding to the power constraints. The function (17) can be rewritten as

\[
\begin{align*}
L^P (\{p_m\}, \lambda, \{\beta_m\}, \{\alpha_m\}) &= \sum_{m=1}^{M} p_m + \lambda \left(\sum_{m=1}^{M} p_m g_m - I^{\text{th}}\right) + \sum_{m=1}^{M} \beta_m (p_m - p_m^{\max}) \\
&\quad - \lambda I^{\text{th}} - \sum_{m=1}^{M} \beta_m p_m^{\max} - \sum_{m=1}^{M} \alpha_m \left(\frac{1 - \rho_m}{\gamma \sigma_m}\right).
\end{align*}
\]

(18)

The dual problem is

\[
\begin{align*}
\max_{\lambda, \beta_m, \alpha_m}
D (\lambda, \{\beta_m\}, \{\alpha_m\})
\quad \text{s.t.} \quad & \lambda \geq 0, \beta_m \geq 0, \alpha_m \geq 0, \\
D (\lambda, \{\beta_m\}, \{\alpha_m\}) &= \min_{p_m} L^P (\{p_m\}, \lambda, \{\beta_m\}, \{\alpha_m\}).
\end{align*}
\]

(21)

From (20) and (21), it is clear to know that the dual problem is decomposed into two layers. The inner layer optimization problem is to obtain the optimal power allocation \(p_m\). Then the outer layer problem is to solve the dual variables (or called Lagrange multipliers).

According to (19), the Lagrangian dual function can be decomposed into \(M\) subproblems for each user. According to the Karush-Kuhn-Tucker (KKT) conditions, the optimal power allocation is calculated by \(\frac{\partial L^P (\lambda)}{\partial p_m} = 0\), i.e.,

\[
p_m^* = \sqrt{\frac{\alpha_m}{h_m, m (1 + \lambda g_m + \beta_m)}},
\]

(22)

Additionally, the outer layer optimization problem can be solved by the subgradient method, the Lagrange multipliers can be updated as

\[
\lambda(t + 1) = \lambda(t) + \xi_1(t) \times \left(\sum_{m=1}^{M} p_m g_m - I^{\text{th}}\right),
\]

(23)

\[
\beta_m(t + 1) = \beta_m(t) + \xi_2(t) \times (p_m - p_m^{\max}),
\]

(24)

\[
\alpha_m(t + 1) = \alpha_m(t) + \xi_3(t) \times \left(\frac{1}{p_m \rho_m} - \frac{1 - \rho_m}{\gamma \sigma_m}\right),
\]

(25)

where \([x]^+ = \max(0, x)\). \(t\) is the iteration index. \(\xi_1(t), \xi_2(t),\) and \(\xi_3(t)\) are positive step sizes at iteration \(t\). From (22)-(25), it is a distributed power allocation algorithm based on local information.

2) PS Design with the Fixed Transmit Power: Under the optimal power \(p_m\), (P1) can be reformulated as the following
PS optimization problem (i.e., convex problem), i.e.,

\[
P(12) \quad \min_{\rho_m} \sum_{m=1}^{M} p_m \quad \text{s.t.} \quad C_5, C_2 : \rho_m \leq 1 + \frac{\nu_{\min}^m \sigma_m}{p_m h_m}, \quad \bar{C}_6 : \frac{1}{p_m h_{m,m}} \leq 1 + \frac{\nu_{\min}^m \sigma_m}{E_{\min}^m}.
\]

(26)

Since \(\nu_{\min}^m \sigma_m > 0\), the problem (26) can be rewritten as

\[
\min_{\rho_m} \sum_{m=1}^{M} p_m \quad \text{s.t.} \quad C_5, \bar{C}_6.
\]

Therefore, the Lagrangian function of the problem (27) is

\[
L^L (\{\rho_m\}, \{\lambda^m_{ps}\}, \{\beta^m_{ps}\}) = \sum_{m=1}^{M} p_m + \sum_{m=1}^{M} \lambda^m_{ps} (\rho_m - 1)
\]

\[
+ \sum_{m=1}^{M} \beta^m_{ps} \left( \frac{1}{\rho_m} - (1 + \frac{\nu_{\min}^m \sigma_m}{E_{\min}^m}) \right)
\]

\[
= \sum_{m=1}^{M} L^L (\{\rho_m\}, \{\lambda^m_{ps}\}, \{\beta^m_{ps}\}) - \sum_{m=1}^{M} \lambda^m_{ps}
\]

\[
- \sum_{m=1}^{M} \beta^m_{ps} \left( 1 + \frac{\nu_{\min}^m \sigma_m}{E_{\min}^m} \right) + \sum_{m=1}^{M} p_m,
\]

(28)

where \(\lambda^m_{ps} \geq 0\) and \(\beta^m_{ps} \geq 0\) are the Lagrange multipliers. \(L^L (\{\rho_m\}, \{\lambda^m_{ps}\}, \{\beta^m_{ps}\}) = \lambda^m_{ps} \rho_m + \beta^m_{ps} \frac{1}{\rho_m} \). Similarly, we have the closed-form PS coefficient, i.e.,

\[
\rho_m^* = \sqrt{\beta^m_{ps} / \lambda^m_{ps}}.
\]

(29)

Obviously, it is also a distributed PS algorithm based on the local information. The Lagrange multipliers in (29) can be updated by the same approach.

B. Optimal RA under High-energy Level

1) Power Allocation with the Fixed PS Ratio: Under the fixed PS coefficient, (P2) can be reformulated as

\[
P(2.1) \quad \min_{\rho_m} \sum_{m=1}^{M} p_m \quad \text{s.t.} \quad C_1, C_2, \quad C_5, \quad \bar{C}_6 : \frac{1}{p_m h_{m,m}} \leq 1 + \frac{1 - \rho_m}{\gamma_{\min}^m \sigma_m - (1 - \rho_m) Z_m}.
\]

(30)

Since (30) is a convex problem with the variable \(p_m\), it can be solved by the same approach mentioned above.

Therefore, the optimal power is

\[
p_m^* = \sqrt{\frac{\alpha^h_{m}}{h_{m,m}(1 + \bar{\lambda}^h_{m} g_m + \bar{\beta}^h_{m})}}.
\]

(31)

And the Lagrange multipliers are updated by

\[
\lambda^h(t + 1) = [\lambda^h(t) + \xi_9(t) \times (\sum_{m=1}^{M} p_m g_m - I^h)]^+.
\]

(32)

\[
\beta^h_{m}(t + 1) = [\beta^h_{m}(t) + \xi_7(t) \times (p_m - p_m^{\max})]^+.
\]

(33)

\[
\alpha^h_{m}(t + 1) = [\alpha^h_{m}(t) + \xi_8(t) \times \left( \frac{1}{p_m h_{m,m}} - \frac{1 - \rho_m}{\gamma_{\min}^m \sigma_m - (1 - \rho_m) Z_m} \right)]^+.
\]

(34)

where \(\xi_9(t), \xi_7(t), \) and \(\xi_8(t)\) are positive step sizes.

2) PS Design with the Fixed Transmit Power: Under the optimal power \(p_m\), (P2) can be reformulated as the following PS optimization problem (i.e., convex problem), i.e.,

\[
P(2.2) \quad \min_{\rho_m} \sum_{m=1}^{M} p_m \quad \text{s.t.} \quad C_5, \bar{C}_6.
\]

(35)

Based on the Lagrange dual approach, (35) can be efficiently solved. Similarly, we have the closed-form PS coefficient, i.e.,

\[
\rho_m^* = \max(0, 1 - \sqrt{\beta^m_{ps} / \lambda^m_{ps}}).
\]

(36)

where

\[
\lambda^h_{m}(t + 1) = [\lambda^h_{m}(t) + \xi_9(t) \times (\rho_m - 1)]^+,
\]

(37)

\[
\beta^h_{m}(t + 1) = [\beta^h_{m}(t) + \xi_7(t) \times (1 - \rho_m) \times \left( \frac{1}{p_m h_{m,m} + Z_m} \right)]^+.
\]

(38)

where \(\xi_9(t)\) and \(\xi_7(t)\) are positive step sizes. Thus an iterative algorithm (Algorithm 1) is designed to obtain the optimal power allocation and PS ratio.

Remark 2: In the considered SWIPT-enabled cognitive ad hoc networks, there is no central BS for scheduling the overall messages. Based on the broadcast channel gain \(g_m\) (which is obtained by listening to the feedback signals from the PU-Rx [28]) and the estimated interference power at each SU-Rx, the algorithm can be achieved by a distributed way from (22), (29), (31) and (36). Specifically, algorithm 1 is a distributed RA algorithm which can reduce the computational burden of mobile devices and save energy. Moreover, it can reduce the overhead of message passing among all SUs. Specifically, firstly, according to (22), (29), (31), and (36), the utility function of each SU \((\forall m)\) only depends on that user’s primal variables. Secondly, the Lagrange multipliers can be divided into the local variables for each SU (e.g., \(\beta_m, \alpha_m\)).

V. ROBUST RA WITH IMPERFECT CSI

Due to the nature of the random channel and estimation errors in the radio environment, we cannot ignore the impact of channel uncertainties in the design of RA algorithms [32].

A. Uncertainty Model

Since there is one pair of PU in the system, assume the effect of interference uncertainty from the PBS to SU-Rx is small. Therefore, the PU’s interference can be exactly obtained. The interference uncertainty of PU is not discussed in this part. Moreover, the interference to the PU-Rx and the
Algorithm 1 An Iterative Distributed Power Allocation and PS Algorithm.

1: Initialize the maximum iteration number $T_{max}$, the maximum tolerance $\zeta$, the number of users $M$ and set iteration number $t = 0$. Initialize all parameters: $g_m$, $h_{i,m}$, $\Gamma^h$, $\gamma_{m,\min}$, $\gamma_{m,\max}$, $\theta$, $p_m^{\max}$.
2: Initialize $p_m$, $\rho_m, \forall m$ with a equal power allocation and PS factor. Initialize Lagrange multipliers $\varphi(0)$

\[
\varphi(0) = \left\{ \lambda(0); \mu_i(0); \alpha_i(0); \beta_i^h(0); \beta_i^g(0); \alpha_i^g(0) \right\}^T
\]

and step sizes $\xi_i(t)$ ($i \in \{1, \ldots, 10\}$).
3: while $t \leq T_{max}$ and $\|\varphi(t+1) - \varphi(t)\|_2 \geq \zeta$ do
4: for $m = 1$ to $M$ do
5: Calculate $E_m = \frac{-\rho_m}{1-\rho_m} Z_m$.
6: if $E_m < E_{\min}$ then
7: 1) At SU-Rx: Measure SINR, estimate $h_{m,m}$ and calculate $Z_m$ by message passing and parameter estimation;
8: 2) Update $\beta_m$ and $\alpha_m$ by (24) and (25) with local information;
9: 3) Calculate power splitting factor $\rho_m$ by (29);
10: 4) Feed back the SINR, $h_{m,m}, \rho_m$ and $\beta_m$ to the m-th SU-Tx.
11: 5) At SU-Tx: Receive the PS ratio $\rho_m$, the Lagrange multiplier $\beta_m$ and estimate the interference channel gain $g_m$;
12: 6) Update $\lambda$ and $p_m$ according to (23) and (22);
13: 7) Broadcast $p_m$ and $g_m$.
14: else
15: (1) At SU-Rx: Measure SINR, estimate $h_{m,m}$ and calculate $Z_m$ by message passing and parameter estimation;
16: (2) Update $\beta_m$ and $\alpha_m$ by (33) and (34) with the local information;
17: (3) Calculate power splitting factor $\rho_m$ by (36);
18: (4) Feed back the information SINR, $h_{m,m}, \rho_m$ and $\beta_m^h$ to the SU-Tx of the same link.
19: (5) At SU-Tx: Receive $\rho_m, \beta_m^h$ and estimate $g_m$;
20: (6) Update $\lambda^h$ and $p_m$ according to (32) and (31);
21: (7) Broadcast $p_m$ and $g_m$.
22: end if
23: end for
24: Set $t = t + 1$.
25: end while

Basic SINR of each SU will receive serious impact from the multiple access interference and effective signal of SUs. The reason is that the number of SUs often is much larger than that of PUs. As a result, the uncertainties of channel gains can be described as

\[
h_{i,m} = h_{i,m} + \Delta h_{i,m},
\]

\[
g_m = g_m + \Delta g_m.
\]

This is additive uncertainty error model [36]. $\Delta h_{i,m}$ and $\Delta g_m$ are the channel estimation errors which are uncertain terms. $h_{i,m}$ and $g_m$ are the estimated channel gains which usually are known values for SUs. Therefore, we only need to consider the uncertain terms and design the robust algorithm according to the uncertainty sets of $\Delta h_{i,m}$ and $\Delta g_m$.

Since the statistical distribution function of channel estimation errors are usually difficult to obtain [37], thus we model the uncertain parameters as the bounded channel uncertainty sets. Based on the spherical uncertainty formulation [38], channel uncertainties can be modeled by

\[
R_g = \{g||g - \bar{g}|| \leq \tau\},
\]

\[
R_h = \{h_m||h_m - \bar{h}_m|| \leq \omega_m\},
\]

where $R_g$ and $R_h$ denote the uncertainty sets. $\tau \geq 0$ and $\omega_m \geq 0$ are the upper bounds of channel uncertainties of SU-to-PU links and SU-to-SU links, respectively. $\bar{g} = [\bar{g}_1, \bar{g}_2, \ldots, \bar{g}_M]^T, \forall m$ and $\bar{h}_m = [\bar{h}_{1,m}, \bar{h}_{2,m}, \ldots, \bar{h}_{M,m}]^T, \forall \neq m$.

Remark 3: Obviously, the uncertainty set (40) can be also reformulated as $\sum_{m=1}^{M} \Delta g_m^2 \leq \tau^2$. Similarly, the constraint (41) is equivalent to $\sum_{m=1, \neq \bar{m}}^{M} \Delta h^2_{i,m} \leq \omega_m^2$. From the aspect of communication system design, the constraint (40) is used to limit the upper bound of the sum variance of channel uncertainties of SU-to-PU links ($\Delta g_m$). This worst-case approach can bring a benefit, namely, the designed transmit power do not need to dynamically adjust according to the random channel uncertainty $\Delta g_m, \forall m$ only if all uncertainties do not extend the uncertainty set formulated in (40). This method is superior to the multiplicative uncertainty approach (e.g., $g_m = \bar{g}_m + \varepsilon g_m$) [39], which requires to adjust the transmit power according to the time-varying uncertainty part. Under this case, it costs more energy and computational resource to update the optimal power.

B. Transformation of Robust Constraint

Based on the worst-case approach and the Cauchy-Buniakowski-Schwarz inequality [38], the interference temperature constraint $C_1$ with channel uncertainties can be reformulated as

\[
\max_{g_m \in R_g} \sum_{m=1}^{M} p_m g_m \leq \sum_{m=1}^{M} p_m \bar{g}_m + \sqrt{\sum_{m=1}^{M} p_m^2 \sum_{m=1}^{M} \Delta g_m^2} + \sqrt{\sum_{m=1}^{M} \sum_{m=1}^{M} \Delta g_m^2} \leq \sum_{m=1}^{M} p_m \bar{g}_m + \sum_{m=1}^{M} p_m \tau
\]

\[
\sum_{m=1}^{M} p_m (g_m + \tau) \leq \Gamma^h.
\]

Similarly, the worst-case SINR of each SU is given by

\[
\min_{\Delta h_{i,m} \in R_h} \gamma_m \geq \gamma_{m,\min} \frac{(1 - \rho_m) \min_{\Delta h_{i,m} \in R_h} p_m h_{i,m}}{(1 - \rho_m) \max_{\Delta h_{i,m} \in R_h} (\sum_{m} p_i h_{i,m}) + \sigma_m} \geq \gamma_{m,\min}.
\]

Since the channel gain $h_{i,m}$ can be well estimated by the corresponding SU-Rx, therefore the estimation error is very small [41], where the estimated channel gain $h_{i,m}$ can be fed back to the SU-Tx by the feedback channel. Based on the same approach used in (42). The SINR constraint with the
consideration of uncertainty is given by
\[
\frac{(1 - \rho_m)p_m h_{m,m}}{(1 - \rho_m) \sum_{i \neq m} p_i (h_{i,m} + \omega_m) + \sigma_m} \geq \gamma_m^{\min}. \tag{44}
\]

Based on the same approach in Section IV, the analytical solutions of robust RA algorithm under the lower-energy level are
\[
p_{m}^{\star} = \sqrt{\frac{\alpha_m}{h_{m,m}(1 + \beta_m^p + \lambda^\prime (\bar{g}_m + \tau))}}, \tag{45}
\]
\[
\rho_{m}^{\star} = \max(0, \sqrt{\beta_m^p / \lambda_m^p}), \tag{46}
\]
where the Lagrange multipliers \(\alpha_m, \beta_m^p, \lambda^\prime, \beta_m^\omega, \lambda_m^\omega\) can be updated by the same approach.

**Remark 4:** Since the PS subproblem under the low-energy level is without relationship with uncertainties and transmit power so that the value is the same as the non-robust case, i.e., \(\rho_{m}^{\star} = \rho_m\). And the robust power allocation under this case is only affected by the channel uncertainties of the SU-to-PU links. Therefore, it can overcome any uncertainties of SU’s links. Moreover, based on the same method, we can get the robust RA solutions for the high-energy level. Meanwhile, the optimal solutions are not affected by the minimum EH threshold.

**C. Robust Sensitivity Analysis**

In order to determine the impact of uncertain parameters on the whole system performance, the performance gap of the non-robust RA problem (3) and the robust RA problem with the constraints of (42) and (44) is analyzed under the cases of low-energy level and high-energy level.

1) **Case 1-low energy level:** From the subproblem (16), it is obvious that only two parameters may be uncertain, such as the channel gain between SUs and PUs (e.g., \(g_m\)) and the direct channel gain between the SU-Tx and the corresponding SU-Rx (e.g., \(h_{m,m}\)). Combining the model (16) with (42), we can construct the following function
\[
F_{\text{robust}} \triangleq \min_{p_m} \left\{ \sum_{m=1}^{M} p_m + \lambda^\prime \left( \sum_{m=1}^{M} p_m (g_m + \tau) - I^{th} \right) \right\}
+ \sum_{m=1}^{M} \beta_m^p (p_m - p_m^{\max}) + \sum_{m=1}^{M} \alpha_m^p \left( \frac{1}{p_m h_{m,m}} - \frac{1 - \rho_m}{\epsilon_m^{\min} \sigma_m} \right).
\tag{47}
\]

When the uncertain parameter is very small, the optimal power allocation and Lagrange multipliers can be assumed to be the same values (e.g., \(\lambda^\prime = \lambda\)). Assume the optimal power and Lagrange multiplier are \(p_{m}^{\star}\) and \(\lambda^\prime\). Since the non-robust RA algorithm assumes the estimated channel gain is equal to the true value, namely, \(g_m = g_m\), based on the sensitivity principle [40], (47) can be approximated as
\[
F_{\text{robust}} \triangleq F_{\text{non-robust}} + \lambda^\prime \sum_{m=1}^{M} p_{m}^{\star} \tau. \tag{48}
\]

The performance gap is
\[
G_{\text{low}} = \lambda^\prime \sum_{m=1}^{M} p_{m}^{\star} \tau. \tag{49}
\]

Since the parameters in (49) are non-negative, we can obtain an important result, namely, the total power consumption under the robust RA algorithm is bigger than that of the non-robust algorithm. In other words, the robust RA algorithm can overcome the outage probability in cost of more power consumption. From (26), it is clear that the PS coefficient cannot be directly influenced by the uncertainties due to no uncertainty in the system model (26). Moreover, when the upper bound of channel estimation error becomes bigger, the gap becomes larger.

2) **Case 2-high energy level:** From the subproblem (30), based on the same idea, we can construct the following function
\[
F_{\text{robust}} \triangleq \min_{p_m} \left\{ \sum_{m=1}^{M} p_m + \lambda^\prime \left( \sum_{m=1}^{M} p_m (g_m + \tau) - I^{th} \right) \right\}
+ \sum_{m=1}^{M} \beta_m^p (p_m - p_m^{\max}) + \sum_{m=1}^{M} \alpha_m^p \left( \frac{\gamma_m^{\min} (1 - \rho_m) \tau}{p_m h_{m,m}} \right)
- (1 - \rho_m) \right) \right\}.
\tag{50}
\]

Define the optimal solutions as \(p_{m}^{\star}, \rho_{m}^{\star}\) and the optimal Lagrange multipliers as \(\alpha_m^{\star}, \beta_m^\omega, \lambda^\prime\) and \(\lambda_m^\omega\), (50) can be rewritten as
\[
F_{\text{robust}} \triangleq \min_{p_m} \left\{ \sum_{m=1}^{M} p_m + \lambda^\prime \left( \sum_{m=1}^{M} p_m (g_m + \tau) - I^{th} \right) \right\}
+ \sum_{m=1}^{M} \beta_m^p (p_m - p_m^{\max}) + \sum_{m=1}^{M} \alpha_m^p \left( \frac{\gamma_m^{\min} (1 - \rho_m) \tau}{p_m h_{m,m}} \right)
+ \lambda^\prime \sum_{m=1}^{M} p_m \tau - \sum_{m=1}^{M} \frac{\alpha_m^p (1 - \rho_m) \sum_{i \neq m} p_i \omega_m}{p_m h_{m,m}}.
\tag{51}
\]

And the performance gap is
\[
G_{\text{high}} = \lambda^\prime \sum_{m=1}^{M} p_{m}^{\star} \tau - \left( \sum_{i \neq m} p_{i}^{\star} \right) \sum_{m=1}^{M} \alpha_m^p \omega_m (1 - \rho_m^{\star}) \sum_{m=1}^{M} \frac{h_{m,m}}{h_{m,m}}.
\tag{52}
\]

From (52), it is difficult to directly determine whether the gap \(G_{\text{high}}\) is higher than zero or not. Based on (44), we have the following relationship
\[
\frac{(1 - \rho_m^{\star}) \sum_{i \neq m} p_i^{\star} \omega_m + \sigma_m}{p_m^{\star} h_{m,m}} \leq \frac{1 - \rho_m^{\star}}{\epsilon_m^{\min}} \tag{53}
\]

Since the background noise \(\sigma_m\) is much smaller than the mutual interference of users (e.g., \(\sum_{i \neq m} p_i^{\star}\)) in practical systems, the second item of (53) can be ignored. Under the high energy level, the optimal PS factor must satisfy \(\rho_m^{\star} > 0.5\) according to the feasible region analysis in Section III. Thus, combining
simulation results are executed by using Matlab 2016a. The effectiveness of our algorithm, the following results are evaluated by the simulation results. To verify a non-robust algorithm is the same since the optimal power is the total power consumption under the robust RA algorithm and the power consumption of the robust RA algorithm and the non-robust scheme is evaluated by the simulation results. We have

\[ G_{\text{high}} \geq \sum_{m=1}^{M} \left\{ \lambda r_m^* p_m^r \tau - \alpha_m^r \omega_m \left( \frac{1 - p_m^r}{\gamma_m^{\text{min}}} \right) \right\} \] (54)

When the relationship \( p_m^r \geq \frac{\alpha_m^r \omega_m}{\gamma_m^{\text{min}}} \) holds, \( G_{\text{high}} \geq 0 \), otherwise \( G_{\text{high}} < 0 \). Additionally, since the upper bound of the channel estimation error of link \( m \) is very small by comparing with \( 2 \gamma_m^{\text{min}} \), (54) can be simplified as \( G_{\text{high}} \geq \sum_{m=1}^{M} \lambda r_m^* p_m^r \tau \). If we do not know the parameter information in (54), the value of \( G_{\text{high}} \) can be determined by the orthogonality of constraint [34].

According to the orthogonality of the optimal value and the constraint [34], we have

\[ \lambda r_m^* \sum_{m=1}^{M} p_m^r (\bar{g}_m + \tau) = 0 \] (55)

\[ \alpha_m^r \sum_{m=1}^{M} \frac{p_m^r}{p_m^r} (\bar{g}_m + \tau) = 0 \] (56)

Case 1: when the robust interference constraint \( \sum_{m=1}^{M} p_m^r (\bar{g}_m + \tau) < I_{\text{th}} \) holds and the robust SINR constraint takes the equal sign, the optimal Lagrange multipliers are \( \lambda r_m^* = 0 \) and \( \alpha_m^r > 0 \). Thus \( G_{\text{high}} \leq 0 \) holds, the total power consumption under the robust RA scheme is smaller than that of the non-robust scheme.

Case 2: when the robust interference constraint \( \sum_{m=1}^{M} p_m^r (\bar{g}_m + \tau) = I_{\text{th}} \) and the robust SINR constraint holds (e.g., \( \gamma_m (p_m^r, \omega_m) > \gamma_m^{\text{min}} \)), the optimal Lagrange multipliers are \( \lambda r_m^* > 0 \) and \( \alpha_m^r = 0 \). Thus \( G_{\text{high}} \geq 0 \) holds, the total power consumption under the robust RA scheme is bigger than that of the non-robust scheme.

Case 3: when both the robust interference constraint (55) and the robust SINR constraint (56) take the equal sign, the optimal Lagrange multipliers are \( \lambda r_m^* > 0 \) and \( \alpha_m^r > 0 \). The value of \( G_{\text{high}} \) can not be determined by this method and the above approach can be used in this case.

Case 4: when the robust interference constraint \( \sum_{m=1}^{M} p_m^r (\bar{g}_m + \tau) < I_{\text{th}} \) holds and the robust SINR constraint holds (e.g., \( \gamma_m (p_m^r, \omega_m) > \gamma_m^{\text{min}} \)), the optimal Lagrange multipliers are \( \lambda r_m^* = 0 \) and \( \alpha_m^r = 0 \). The total power consumption of the robust RA algorithm and the non-robust algorithm is the same since the optimal power is \( p_m^* = p_m^{\text{max}} \) which is a channel independent parameter.

VI. SIMULATION RESULTS

In this section, the performance of the proposed RA schemes is evaluated by the simulation results. To verify the effectiveness of our algorithm, the following results are provided by comparing with the existing algorithms. All simulation results are executed by using Matlab 2016a. The CPU is Intel Core i7-6500U, the frequency is 2.59 GHz. The optimal and robust RA algorithm are defined as ‘Our non-robust scheme with SWIPT’ and ‘Our robust scheme with SWIPT’. The robust algorithm without SWIPT in [41] is defined as ‘Robust scheme without SWIPT’. The optimal RA algorithm with SWIPT is defined as ‘Non-robust without SWIPT’ [42]. The maximum transmit power of each SU is \( p_m^{\text{max}} = 1 \text{ mW} \). The background noise is \( \sigma_m = 10^{-8} \text{ mW} \). The interference power threshold of PU is \( I_{\text{th}} = 1 \times 10^{-6} \text{ mW} \). The values of estimated channel gains are randomly generated from the interval (0,1) and the channel uncertainty is bounded by [0,0.2] [33]. The energy conversion efficiency is \( \theta = 1 \) according to [24].

A. Performance Evaluation

Fig. 1 shows the coverage performance of our algorithm. Assume there are two SUs \( (M = 2) \), and the channel gain of SU1 is better than that of SU2. The SINR threshold is \( \gamma_m^{\text{min}} = 2 \text{ dB} \). According to Fig. 1, we can easily find that the transmission power and PS ratios of all SUs can quickly achieve the optimal values under 20 iterations. The power consumption of SU1 is obviously lower than that of SU2. The reason is that under the same QoS requirement, the user with good channel gain can consume less power to meet the performance need and save energy. Furthermore, the PS ratio of SU2 is higher than that of SU1. Since the higher PS means more information required at the receiver so that SU2 requires more transmit power to ensure the basic SINR.

Fig. 2 presents the sum transmit power of SUs versus the minimum harvested energy threshold under different SINR threshold. It shows the total power consumption becomes bigger under the increasing \( E_m^{\text{th}} \) for different SINR requirements \( \gamma_m^{\text{min}} \). Additionally, the higher SINR threshold is, the bigger sum power consumption will be. Since SUs try their best to improve the power to ensure the normal communication of all links. With the increasing SINR requirement, each SU will adjust its power to satisfy the basic SINR.

Fig. 3 gives the power splitting versus the minimum harvested energy threshold under different SINR thresholds. It is
clear that the power splitting ratio of each decreases with the increasing minimum harvested energy requirement $E_{\text{min}}$ and the increasing SINR $\gamma_{\text{min}}$ because the increasing harvested energy means storing more energy so that the minimum required transmit power becomes bigger. Furthermore, in order to achieve total power minimization, the decreasing power splitting ratios can further reduce power consumption.

Fig. 4 shows the total power consumption versus the QoS threshold of SU under different interference temperature levels. The minimum harvested energy is $E_{\text{min}} = 0.2$. From the figure, we know that the sum transmit power of SUs increases with the increasing SINR threshold. Moreover, the total transmission power of the secondary system under the bigger $I^{th}$ is higher than that under the small one. Because the bigger interference temperature level extends the upper bound of transmit power so that it can improve the transmit power of SUs and rebuild the communication link of SUs with bad channel environments. Additionally, it also increases the opportunity of user’s access.

Fig. 5 presents the sum transmit power of SUs versus the number of SUs under different PU’s interference. Apparently, the total transmission power of SUs becomes bigger with the increasing number of SUs. Since more SUs access the network and share spectrum resource with others, therefore, the total power consumption of the network becomes bigger. Additionally, the gap of total transmit power under the big number of SUs is much bigger than that under the small number of SUs. Because more SUs will increase more mutual interference among SUs so that each SU tries to improve its transmit power for overcoming the effect of harmful interference. Moreover, the interference from PU will become very large due to the introduced interference over each SU’s link.

### B. Algorithm Comparison

According to the definition of EE (e.g., bits/J) in [43] (i.e., sum data rate over sum power consumption), we define the following EE, $\eta_{\text{script}} = \frac{\sum_{m=1}^{M} \log_2(1 + \gamma_m (p_m, \rho_m))}{\sum_{m=1}^{M} p_m + P_e - \sum_{m=1}^{M} E_m}$ and
probability. The reason is that the type of algorithm does not consider the uncertainty in the design of the RA algorithm ahead of time. With the increasing of uncertainty \( \Delta h_{m,m} \), the outage probability of SUs cannot increase indefinitely since the available transmission power of SU is constrained by both the maximum transmission power and the interference temperature level.

VII. CONCLUSIONS

In this paper, we have proposed a RA strategy to solve the total power minimization problem in SWIPT-enabled cognitive networks under perfect CSI and imperfect CSI, respectively, in a distributed way. In particular, we have formulated the joint power allocation and PS problems for the secondary links as the optimization problems with the QoS constraints of SUs and the interference power constraint of PU. Also, imperfect CSI is considered in the analysis and robust algorithm design. The optimal solutions are obtained under the low-harvested energy requirement and the high-harvested energy requirement, respectively. Based on the bounded channel uncertainties and the worst-case principle, the robust RA problem is also analyzed. Simulation results demonstrated that the proposed algorithm has good convergence performance, EE, and the robustness by comparing with the existing algorithms. Our RA strategy can be used in low-power networks (e.g., IoT, wireless sensor networks or D2D networks) for prolonging the lifetime and saving energy consumption. Moreover, our work can also be extended to the scenarios of EE maximization and the non-linear EH model.

APPENDIX A

PROOF OF (4)

Define \( Z_m = \sum_{i \neq m} p_i h_{i,m} \), the constraint \( C_2 \) can be rewritten as
\[
 p_m h_{m,m} \geq \gamma_m^{\min} Z_m + \gamma_m^{\min} \sigma_m \frac{1}{1 - \rho_m}, \tag{57}
\]
The Eq. (57) can be reformulated as
\[
 \frac{p_m h_{m,m}}{\gamma_m^{\min}} - \frac{\sigma_m}{1 - \rho_m} \geq Z_m. \tag{58}
\]
Since \( Z_m \geq 0 \), we have
\[
 p_m h_{m,m} \geq \gamma_m^{\min} \sigma_m. \tag{59}
\]
At the same time, the constraint \( C_3 \) can be rewritten as
\[
 p_m h_{m,m} \geq \frac{E_m^{\min}}{\theta} - Z_m. \tag{60}
\]
Based on (57) + \( \gamma_m^{\min} \times (60) \), we have
\[
 p_m h_{m,m} \geq H_m, \tag{61}
\]
where \( H_m = \frac{E_m^{\min}}{\gamma_m^{\min}} \left( \frac{\sigma_m}{1 - \rho_m} + \frac{E_m^{\min}}{\theta} \right) \).

According to (59) and (61), we have
\[
 p_m h_{m,m} \geq \tilde{H}_m, \tag{62}
\]
According to (67), we have
\[ H_m - \gamma_m^\text{min} \sigma_m = \frac{1}{1 - \rho_m} \left( \frac{\sigma_m}{1 - \rho_m} + \frac{E_m^\text{min}}{\theta_m} \right) - \frac{\gamma_m^\text{min} \sigma_m}{1 - \rho_m} = \frac{1}{1 + \gamma_m^\text{min}} \left( \frac{E_m^\text{min}}{\theta_m (1 - \rho_m)} - \theta_m \rho_m \gamma_m^\text{min} \sigma_m \right) \leq 0, E_m^\text{min} \leq (\theta_m \gamma_m^\text{min} \sigma_m)/(1 - \rho_m), \]
\[ 0, \text{ otherwise.} \]
\( \text{(63)} \)

According to (62) and (63), we have
\[ p_{m,h,m} \geq H_m = \begin{cases} \frac{\gamma_m^\text{min} \sigma_m}{1 - \rho_m}, E_m^\text{min} \leq \frac{\theta_m \gamma_m^\text{min} \sigma_m}{1 - \rho_m}, \\ H_m, \text{ otherwise.} \end{cases} \]
\( \text{(64)} \)

The proof is completed.

**APPENDIX B**

**PROOF OF (14)**

We use the counter-evidence approach to proof the equation.

As a result, we have
\[ E_m^\text{min} \frac{1}{\theta_m} - Z_m \geq H_m \]
\[ \Leftrightarrow \frac{1}{1 + \gamma_m^\text{min}} Z_m + \gamma_m^\text{min} \sigma_m \]
\[ \Leftrightarrow E_m^\text{min} \frac{1}{\theta_m} \geq (1 + \gamma_m^\text{min}) Z_m + \gamma_m^\text{min} \sigma_m \]
\( \text{(65)} \)

According to C3, we have
\[ Z_m \geq \frac{E_m^\text{min}}{\theta_m} - p_{m,h,m}. \]
\( \text{(66)} \)

Combining (65) with (66), we have
\[ E_m^\text{min} \frac{1}{\theta_m} \geq (1 + \gamma_m^\text{min})(\frac{E_m^\text{min}}{\theta_m} - p_{m,h,m}) + \gamma_m^\text{min} \sigma_m \]
\( \text{(67)} \)

Based on (67), we have
\[ (1 + \gamma_m^\text{min}) p_{m,h,m} \geq \gamma_m^\text{min} E_m^\text{min} \frac{1}{\theta_m} + \gamma_m^\text{min} \frac{1}{1 - \rho_m} \]
\( \text{(68)} \)

Since \( E_m^\text{min} \frac{1}{\theta_m} \leq Z_m + p_{m,h,m} \) holds, we assume that the low bound of left side is bigger than the upper bound of right side in (68) under the worst case. Thus we have
\[ (1 + \gamma_m^\text{min}) p_{m,h,m} \geq \gamma_m^\text{min} (Z_m + p_{m,h,m}) + \gamma_m^\text{min} \frac{1}{1 - \rho_m} \]
\( \text{(69)} \)

According to C3, we have
\[ p_{m,h,m} \geq \gamma_m^\text{min} Z_m + \gamma_m^\text{min} \sigma_m \]
\[ \Leftrightarrow \frac{p_{m,h,m}}{Z_m + \frac{1}{1 - \rho_m}} \geq \gamma_m^\text{min} \]
\[ \Leftrightarrow (1 - \rho_m) p_{m,h,m} \geq \gamma_m^\text{min} \]
\[ \Leftrightarrow (1 - \rho_m) Z_m + \sigma_m \geq \gamma_m^\text{min} \]
\[ \Leftrightarrow (1 - \rho_m) \left( \sum_{i \neq m} p_i h_{i,m} \right) + \sigma_m \]
\( \geq \gamma_m^\text{min}. \)
\( \text{(70)} \)

According to the definition of SINR, we have
\[ \gamma_m \geq \gamma_m^\text{min}. \]
\( \text{(71)} \)

Obviously, the above equation holds for each user \( \forall m \).

Therefore,
\[ p_{m,h,m} E_m^\text{min} - Z_m \geq H_m. \]
\( \text{(72)} \)

The proof is completed.
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