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Consistency and Asymptotic Normality of the
Maximum Likelihood Estimator in GaGLM

Benchao Wang, Hong Gu, and Pan Qin

Abstract

The Gamma distribution based generalized linear model (GaGLM) is a kind of statistical model feasible for
the positive value of a non-stationary stochastic system, in which the location and the scale are regressed by the
corresponding explanatory variables. This paper theoretically investigates the asymptotic properties for maximum
likelihood estimates (MLE) of GaGLM, which can benefit the further interval estimates, hypothesis tests and stochastic
control design. First, the score function and the Fisher information matrix for GaGLM are derived. Then, the Lyapunov
condition is derived to ensure the asymptotic normality of the score function normalized by the Fisher information
matrix. Based on this condition, the asymptotic normality of the MLE of GaGLM is proven. Finally, a numerical
example is given to testify the asymptotic properties obtained in the research. The numerical results indicate that the
MLE of GaGLM converged to a normal distribution as the number of sample measurements increased.

Index Terms

Asymptotic Theory, Gamma distribution, Gamma regression, Generalized linear model, maximum likelihood esti-
madtor.

I. INTRODUCTION

HE generalized linear model (GLM) expands the general linear model so that a dependent variable is linearly

related to the factors and covariates via a specified link function [1]. Moreover, the model allows the dependent
variable to keep the attribute of actually applied data, such as integer literal, positive and asymmetric, not belong to
a normal distribution. It covers widely used statistical models, such as logistic regression models for binary distributed
responses, Poisson regression models for count data and Gamma regression models for positive real data.

As a family of moderate skewness and continuous phenomena distributions, the Gamma distribution is a useful model
in many areas of statistics when the normal distribution is not appropriate. In the Gamma distribution-based approach,
the system output Z can be assumed to be a subject Z ~ Ga(a, 3), where Ga(q, ) is a Gamma distribution with the
shape parameter « and the rate parameter 8 governing its probability density function shape. This distribution was
first introduced [2] and subsequently studied in detail [3]. In some special cases, the Gamma distribution reduces to
the exponential distribution as a =1 and =1/, the Erlang distribution as o = n and the x? distribution as o =n/2
and 8 =1/2.

Because of the flexibility of the relationship to many other distributions, the Gamma distribution can be a suitable
alternative for modelling such kinds of the positive-valued dependent variable. The Gamma distribution-based models
have been applied in many areas, such as medical science [4], [5], biology [6], economics [7], [8], forest science [9] and
education [10]. Considering the ubiquitous heteroscedasticity of actually applied data, as a member of the well-known
GLM, the Gamma distribution based generalized linear model (GaGLM) is more widely used when « and 3 (or p and
k ) are both dependent variables. However, it should be noted that the GaGLM does not belong to the exponential
family of distributions based GLM. Therefore, it is necessary to establish a baseable asymptotic theory for GaGLM.

This research investigates the theoretical aspects of maximum likelihood estimator (MLE) for GaGLM. Because
GaGLM is a model with two equations being respectively parameterized for o and 3, the estimation procedure could
be relatively complex. In statistics, several expectation-maximization (EM) type algorithms have been developed for
the Gamma distribution inference, where 3 was assumed to be a latent variable [11]. However, those algorithms were
developed by fixing [ as constant. If 3 parameterized as regression models, the EM algorithm would be extremely
computationally involved. Thus, rather than using the EM algorithm, we directly solve MLE for GaGLM by using
the Fisher scoring algorithm [12]. To this end, the score function and the Fisher information matrix are derived for
GaGLM. Furthermore, we obtain the condition to assure the positive definiteness of the Fisher information matrix.

The consistency and the asymptotic normality explaining the efficiency of the estimators have been widely investi-
gated in system identification and statistics [13], [14]. The consistency of MLE for GaGLM can be proved by using the
same approach for GLM [14]. To verify the asymptotic normality of MLE, the asymptotic normality of the normalized
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score function is necessary. GLM was developed for the exponential family, whose moment generating functions are
exponential functions of the sufficient statistics. Based on the uniform moment generating function, the asymptotic
normality of the normalized score function was proved for GLM.

To investigate asymptotic properties of MLE for parameters occurring in GaGLM, we need prove the consistency
and asymptotic normality of MLE by central limit theorems. Compared with commonly used Lindeberg condition,
Lyapunov condition is stronger in proving asymptotic properties. First, we derived the score functions normalized by
the Fisher information matrix for the Lyapunov condition, which ensure the asymptotic normality of the normalized
score functions [15]. Based on this result, the asymptotic normality of MLE for GaGLM is finally proved. These results
can dramatically facilitate the hypothesis testing, the construction of interval estimates, and stochastic control design
for the non-stationary stochastic system [16], [17].

The rest of this paper is organized as follows. The concept of GaGLM and maximum likelihood estimation are
introduced in Section II. Section III gives the assumptions of asymptotic properties of the MLE in GaGLM, including
the proof of related lemmas and theorems. Results of a simulation study are reported in Section IV. Concluding
comments are presented in Section V.

II. PROBLEM STATEMENT

In this section, we briefly review GaGLM, including its structure and numerical method of MLE.

A. Model and estimation

Suppose that we observe realizations of a positive real random variable Z, and we believe that Z has a specified
positive continuous distribution.

Let D, ={(Z;,z;,9;),i =1,...,n} be independent random vectors defined on the probability space (2, F,PP). For each
i=1,...,n, the response variable Z; is generated from the following process:

Zi ~ Ga(ay, Bi), (1)

where Ga(w;,3;) denotes the Gamma distribution with positive shape parameter a; and rate parameter 5;. The
probability density function is

ﬁ?i a;—1 Bz
z; v Te~Pi%i when z >0
f(Ziloi,Bi) = T(as) ™

0, when z <0,

where I'(+) is the Gamma function. The mean and variance of the random variable Z; are given by
a

E(Zi) = 57:

(2)
and

Var(Z;) (3)

Co
Then, we can develop GaGLM by regressing explainatory variable w; = (a:lT,le)T with z; € R? to o; and y; € R? to
f3; as follows:

(4)

ﬁi = eXp(y;rb)7
where a = (ay,...,a,) and b= (by,...,b;) denote the regression parameter vectors for a; and ; respectively, and e
denotes the transpose of e. Further, § = (a,T, bT)T is any parameter in an admissible set Ky C RPT4. For the observations
21,22, ., 2n, the log-likelihood {(#) derived from the GaGLM can be written as

{ai = exp(z]a)

I

N
I
—

I

@
I
—

(ai log 8; —logT'(av;) + v; log z; —log z; fﬂizi) (5)

e

s
Il
—

T T T T
e®i %yl —logD(e%i @) + i *log z; — log z; — e¥i bzi)
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Then, 0 can be estimated by

= argmax [, (0). (6)

According to (5), the first three order derivative of I,,(0) with respect to € is continuous and finite for all # € Ky. This
condition ensures the existence of the Taylor expansion, the finite variance of the derivatives of 1,,(8). Thus, MLE can
be obtained by the scoring method [19], in which the score function can be obtained by

50(8) = )

— (s(0).57(0))" ™
_ [azn(o) azn(o)]T

Oa’ ob'

and the Fisher information matrix can be obtained by

0l,(0) dl,,(6
o
0l,(0) 91,,(6) 01, (0) 01, (0)
_ E da Oa' E da  Hp' ®
= 00(0) 9,(8)\ . [ 90,(8) 6L (6)

ob  9aT E b 9T

With the score function and the Fisher information matrix, (6) can be iteratively solved by using the generalized
Newton-Raphson (NR) method, so-called Fisher’s scoring (FS) algorithm [19] as the following

a(new) = a(old) +F,! (a(old))sn(b\(old))' 9)

In what follows, the score function and the Fisher information matrix are derived for GaGLM. Furthermore, the
condition that ensures the positive definiteness of F,(8) obtained in Corollary 1.

In statistics, the asymptotic properties, mainly including the consistency and asymptotic normality, are often used
to evaluate the efficiency of estimators [20]. Another important role of 8,(6) and F,,(0) is to prove the asymptotic
properties. If the first three order derivates of [, (@) with respect of @ exist, the consistency, i.e. @ converging in
probability to the true coefficients 8y, can be proved under a generalized framework [21]. However, the asymptotic
converged of the covariance matrix for GaGLM cannot be proved by using the generalized approach in [21]. To tackle
this problem, we first prove the asymptotic normality of the normalized score function F', T/ 2(6)s,,(0) motivated by [14].
Note that [14] dealt with the exponential family-based models, whose moment generating function is the exponential
function of the sufficient statistics. [14] used such moment generating function to prove the asymptotic normality of
the normalized score function. However, there is not an asymptotic theory of MLE to Gamma distribution, where the
approach in [14] cannot be extended to the GaGLM. Furthermore, the elements constructing F,, T/ 2(0)s,(0) cannot
be expected to be identically distributed. Thus, we investigate the Lyapunov condition and the Taylor expansion, the
asymptotic normality of MLE of GaGLM can be proved. In what follows, we first derive the score function and the
Fisher information matrix of MLE of GaGLM.

III. SCORE FUNCTION AND FISHER INFORMATION MATRIX FOR GaGLM

For deriving the score function and the Fisher information matrix, the log-likelihood function of 8 is formulated from
(6). The score function (7) can be represented as follows.
Lemma 1: (Component-wise score function for GaGLM). The two components of the score function (7) are obtained

by
sa() = 22
= (51(0), ..731,(0))-'-
= Z(IOgﬁi—¢o(ai)+logzi) (10)

@
Il
—

(alog B —1bo (i) + o log z;)

|

@
Il
—
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and

() = 220 5" (0 - iz, ()
i=1

where () = 11:/(;‘) is digamma function, which can be seen in Equation (19).

Proof Lemma 1: The following derivatives can be directly derived from (4).

60&1'
da i
(12)
B,
8b - ﬁzyr
Then, derivatives of the log-likelihood function (5) are straightforwardly obtained.
|
The Fisher information matrix will be derived via the Hessian matrix follows
Ol (0) 0, (0) 01 (8) 0L ()
_| O0a OaT a  9p'
Pl =1 91,,(6) 01, (6)  91,(8) Ol (6)
ob  oaT b op (13)
— [hpyp(o) hp,q(e)}
hqp(0) hqeq(0)]’
with entries:
021,(0)
hpvp(e) - aaaaT
=) aillog B +log zi — o ai) (14)
=1
—aipr ()] zi]
where 11 (@) = ¢(«) is trigamma function, which can be seen in Equation (20).
%1, (0
hua(0) = 18
n (15)
== Bizyyi
i=1
and
021,(0)
hpq(0) =h] (0) = —=
P;q( ) q,p( ) c’)aabT
(16)

n

T

= E LY,
=1

In order to derive the Fisher information matrix and prove asymptotic normality, the following Lemmas 2 and 3 are

necessary.
Lemma 2: If Z ~ Ga(a, 3) then

E(log Z) = ¢o(a) —log 8 (17)

and

E(log2)* < C(a, B, k), k=1,2,..n (18)

where C' is positive constant depending on «, § and k, and k > 0 is any finite positive integer.
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Proof Lemma 2: Before the proof of this lemma, we should recall the Euler’s gamma function I'(«) and digamma
function 9o («) for @ > 0 defined as

Yo(a) = F’(a)’ with T'(a) = /000 u® e du. (19)

INE))
For basic properties of these functions see [22]. Polygamma functions ,, such as trigamma, tetragamma and
pentagamma functions when n =1,2,3, are defined to be n-order derivatives of ¥g function, that is,

Un(a) =9 (@), n=1,2,.. (20)

The following integral and series representations are valid for z >0 and n=1,2,3,...:

oo tnefoct

(_1)77,711&”(04):/0 ot dt

~ ) (21)
:”!;7(04%)%1 (> 0),

(k)
which are monotonically increasing and continuous function in « > 0 [23]. Then, We can get FF(OE)Q) by polygamma

functions with £k =1,2,...,n. When n =1, we can get

1(a) = vh(a)
_(T@Y
(fay
_Te)  (T(e)
- TI(a) (F(a)>
_ F//(Oé)
= Ta) 4@
then
F“(Oé) B
() = ¢1(a) + 45 (). (22)

When n =2, we can get

bale) = ¥} ()
- (F (a)) @R (a))

I'(a)
B F///(O[) F//(O[)F/(O[) ,
=T | @ eV
= FF(S) — (¢1(a) + 95 (a)) Yo (a) — 2¢0 ()1 ()
= 1}((()3) — 9§ () = 3o ()i ().
In the following,
FF”;S) = o) + 3 () + 3tho ()1 (a) (23)

(k)
Continuous derivative of (19) function as (22) and (23), we can get FF(CSX) function.

) ()
I'(a)
where fir (Yo(a),¥1(a),2(a),...,05—1(a)) is a finite j-order polynomial combination function of the ;(a) functions

with ¢ <k and j <k.
Let Z ~ Ga(a, 3), we have

= frr (Yo(a),¥1(a),h2(c), ... 0—1(x)), (24)
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—— 3% e PPdz = 1. 25
| @ )
Multiply at each side of equation (25) by I'(a), we can get
oo
) = / Bz le™P2 2. (26)
0
Then, take the k-order derivative with respect to « of both sides, that
r*) (o ch/ Bz e 10gh 1 Blog’ zdz. (27)
Divided by I'(«) at both sides of (27), we obtain
r(k) ZC ﬁa a— 1 [321 k—1i i
k FSYORY og" " Blog" zdz
(28)
= ZC}€ log" =t BE(log Z)*.
i=0
For k=1,
Yola) = /00 LBG logﬂzo‘_le_ﬁzdz—&- /OO Lﬂaza—l logze_ﬂzdz
o I(a) o Do) (29)
=logf+ E(logZ)
then
E(log Z) = ¢o(a) —log . (30)

Let fi(e) denote finite j-order polynomial of log/3 by j < k and linear combination of E(log Z)’ with i =1,2,....k—1
function. Combining (24) and (26), we can get

) (o
Bllog 2)"* =~ 5 4 fu(log . Bllog 2), 1o 2%, .. E(log 2)* )
_ 31
— fe(1088, E(log 2), E(log 2)°, .. E(log 2)* 1) + fur ($o(a),¥1(0). ¥2(@).tioa(@)) )
C(a, B, k)
|
Lemma 3: If Z ~ Ga(a, ), the kth moment of Z is limited as
EZF <C(o,B,k), k=1,2,...n (32)
where C' is positive constant depending on «, § and k, and k > 0 is any finite positive integer.
Proof Lemma 3:
EZk = /00 L pazkta=le=hBzq,
o I(o)
_ > F(k+a) ﬂik k+a k+a—1_-—pBz
A e L
_ F(k—’—a)ﬁik > 1 k+a _k+a—1_—pBz (33)
B o A = L
_ F(k+a)ﬂ_k
- T
< C(a,B,k)
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Theorem 1: (Fisher information matrix for GaGLM). The components of the Fisher information matrix are obtained
as follows:

E (azg(io) agjf >> _ ; (108 B — o ()i + i log 21) ziwT o
O (0) 9 (0)\ &
E( 31() ! (%(T)) - ;aiyiyf (35)
a1, (6)
E< ai e o7 > Zo‘””yl (36)

Proof Theorem 1: Under the assumptions of mild general regularity, we have F,(0) = —EH,(0) by [24], and
F,,(0) is positive semi-definite matrix [25]. Thus, using Lemmas 1, 2, equations (8) and (13), the Fisher information
matrix can be straightforward computed as follows

Fo(8)= —EH,.(6)

— [Ehp »(0) Ehp,q(o)}

th P(a) Eh‘]v‘l(e)

_ [f ,(0) fp,qw)]
Fap(0) fq4(0)

According to (17) in lemma 2, they are expressed respectively as follows

fp,p =—F [h’pyp(o)}

=-F [Zai (log B; +1log z; — Yo () — ai¢1(ai))$i$;r:|

i=1 (37)
_Za ¢1 Oéz )
fq,q =-F [hQ:Q(o)]
=—EY Biziyy;
2 Py (35)

n
= Z aiyy;
i=1
and

fp,q(g) = f;p(0) = —Elhyp,q(0)]
=—F almlyZT
; (39)
= *Zaixiy;r~
i=1

Then, we can get

n 2 N s T T
Fn(o)zz[aiwl(az) a(ﬂ [xler xlyﬂ

= —Qg Yir; YY;
- ai(a;) 1] |z “0)
by () — ,
:Zaz[ o 1} M &7 7).
i=1
]

Corollary 1: (Definiteness of Fisher information matrix for GaGLM). If Y7 | w;w/ is of full rank, with w; =
(z],y])T denoted in Section II, the Fisher information matrix F,,(6) is positive-definite.
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Proof Corollary 1: To prove the positive character of the Fisher information matrix, we need derive the range of
a1 (). From the equation (21) as n =1, we can get following inequality

1
7/11(04)—Zm

k=0
= 1

>
];)(a+k)(a+k+1)

i( I ) (41)
P at+k a+k+1

R S U SRR SRV S
a a+l at+tl a+2 a+2 7
1

=

Then, we can get
i aleﬁal) 1 ‘ = o (1 (Ozz) — 1) > 0. (42)

If Y wiw] is of full rank, the Fisher information matrix F,,(6) is positive-definite.

IV. ASYMPTOTIC THEORY FOR THE MAXIMUM LIKELIHOOD ESTIMATOR IN GaGLM

Under the mild assumptions, the asymptotic properties of the MLE was proved in GLM for canonical link functions
[14]. These asymptotic conditions can be applied to prove similar results for GaGLM as well as noncanonical.

To normalize the score function, we introduce the Cholesky square root matrix for positive definite matrix F', such
that F/ 2(F 1/ HT = F. We set F /2 denotes the unique lower triangular matrix with positive diagonal elements. For
convenience, set F1/2 = (F1/2)T7 F1/2.— (1*"1/2)*1 and F~1/2 .= (FT/Q)*l. For convenience, we drop the argument
0o in 8,(00), 8,i(00), Fr(0o) Eg, etc. and write 85, 8ni, Frn, E etc. C; for i =1,2,... will further denote constants,
with or without subindexes. The same C’s represent different constants in different formula.

Let ||-]] denote the spectral norm of square matrices. The spectral norm of a real-valued matrix F' is given by

I1F) = (e FFT))

= sup |[|Full,,
luull =1

(43)

where |-||, denotes the L?— norm of vectors. The maximal (minimal) eigenvalue of a square matrix F will be further
denoted by Amax(F) (Amin(F')). For € > 0, a neighborhood of the unknown true parameter 8y can denote by

Nn(s):{G: HFI/Q-(0—00>H ge}. (44)
In this paper, let’s make the following assumptions.
(A1)
Amin(F) > % vV on>1, (45)

where C' is a positive constant.
(A2) {zp,n>1} C Ky, {y,,n>1} C K, where K; C RP and K, C RY are compact sets.

(A3) Ky C RP*Y is an open set, and @y is an interior point of the set K.

Furthermore, Assumption (A1) means that A\pin(F) and n are the same order infinity, which is used to prove
Lemmas 4 and 5. Assumption (A2) implies what we deal with are compact regressors. If 8 lies on the boundary of
parameter space Ky, the statements of Theorem 2 do not valid anymore.

Based on the assumptions above, we need to prove two preliminary Lemmas 4 and 5 for asymptotic properties of
MLE @ first.
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Lemma 4: Under the assumptions (A1)—(A3), there is
F;T/an £>Np(071p+q) as n— oo, (46)

where Np(0,1,44) is a (p+ ¢)-dimensional normal distribution with mean vector 0 and covariance matrix Ipq.

Proof Lemma 4: Derived from Cramer-Wald [20], we only need to prove that a linear combination u'F, V2g,
converges in distribution to N(0,u"u) for any vector u € RPF4(u # 0). Without loss of generality, we set |u|| = 1.
Then, let

-
T T
5.(0) = (53(6).5(6)) ) )
=(51(0),...,5p(0),5p41(0),...,5p1+4(0)) ",
where
Ol (0) <~
5-(8) := B = ;smw)
with
s7,i(0) = (ailog Bi — Yo (cvi)a; + v log z;) iy (48)
for r=1,...,p, and ¥p(-) is digamma function (seen in Equation (19)).
on(0)
spir®) =220 =50
" i=1
with
sp+r,i(0) = (i — Bizi) Yir (49)
forr=1,...,q.

Now observe that s, can be written as a sum of independent random vectors, namely

n
8y = ani, (50)
i=1

where 8pi = (81,4, Sp.isSpt1iisersSptqi)| With 8. := s,.;(8p) defined in (48) and (49) for r = 1,2,...,p+¢q and i =
1,...,n, respectively. Further, define independent random variables &;,, by & :=u' F,, 1/2g .. Since E(&,) =0 and
Var(}.; 1 &mn) =1, it is enough to show that the Lyapunov condition is satisfied, i.e.

n
Le:=Y Bl =0, 3Is>2 (51)
=1

2
Let s =3 (see p. 393, e.g., Hoffmann [26]). Noticing that HF;UQH =1/Amin(F), it follows from (A1) that

- 3 1/2 3 3
to < 38 ([ = )
i=1
C n
< WZEHSMH?’ (52)
i=1

C
< — max E|snl®.
n

Vni=1,..,
Using an extension of the c,-inequality given by

k n
<n*INCEGE (k> 1k€R), (53)
=1

n

> ¢

i=1

E
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to n arbitrary random variables (y,...,(, (see p.58, e.g., Petrov [27]) yields that
3
Ellsnill® < (0+a)* (Bls1il® + Els,il> + .+ Elsptqil”)
< C(Els1il’ + Elsoil® + .+ Elsprq,l®)
Thus, it remains to establish that max;—1, .. E|sp ;| is uniformly bounded in n for r =1,...,p+¢. This will be shown

for case r=1,...,p and r =p+1,...,p+¢q. The remaining cases can be treated similarly. Without loss of generality, set
r=p and r = p+ q respectively. Using Lemma 2 and formula (53), we have

(54)

max FB|spi|>
i=1,...,n

i=1,..

= max E|xip (a;1og B — o (i) s + s log Z;) |3

3
_ Z‘:HllaXnE (|xip‘3’ai log 8; — o (s )v; + s IOgZZ" )

3 3 3
<C max || [E‘exp(xTa)yTb‘ +E‘w0(exp(mTa))exp(:z:Ta)‘ —l—E‘exp(zTa) log Z; } (55)
re Ky, yeKy
< C1(80) +C2(6 Ellog Z;|®
< C1(00) + Co( O)zelgrii/){e , |log Z;|
<C,(0 C2(0 E(log Z;)6
< C1(6o) + Cof O)weIg;l%XeKy (log Z;)
< Cs5(6o),
where Z; ~ Ga(a;,B;) for i =1,...,n and Z ~ Ga(exp(za),exp(y'd)), and
_max  Blspqif°
= max E(yig(ai—fiZ;))
< 13 s — B 713
_z':nll,;.i.}.(,nE(‘yZﬂ |az ﬁzZz| )
< 3E Ta)— Tb Z; 3
< jefmas lyll” E|exp(z; @) — exp(y; b) Zi] (56)
3 T,\(3 T 3
< h ! )
<O, s Nyl (Elew(! o) + Elewy]0)2i1°)
< 3
<Cq (90) +C2(00)m€l?;%yX€Ky EY;
< C3(09).
We can get
L3 =250, (57)
then
- D
F. %5, 25 Np(0,1,1q) (58)
|
Lemma 5: Under the assumptions (Al1)—(A3)
Va0 —1I oo, Veso, 59
eenzlvi)és)” (0) = Ipiqll = e> (59)
where V,,(0) := F;l/QHn(G)FT_LT/2 forn=1,2,...
Proof Lemma 5: We have a.s.
IV(8) = Lpiall = | Fo 2 (Ho(0) ~ Fa) P2
1
<—||H,(0)-F,
< 1H O Pl (60)
C
< —-||H,(0)—-F,
< S E0) - Fol

Thus, conditions
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1 P
—(H,(0)—EH, (0 1
s |(H,(6)~ BH, ()] 20 (61)
and
1 p
—(FH,(0)-F, 0 62
o - (6) )| = (62)
imply (59).

To prove (61), it is sufficient to establish that the (j, k)-element of the random matrix (H,,(8) — EH,(0)) /n converges
to zero in probability, i.e.

h;1(8) — Ehj ()
n

max
0ENnR(€)

20 (63)

There are three different types of entries (14), (15) and (16) in the Hessian matrix. We will show the convergence
of formula (63) in the cases of 1 < j,k < p. It is similar to treat the remaining cases. In order to avoid generality, let
j=pand k =p, then

1 p
hy(0)— Eh, ,(8)] = 0. 64
gg?vifa) | pp( ) pm( | (64)

We have the following bounds:

1
hy,(0)— Eh, ,(0
eer?vi)((e) | pp( ) pm( )

= max
0ENL(e) N

Z"Eszzpe i (IOg(Z) Elog(Zl))‘

log(Z, Elog(Z )

< max max CZ
0EN, (e)TEKy,ye Ky 4

= max max C’Gn
0EN, (e) xEK 2, yEKy

From the law of large numbers and standard arguments, we can get GG,, — 0 in probability as n — co. It remains to
show, we will show

1
L, 0(0) = 00|
- :1: a :1; a 2:1:Ta. z]a
796r111\fi)({5) wal’w( Pr(ei®) — e W0epy (% O))|

n

1 T T T T
< e 53 Il 2T o (e512) — 25l oy (¢l )

0ENL(e) N “ —

2a: a z'a 2mTa0 a:TaO
TinT max max e
ZI inipl e a3 (¢1) 200y (¢ 00)
T T
< (7 max max 62”” % em @) _ 2% 804), (T G0
<Cr max | max Y1(e® ) Y1 ( )
=:CGay,

T

T T T
As the continuity in 6 of the function maxger, yer, [€** *1h1(e® ) —e*® 2041 (e® %0)| with value zero at 6 = g

yield that Ga, converges to 0 in probability as n — oo
[ |
Theorem 2: Under the assumptions (A1)—(A3), the asymptotic normality of 8 can be obtained as the following

F1/2.(0-60) 2 Np(0,1,.,) (67)
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Proof Theorem 2: With the mean value theorem, we have
$,(0—00) =F,(80+7(0—80))-(6—80) (68)

for 0 <7< 1 and sn(b\) = 0. By pre-multiplying FZ/Q and integrating with respect to 7 on [0,1], we have
Pl = Uo Viu(80+7(0—80))dr | - F/*(8—60) (69)
Meanwhile, Lemma 5 implies that
/Olvn(oo+7(§ao))dT L) (70)

By using Lemma 4 and the continuous mapping theorem [28], the asymptotic normality of 9 can be prove.

V. SIMULATION STUDY

In this section, we will provide some simulation experiments to illustrate our asymptotic theory and stability results.

A. Fisher’s scoring method

The FS method is an efficient iterative algorithm for attempting to find the roots of a function 8 (0) by choosing a
starting value 8(y). The method for the score function is finding an iterative solution to the likelihood equations. As
the modification of the NR method, the F'S algorithm is an iterative method for finding the roots of a differentiable
function that generates a sequence of estimates which usually come increasingly close to the optimal solution. The
iteration is

0Gi+1) =00y +F ' (0(;))n(B5)), (71)

which is the jth iteration of the FS algorithm based on the observed Fisher information (OFT) matrix for estimating
the parameters in the GaGLM.

B. Results for Asymptotic theory

The numerical simulation based on Theorem 2 was conducted for the verification of the asymptotic properties of MLE
of GaGLM. To this end, the coefficients of GaGLM were estimated from various data sets independently generated by
the same system. Then, the distributions of the estimated coefficients were compared with the normal distributions.
Such experiments were repeated for different numbers of measurements n sized as {50, 100,200,500,1000,2000}. In this
way, the relation between the convergence and n can be investigated.

A simple model with intercept and covariate 1,71, 22, y1 and y2 were considered for the linear predictors n,(0)’s,
i.enai(0) = ag + a1z + azzio and ng;(0) = biy;1 +bayse for i =1,...,n. The values of the covariate x1, x2, y1 and
yo were chosen equally spaced between —1 and 1. Further, for distinguishing the effects of different size parameters
on the results, we examined set ag = —1, a1 =1, as =3, by =1 and b = 3. Since we are also interested in the case
when GaGLM does not satisfactorily fit the count regression data. For each combination of sample size n, setting, we
simulated 100 samples of responses Z;’s, i.e. Z; ~ Ga(exp(ag+ a12i1 +aaxi2),exp(biyil +bayiz)) for i=1,... n.

We computed the average estimate, the estimated mean squared error (MSE), the mean absolute error (MAE) and
the p-value [30] for univariate and multivariate normality test of the MLE aq, a1, ds, 131 and 132 respectively in 100
replications for each considered case, shown in table I. Simulation results reveal that the average estimate of each
parameter close to the true value roughly as the sample size n increases. With n increase, the truncation error in
the iterative process affects the estimation accuracy. The MSE and MAE decrease strictly as the number of samples
increasing, demonstrate similar patterns.

We also test the normality of each parameter with estimating result by 100 replications. Due to the same range of
randomly generated samples, when the number of samples is limited, i.e. n = 50,100 and 200, the estimation of the
smaller parameters will be affected by the bigger parameters. As the number of samples increases, when the number
of samples reaches n = 2000, the estimated value tends to be stable and presents a normal distribution.

A normal quantile-quantile (QQ) plots for the empirical distribution of multi-normal components are illustrated in
figure 1. When the sample size is n = 50 and 100, there are more outliers in the multivariate normal QQ plots. When
the sample size increases to n =200 and 500, the QQ plots tend to be stable, when n = 1000 and 2000, the QQ plots
are normally distributed.
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TABLE 1
AVERAGE ESTIMATE, STANDARD DEVIATION, ESTIMATED MSE, MAE AND P-VALUE OF dg, a1, a2, by AND by FOR A GaGLM MODEL ON THE
BASIS OF 100 REPLICATIONS.

Parameter  True value n Mean MSE MAE  p-value Normality test
50 -0.9868 0.2660 0.2158 0.0123 NO

100 -0.9798 0.1717 0.1344 0.2690 YES

aop -1 200 -0.9972 0.1139  0.0902 0.9717 YES
500 -0.9975 0.0744 0.0577 0.0141 NO

1000 -0.9969 0.0507 0.0411 0.0064 NO

2000 -1.0011 0.0316 0.0249 0.8457 YES

50 0.9561 0.4433 0.3659 0.7720 YES

100 0.9446  0.2622  0.2095 0.6501 YES

al 1 200 1.0040 0.1716  0.1346 0.0473 NO
500 0.9905 0.1354 0.1110 0.1552 YES

1000 1.0114 0.0844 0.0672 0.3956 YES

2000 1.0009 0.0635 0.0488 0.3657 YES

50 2.9553 0.4785 0.3861 0.8913 YES

100 2.9721  0.2598  0.2129 0.1981 YES

az 3 200 3.0030 0.1837 0.1367 0.7403 YES
500 2.9869 0.1232  0.0997 0.5261 YES

1000 2.9869 0.0888  0.0689 0.7357 YES

2000 2.9785 0.0634  0.0520 0.0964 YES

50 1.0854 0.5467  0.4576 0.0487 NO

100 1.0024 0.3859 0.3081 0.0176 NO

by 1 200 1.0014 0.2281 0.1828 0.3867 YES
500 0.9973 0.1647 0.1297 0.6182 YES

1000 0.9922 0.1122 0.0911 0.0717 YES

2000 0.9852  0.0748  0.0586 0.8467 YES

50 3.0246  0.5903  0.4588 0.7750 YES

100 3.0225 0.3148 0.2526 0.2990 YES

ba 3 200 3.0388  0.2618 0.2072 0.5040 YES
500 2.9603 0.1706 0.1345 0.2272 YES

1000 2.9592  0.1230 0.1006 0.4994 YES

2000 2.9848 0.0933 0.0715 0.4488 YES

Figure 2 illustrates the convergence of parameters estimation by different size of samples. With the increase of
samples, the mean value of each estimated parameter gradually approaches the real value, and the fluctuation range
gradually decreases, that is, the variance decreases. Therefore, it indicates that the parameter estimation value converges
to the actual value, and the maximum likelihood estimate is consistent. Among them, it can be seen from the figure
that due to the difference in parameter size, the bigger parameter is easier to converge to the real value, which has the
significance of estimation.

VI. CONCLUSION

GaGLM is now commonly used for investigating positive real data. In this paper, similar to the asymptotic theory of
MLE of natural exponential distribution family-based GLM, we establish the consistency and asymptotic normality of
MLE of GaGLM by proving the Lyapunov condition. We also discuss the range of the logarithmic k-order expectation
E(logZ)F as k=1,2,...,6 when Z obey the Gamma distribution. Moreover, the simulation study illustrates that the
normal approximation is satisfactory for moderate and large sample sizes. Finally, with the established asymptotic
theory, we can further benefit interval estimates, hypothesis tests and stochastic control design in a theoretical basis.
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