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1 Proofs

This section includes the proofs of all the results stated in the main paper.

Proof of Proposition \[\text{2}.\] We prove the result for \(i = 1\), the other cases are proven similarly.

Fix \(a\) with \(\|a\| = 1\) and \(B\). Note that

\[
m_{\text{MSE}}^1(a, B) = E \|z_t - z_{R,1}^R(a, B)\|^2 = E \|z_{R,1}^R(a, B)\|^2 + E \|z_t\|^2 - 2E z_t z_{R,1}^R(a, B).
\]

Let \(f_t' = f_t(a) = (a'x_t, a'x_{t-1}, \ldots, a'x_{t-k_2}).\) Note that \(z_{R,1}^R(a, B) = B f_t'.\) Hence

\[
E \|z_{R,1}^R(a, B)\|^2 = Ef_t'BB'f_t = \text{Tr}(BB'_{k_1,k_2}(a)).
\]

Since \(BB'\) and \(S_{k_1,k_2}(a) - I_{k_2+1}\) are symmetric and semi-positive definite we have that

\[
\text{Tr}(BB'_{k_1,k_2}(a)) \geq \text{Tr}(BB' \inf_{\|a\| = 1} \lambda_{\text{min}}(S_{k_1,k_2}(a))) = \|B\|_F^2 \inf_{\|a\| = 1} \lambda_{\text{min}}(S_{k_1,k_2}(a)).
\]

On the other hand, by the Cauchy-Schwartz inequality

\[
E |z_t' z_{R,1}^R(a, B)| \leq (E \|z_t\|^2)^{1/2} (E \|z_{R,1}^R(a, B)\|^2)^{1/2}.
\]

Since \(BB'\) and \(I_{k_2+1}\) are symmetric and semi-positive definite we have that

\[
\text{Tr}(BB'_{k_1,k_2}(a)) \leq \text{Tr}(BB' \sup_{\|a\| = 1} \lambda_{\text{max}}(S_{k_1,k_2}(a))) = \|B\|_F^2 \sup_{\|a\| = 1} \lambda_{\text{max}}(S_{k_1,k_2}(a)).
\]

Hence,

\[
(E \|z_{R,1}^R(a, B)\|^2)^{1/2} \leq \|B\|_F \left( \sup_{\|a\| = 1} \lambda_{\text{max}}(S_{k_1,k_2}(a)) \right)^{1/2}.
\]
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Then
\[
\inf_{\|a\|=1} \|z_t - z_t^R(a, B)\|^2 \geq \|B\|_F^2 \inf_{\|a\|=1} \lambda_{\min}(S_{k_1^1, k_2^1}(a)) + \mathbb{E}\|z_t\|^2
\]
\[
- 2(\mathbb{E}\|z_t\|^2)^{1/2}\|B\|_F (\sup_{\|a\|=1} \lambda_{\max}(S_{k_1^1, k_2^1}(a)))^{1/2},
\]
from which the proposition follows immediately.

\[\square\]

**Lemma 1.** Fix \(k_1, k_2 \geq 0\). Then
\[
\sup_{\|a\|=1} \left\| \frac{F'_{k_1, k_2} F_{k_1, k_2}}{T - (k_1 + k_2)} - S_{k_1, k_2}(a) \right\|_F \xrightarrow{a.s.} 0.
\]

**Proof of Lemma 1.** Fix \(a\) with \(\|a\| = 1\). Then
\[
\frac{F'_{k_1, k_2} F_{k_1, k_2}}{T - (k_1 + k_2)} = \frac{1}{T - (k_1 + k_2)} \begin{pmatrix}
a'Z'_{k_1+k_2, k_1}
a'Z'_{k_1+k_2-1, k_1}
\vdots
a'Z'_{k_1, k_1}
\end{pmatrix}
\begin{pmatrix}
a Z_{k_1+k_2, k_1}
a Z_{k_1+k_2-1, k_1}
\vdots
a Z_{k_1, k_1}
\end{pmatrix}
\]

Fix \(k_1 \leq i, j \leq k_1 + k_2\). Then
\[
Z'_{i,k_1} Z_{j,k_1} = \begin{pmatrix}
Z'_{i}
\vdots
Z'_{i-k_1}
\end{pmatrix}
\begin{pmatrix}
Z_{i-1}
\vdots
Z_{i-k_1}
\end{pmatrix},
\]
\[
= \begin{pmatrix}
Z'_{i}Z_{j}
Z'_{i}Z_{j-1}
\vdots
Z'_{i}Z_{j-k_1}
\end{pmatrix}
\begin{pmatrix}
Z_{i-1}
\vdots
Z_{i-k_1}
\end{pmatrix}.
\]
Note that
\[ Z'_i Z_j = \sum_{r=1}^{T-k_1-k_2} z_{i+r} z'_{j+r}. \]

By the Ergodic Theorem
\[ \frac{Z'_i Z_j}{T-(k_1+k_2)} \xrightarrow{a.s.} \Sigma(i-j). \]

Hence
\[ \frac{Z'_{i,k_1} Z_{j,k_1}}{T-(k_1+k_2)} \xrightarrow{a.s.} \begin{pmatrix} \Sigma(i-j) & \Sigma(i-j+1) & \ldots & \Sigma(i-j+k_1) \\ \vdots & \vdots & \ddots & \vdots \\ \Sigma(i-j-k_1) & \Sigma(i-j-k_1+1) & \ldots & \Sigma(i-j) \end{pmatrix} = V_{k_1}(i-j). \]

We have shown that
\[ \frac{F'_{k_1,k_2} F_{k_1,k_2}}{T-(k_1+k_2)} \xrightarrow{a.s.} \begin{pmatrix} a' V_{k_1}(0) a \\ \vdots \\ a' V_{k_1}(-k_2) a \end{pmatrix} = S_{k_1,k_2}(a). \]

To prove that the convergence holds uniformly, it suffices to show that, for \( k_1 \leq i, j \leq k_1+k_2, \)
\[ \sup_{\|a\|=1} \left| \frac{a'Z'_{i,k_1} Z_{j,k_1} a}{T-(k_1+k_2)} - a' V_{k_1}(i-j) a \right| \xrightarrow{a.s.} 0. \]

It is easy to show that
\[ \frac{a'Z'_{i,k_1} Z_{j,k_1} a}{T-(k_1+k_2)} = \frac{\sum_{h=0}^{k_1} \sum_{r=0}^{k_1} a'_h Z'_{i-r} Z_{j-h} a_h}{T-(k_1+k_2)}. \]

Note that for any \( v, w \in \mathbb{R}^m \)
\[ v' Z'_i Z_j w = v' \left( \sum_{r=1}^{T-(k_1+k_2)} z_{i+r} z'_{j+r} \right) w. \]
Thus, to prove the lemma it will be enough to prove that

\[
\sup_{\|v\| \leq 1, \|w\| \leq 1} \left| \frac{T^{-(k_1+k_2)} v' \left( \sum_{r=1}^n z_{i+r} z_{j+r}' \right) w}{T - (k_1 + k_2)} - v' \Sigma(i-j) w \right| \xrightarrow{a.s.} 0.
\]

This follows immediately from

\[
\sup_{\|v\| \leq 1, \|w\| \leq 1} \left| \frac{T^{-(k_1+k_2)} v' \left( \sum_{r=1}^n z_{i+r} z_{j+r}' \right) w}{T - (k_1 + k_2)} - v' \Sigma(i-j) w \right| \leq \left\| \sum_{r=1}^n z_{i+r} z_{j+r}' \right\|_F \xrightarrow{a.s.} 0,
\]

and the Ergodic Theorem.

\[\square\]

**Lemma 2.** Fix $k_1, k_2 \geq 0$. Then

\[
\liminf_{T} \inf_{\|a\| = 1} \lambda_{\min} \left( \frac{F'_{k_1,k_2} F_{k_1,k_2}}{T - (k_1 + k_2)} \right) \geq \inf_{\|a\| = 1} \lambda_{\min} (S_{k_1,k_2}(a)),
\]

with probability one.

**Proof of Lemma 2.** It suffices to show that

\[
\sup_{\|a\| = 1} \lambda_{\min} \left( \frac{F'_{k_1,k_2} F_{k_1,k_2}}{T - (k_1 + k_2)} \right) - \lambda_{\min} (S_{k_1,k_2}(a)) \xrightarrow{a.s.} 0
\]

and this follows from Theorem 3.3.16 of [Horn and Johnson (1994)] and Lemma 1.

\[\square\]

For $i \geq 1$ let

\[
z^R_{t,i}(a^1, B^1, \ldots, a^i, B^i) = \sum_{c=1}^i r^R_t(a^c, B^c), \quad z^{*,i}_t = \sum_{c=1}^i r^R_t(a^{*,c}, B^{*,c}).
\]

Define

\[
A^0 = \frac{\mathbb{E}\|z_t\|^2}{m}, \quad A^1 = \frac{\mathbb{E}\|z_t - r^R_t(a^{*,1}, B^{*,1})\|^2}{m}.
\]
and for $i \geq 2$

$$A^i = 2^{i-1}A^1 + \sum_{c=2}^i 2^{(i+1-c)}E\|r_t^R(a^{*,c},B^{*,c})\|^2.$$ 

Let

$$k_{\text{max}}^0 = 0, \quad T^{*,0} = T, \quad (\hat{a}^0, \hat{B}^0) = (0,0), \quad \text{MSE}^0(\hat{a}^0, \hat{B}^0) = \frac{1}{(T-k_{\text{max}}^0)m} \sum_{t=k_{\text{max}}^0+1}^T \|z_t\|^2,$$

and $T^0 = \{(0,0)\}$ and $(a^{*,0}, B^{*,0}) = (0,0)$.

**Lemma 3.** Assume Condition 1 holds for $(k_i^1, k_i^2)$, $i = 1, \ldots, q$. Fix $0 \leq i \leq q$. Assume that, with probability one, for large enough $T$, $(\hat{a}^0, \hat{B}^0), \ldots, (\hat{a}^i, \hat{B}^i)$ exist. Then we have that, with probability one,

$$\limsup_T \text{MSE}^i(\hat{a}^i, \hat{B}^i) \leq A^i.$$

**Proof of Lemma 3.** The proof goes by induction. For $i = 0$ the result follows immediately from the Ergodic Theorem. Take $i = 1$. By definition of $(\hat{a}^1, \hat{B}^1)$ we have that

$$\text{MSE}^1(\hat{a}^1, \hat{B}^1) \leq \text{MSE}^1(a^{*,1}, B^{*,1}).$$

By the Ergodic Theorem $\text{MSE}^1(a^{*,1}, B^{*,1})$ converges to $A_1$ almost surely. Now assume the result has been proven for $i$. We will show that it holds for $i + 1$. By definition of $(\hat{a}^{i+1}, \hat{B}^{i+1})$ we have that

$$\text{MSE}^{i+1}(\hat{a}^{i+1}, \hat{B}^{i+1}) \leq \text{MSE}^{i+1}(a^{*,i+1}, B^{*,i+1}) = \frac{1}{T^{*,i+1}m} \sum_{t=k_{\text{max}}^{i+1}+1}^T \|z_t - \hat{z}_t - r_t^R(a^{*,i+1}, B^{*,i+1})\|^2.$$ 

Now

$$\frac{1}{T^{*,i+1}m} \sum_{t=k_{\text{max}}^{i+1}+1}^T \|z_t - \hat{z}_t - r_t^R(a^{*,i+1}, B^{*,i+1})\|^2 \leq \frac{2}{T^{*,i+1}m} \sum_{t=k_{\text{max}}^{i+1}+1}^T \|z_t - \hat{z}_t\|^2$$

$$+ \frac{2}{T^{*,i+1}m} \sum_{t=k_{\text{max}}^{i+1}+1}^T \|r_t^R(a^{*,i+1}, B^{*,i+1})\|^2.$$
For the first term, since $k_{i+1}^{i+1} \geq k_{i_{max}}^i$, 

$$\frac{2}{T_{*,i+1}^* m} \sum_{t=k_{i_{max}}^i+1}^{T} \|z_t - \hat{z}_t^i\|^2 \leq \frac{2T_{*,i}^{i+1}}{T_{*,i+1}^* m} \sum_{t=k_{i_{max}}^i+1}^{T} \|z_t - \hat{z}_t^i\|^2 = \frac{2T_{*,i}^{i+1}}{T_{*,i+1}^* m} \text{MSE}^i(\hat{a}^i, \hat{B}^i).$$

Using the inductive hypothesis, we get that with probability one

$$\limsup_T \frac{2}{T_{*,i+1}^* m} \sum_{t=k_{i_{max}}^i+1}^{T} \|z_t - \hat{z}_t^i\|^2 \leq 2A^i.$$

For the second term, using the Ergodic Theorem again, we get that with probability one,

$$\limsup_T \frac{2}{T_{*,i+1}^* m} \sum_{t=k_{i_{max}}^i+1}^{T} \|r^R_{t}(a^{*,i+1}, B^{*,i+1})\|^2 \leq 2 \mathbb{E} \|r^R_t(a^{*,i+1}, B^{*,i+1})\|^2 / m.$$

Hence, with probability one,

$$\limsup_T \text{MSE}^{i+1}(\hat{a}^{i+1}, \hat{B}^{i+1}) \leq 2A^i + 2 \frac{\mathbb{E} \|r^R_t(a^{*,i+1}, B^{*,i+1})\|^2}{m} = A^{i+1}.$$

The result is proven. \hfill \Box

We will note for $i = 1, \ldots, q$

$$g^i(M) = \left( M \left( \inf_{\|a\|=1} \lambda_{min} \left( S_{k^i_1,k^i_2}(a) \right) \right)^{1/2} \right)^{2} - \left( A^{i-1} \right)^{1/2}.$$ 

If Condition 1 holds for $k^i_1, k^i_2$, clearly $g^i(M) \to +\infty$ when $M \to +\infty$. For $i = 1, \ldots, q$ let

$$s^i = \left( \frac{m A^{i-1}}{\inf_{\|a\|=1} \lambda_{min} \left( S_{k^i_1,k^i_2}(a) \right) } \right)^{1/2}.$$

The following Lemma is a key result.
Lemma 4. Assume Condition \([7]\) holds for \((k_1^i, k_2^i), i = 1, \ldots, q\). Fix \(1 \leq i \leq q\). Assume that, with probability one, for large enough \(T\), \((\hat{a}^0, \hat{B}^0), \ldots, (\hat{a}^{i-1}, \hat{B}^{i-1})\) exist. Then if \(M > s_i\), with probability one,

\[
\liminf_T \inf_{\|a\|=1, \|B\|_F \geq M} \text{MSE}^i(a, B) \geq g^i(M).
\]

Proof of Lemma \([4]\). The triangle inequality implies that

\[
m^{1/2} \text{MSE}^i(a, B)^{1/2} \geq \left( \frac{1}{T^{*,i}} \left\| F_{k_1^i, k_2^i} B \right\|_F^2 \right)^{1/2} - \left( \frac{1}{T^{*,i}} \sum_{t=k_{\max}+1}^T \| z_t - \hat{z}_t^{-1} \|_2 \right)^{1/2}
\]

We will bound the right hand side of the last inequality. Note that

\[
\frac{1}{T^{*,i}} \sum_{t=k_{\max}+1}^T \| z_t - \hat{z}_t^{-1} \|_2^2 \leq \frac{T^{*,i-1}}{T^{*,i-1}} \frac{1}{t=k_{\max}+1} \sum_{t=k_{\max}+1}^T \| z_t - \hat{z}_t^{-1} \|_2^2 = \frac{m T^{*,i-1}}{T^{*,i}} \text{MSE}^{i-1}(\hat{a}^{i-1}, \hat{B}^{i-1}).
\]

By Lemma \([3]\) with probability one

\[
\limsup_T \text{MSE}^{i-1}(\hat{a}^{i-1}, \hat{B}^{i-1}) \leq A^{i-1}.
\]

On the other hand

\[
\inf_{\|a\|=1, \|B\|_F \geq M} \left\| F_{k_1^i, k_2^i} \frac{B}{\sqrt{T^{*,i}}} \right\|_F \geq M \inf_{\|a\|=1} \inf_{\|B\|_F=1} \left\| \frac{F_{k_1^i, k_2^i} B}{\sqrt{T^{*,i}}} \right\|_F.
\]

Note that

\[
\inf_{\|B\|_F=1} \left\| \frac{F_{k_1^i, k_2^i} B}{\sqrt{T^{*,i}}} \right\|_F = \inf_{\|B\|_F=1} \left\| \text{vec} \left( \frac{F_{k_1^i, k_2^i} B}{\sqrt{T^{*,i}}} \right) \right\|_F
\]

\[
= \inf_{\|B\|_F=1} \left\| \left( I_m \otimes \frac{F_{k_1^i, k_2^i}}{\sqrt{T^{*,i}}} \right) \text{vec}(B) \right\|
\]

\[
= \inf_{\|B\|_F=1} \left\| \left( I_m \otimes \frac{F_{k_1^i, k_2^i}}{\sqrt{T^{*,i}}} \right) b \right\|
\]

\[
= \lambda_{\min}^{1/2} \left( \left( I_m \otimes \frac{F_{k_1^i, k_2^i}}{\sqrt{T^{*,i}}} \right) \left( I_m \otimes \frac{F_{k_1^i, k_2^i}}{\sqrt{T^{*,i}}} \right) \right)
\]

\[
= \lambda_{\min}^{1/2} \left( I_m \otimes \frac{F_{k_1^i, k_2^i} F_{k_1^i, k_2^i}}{T^{*,i}} \right) = \lambda_{\min}^{1/2} \left( \frac{F_{k_1^i, k_2^i} F_{k_1^i, k_2^i}}{T^{*,i}} \right).
\]
By Lemma 2 with probability one

\[
\liminf_T \inf_{\|a\| = 1, \|B\|_F \geq M} \left\| \frac{F_{k_1^i, k_2^i}}{\sqrt{T^{*,i}}} B \right\|_F \geq M \left( \inf_{\|a\| = 1} \lambda_{\min} \left( S_{k_1^i, k_2^i}(a) \right) \right)^{1/2}.
\]

It follows that if \( M > s^i \)

\[
\liminf_T \inf_{\|a\| = 1, \|B\|_F \geq M} \text{MSE}(a, B) \geq g^i(M).
\]

Fix \( 1 \leq i \leq q \). Let \( \mathbb{P}_{T^{*,i}} \) be the empirical probability measure that places mass \( 1/T^{*,i} \) at \( y_1 = (z_1, \ldots, z_{k_{\max}^i} + 1), \ldots, y_{T^{*,i}} = (z_{T^{*,i}}, \ldots, z_T) \). The process \( (y_t)_t \) is strictly stationary and ergodic. Let

\[
L_{a_1, B_1, \ldots, a_i, B_i}(y_t) = \frac{1}{m} \| z_{t+k_{\max}^i} - z_{t+k_{\max}^i}^R \|_2.
\]

**Lemma 5.** Fix \( 1 \leq i \leq q \). For each \( M > 0 \)

\[
\sup \{ \| \mathbb{P}_{T^{*,i}} L_{a_1, B_1, \ldots, a_i, B_i} - \mathbb{P} L_{a_1, B_1, \ldots, a_i, B_i} \| : \|a_1\| = \cdots = \|a_i\| = 1, \|B_1\|, \ldots, \|B_i\| \leq M \}^{a.s.} \rightarrow 0.
\]

**Proof of Lemma 5.** Let

\[
\mathcal{L} = \{ L_{a_1, B_1, \ldots, a_i, B_i} : \|a_1\| = \cdots = \|a_i\| = 1, \|B_1\|, \ldots, \|B_i\| \leq M \}.
\]

\( \mathcal{L} \) is VC-major, since it is formed by polynomials of bounded degree. It has an integrable envelope, since \( \mathbb{E} \| z \|^2 < +\infty \). Moreover, if we take \( \mathcal{L}^0 \) to be the subset of \( \mathcal{L} \) formed by taking only \( a_c \) and \( B_c, c = 1, \ldots, i \), with rational entries it follows that: \( \mathcal{L}^0 \) is countable, and each element of \( \mathcal{L} \) is the pointwise limit of elements of \( \mathcal{L}^0 \). Then the lemma follows from Proposition 1 of Adams and Nobel (2010).  \( \square \)
Proof of Proposition 1. The proof goes by induction. Take \( i = 1 \). Take \( M > 0 \) such that
\[
g^{i}(M) > 2A^{i-1}, \quad M > s_{i}.
\]
Since \( \text{MSE}^{i}(a, B) \) is continuous, it attains its minimum over the compact set
\[
K = \{(a, B) : \|a\| = 1, \|B\|_{F} \leq M\}.
\]
Let
\[
A = \left\{ \lim \inf_{\|a\|=1, \|B\|_{F} \geq M} \inf_{M > s_{i}} \text{MSE}^{i}(a, B) \geq g^{i}(M) \right\},
\]
\[
B = \left\{ \limsup_{T} \text{MSE}^{i}(0, 0) \leq A^{i-1} \right\},
\]
\[
C = \{ \text{For large enough } T, (\hat{a}^{0}, \hat{B}^{0}), \ldots, (\hat{a}^{i-1}, \hat{B}^{i-1}) \text{ exist.} \}.
\]
Note that since \( k_{\max}^{i-1} \leq k_{\max}^{i} \)
\[
\text{MSE}^{i}(0, 0) = \frac{1}{T^{*}^{i}m} \sum_{t=k_{\max}^{i}+1}^{T} \|z_{t} - \hat{z}_{t}^{i-1}\|^{2} \leq \frac{T^{*}^{i-1}}{T^{*}^{i}m} \frac{1}{T^{*}^{i-1}m} \sum_{t=k_{\max}^{i-1}+1}^{T} \|z_{t} - \hat{z}_{t}^{i-1}\|^{2} = \frac{T^{*}^{i-1}}{T^{*}^{i}} \text{MSE}^{i-1}(\hat{a}^{i-1}, \hat{B}^{i-1}).
\]
Hence, by Lemma 3, \( \mathbb{P}(B) = 1 \). By Lemma 4, \( \mathbb{P}(A) = 1 \). \( \mathbb{P}(C) = 1 \) holds trivially, because \( (\hat{a}^{0}, \hat{B}^{0}) \) is just \( (0, 0) \). Then \( \mathbb{P}(A \cap B \cap C) = 1 \).

Assume we are working in the set \( A \cap B \cap C \) in what follows. Then for all sufficiently large \( T \) we have that
\[
\text{MSE}^{i}(0, 0) \leq 2A^{i-1}
\]
and
\[
\inf_{\|a\|=1, \|B\|_{F} \geq M} \text{MSE}^{i}(a, B) > 2A^{i-1}.
\]
Hence

\[ \min_{K} \text{MSE}^i(a, B) \leq 2A^{i-1} \]

and

\[ \inf_{\|a\|=1,\|B\|_F \geq M} \text{MSE}^i(a, B) > 2A^{i-1}. \]

It follows that there exists a global minimizer of \( \text{MSE}^i \) in \( K \), in particular there exists at least one \((\hat{a}^i, \hat{B}^i)\)

Now for the inductive step. Assume the result holds for \( i - 1 \), we want to show it then holds for \( i \). Then the proof goes like above, word by word, the only difference being that the inductive hypothesis must be used to claim that with probability one, for large enough \( T, (\hat{a}^0, \hat{B}^0), \ldots, (\hat{a}^i, \hat{B}^i) \) exist.

\[ \square \]

To keep the notation light, in what follows we always assume we are working on the set with probability one where for large enough \( T, (\hat{a}^1, \hat{B}^1), \ldots, (\hat{a}^q, \hat{B}^q) \) exist. Let

\[ Q^i(a_1, B_1, \ldots, a_i, B_i) = \mathbb{E}\|z_t - z_{R,i}^R(a_1, B_1, \ldots, a_i, B_i)\|^2. \]

Note that

\[ Q^i(a_1, B_1, \ldots, a_i, B_i) = \mathbb{P}L_{a_1, B_1, \ldots, a_i, B_i}. \]

**Lemma 6.** Assume Condition \( \square \) holds for \((k^i_1, k^i_2), i = 1, \ldots, q\). Fix \( 1 < i \leq q \). Assume \( d((\hat{a}^c, \hat{B}^c), \mathcal{I}^c) \overset{a.s.}{\to} 0 \) for \( c = 1, \ldots, i - 1 \). Then if \((a^{*c}, B^{*c}) \in \mathcal{I}^c, c = 1, \ldots, i, \)

\[ Q^i(\hat{a}^1, \hat{B}^1, \hat{a}^2, \hat{B}^2, \ldots, a^{*i}, B^{*i}) \overset{a.s.}{\to} Q^i(a^{*1}, B^{*1}, a^{*2}, B^{*2}, \ldots, a^{*i}, B^{*i}) \]

and

\[ |Q^i(\hat{a}^1, \hat{B}^1, \hat{a}^2, \hat{B}^2, \ldots, \hat{a}^i, \hat{B}^i) - Q^i(a^{*1}, B^{*1}, a^{*2}, B^{*2}, \ldots, a^{*i}, B^{*i})| \overset{a.s.}{\to} 0. \]
Proof of Lemma. Fix $\varepsilon > 0$. Since for $c = 1, \ldots, i - 1$

$$d((\hat{a}^c, \hat{B}^c), T^c) \xrightarrow{a.s.} 0,$$

with probability one, for all sufficiently large $T$ and for all $c = 1, \ldots, i - 1$ we can find $(a^{*c}, B^{*c}) \in T^c$ such that $\|\hat{a}^c - a^{*c}\| + \|\hat{B}^c - B^{*c}\| < \varepsilon$. Note that $(a^{*c}, B^{*c})$ can depend on $T$, even if this dependence is not made explicit in the notation. It follows from the proof of Proposition that there exists an $M > 0$ such that $\|b_{h}^{*c}\| \leq M$ for all $c$ and $h$. Take $c$ with $1 \leq c \leq i - 1$. Since $\|\hat{a}^c - a^{*c}\| < \varepsilon$ if we let $\eta_h^c = \sum_{h=0}^{k_2} \|z_{t-h}\|$

$$|\hat{c}_t - f_t(a^{*c})| = \left| \sum_{h=0}^{k_2} z_{t-h} (\hat{a}_h^c - a_h^{*c}) \right| \leq \sum_{h=0}^{k_2} \|z_{t-h}\| \|\hat{a}_h^c - a_h^{*c}\| \leq \varepsilon \sum_{h=0}^{k_2} \|z_{t-h}\| = \varepsilon \eta_h^c. $$

Using the triangle inequality

$$\|r_t^R(\hat{a}^c, \hat{B}^c) - r_t^R(a^{*c}, B^{*c})\| \leq \|r_t^R(a^{*c}, B^{*c}) - r_t^R(\hat{a}^c, \hat{B}^c)\| + \|r_t^R(\hat{a}^c, \hat{B}^c) - r_t^R(a^{*c}, B^{*c})\|.$$ 

The first term in the inequality above is

$$\|r_t^R(a^{*c}, B^{*c}) - r_t^R(\hat{a}^c, \hat{B}^c)\| = \left\| \sum_{h=0}^{k_2} b_h^{*c} \left( \hat{c}_t - f_t(a^{*c}) \right) \right\| \leq \varepsilon \sum_{h=0}^{k_2} \|b_h^{*c}\| \eta_{t-h}^c \leq \varepsilon M \sum_{h=0}^{k_2} \eta_{t-h}^c.$$ 

For the second term,

$$\|r_t^R(\hat{a}^c, \hat{B}^c) - r_t^R(a^{*c}, B^{*c})\| = \left\| \sum_{h=0}^{k_2} \hat{c}_t - f_t(a^{*c}) \right\| \leq \varepsilon \sum_{h=0}^{k_2} \eta_{t-h}^c.$$ 

Let

$$q(a_1, B_1, \ldots, a_{i-1}, B_{i-1}, a_1^2, B_1^2, \ldots, a_{i-1}^2, B_{i-1}^2) = \mathbb{E} \|z_t^{R,i-1}(a_1, B_1, \ldots, a_{i-1}, B_{i-1}) - z_t^{R,i-1}(a_1^2, B_1^2, \ldots, a_{i-1}^2, B_{i-1}^2)\|^2.$$ 
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and
\[ s(a_1, B_1, a_2, B_2) = \mathbb{E}[r^R_t(a_1, B_1) - r^R_t(a_2, B_2)]^2. \]

Hence
\[ s(\hat{a}^c, \hat{B}^c, a^*, B^*) \leq \varepsilon^2(1 + M)^2 \mathbb{E}\left( \sum_{h=0}^{k_2} \eta_{t-h}^c \right)^2. \]

and
\[ q(\hat{a}^1, \hat{B}^1, \ldots, \hat{a}^{i-1}, \hat{B}^{i-1}, a^*, B^*) \leq \varepsilon^2(1 + M)^2 \mathbb{E}\left( \sum_{c=1}^{i-1} \sum_{h=0}^{k_2} \eta_{t-h}^c \right)^2. \]

Using the triangle inequality we get
\[
\left| \left( Q_i(\hat{a}^i, \hat{B}^i, \hat{a}^i, \hat{B}^i, \ldots, a^*, B^*) \right)^{1/2} - \left( Q_i(a^*, B^*, a^*, B^*, \ldots, a^*, B^*) \right)^{1/2} \right|
\]
\[ \leq \left( q(\hat{a}^i, \hat{B}^i, \ldots, \hat{a}^{i-1}, \hat{B}^{i-1}, a^*, B^*) \right)^{1/2} \]

and
\[
\left| \left( Q_i(\hat{a}^i, \hat{B}^i, \hat{a}^i, \hat{B}^i, \ldots, \hat{a}^i, \hat{B}^i) \right)^{1/2} - \left( Q_i(a^*, B^*, a^*, B^*, \ldots, a^*, B^*) \right)^{1/2} \right|
\]
\[ \leq \left( q(\hat{a}^i, \hat{B}^i, \ldots, \hat{a}^{i-1}, \hat{B}^{i-1}, a^*, B^*) \right)^{1/2} \]

The desired result now follows easily. \( \square \)

**Lemma 7.** Assume Condition 7 holds for \((k_1, k_2)\), \(i = 1, \ldots, q\). Fix \(1 \leq i \leq q\). Assume \(d((\hat{a}^c, \hat{B}^c), T^c) \xrightarrow{a.s.} 0\) for \(c = 0, \ldots, i - 1\). Then, with probability one,

\[ \limsup_T \text{MSE}_i(\hat{a}^i, \hat{B}^i) \leq \text{MSE}_i(a^*, B^*) \]

**Proof of Lemma 7.** For \(i = 1\) the result follows immediately from the definition of \((\hat{a}^i, \hat{B}^i)\) and the Ergodic Theorem. Take \(i > 1\). From the proofs of Proposition 1 and 2 we know
that there exists an $M > 0$ such that with probability one

$$\limsup_T \|\hat{B}^c\|_F \leq \frac{M}{2}, \ c = 1, \ldots, i,$$

and moreover for all $(a^{*,i}, B^{*,i}) \in \mathcal{I}^i, \ \|B^{*,i}\|_F \leq M/2$. Then if

$$A = \left\{ \limsup_T \|\hat{B}^c\|_F \leq \frac{M}{2}, \ c = 1, \ldots, i \right\},$$

$\mathbb{P}(A) = 1$. Define the sets

$$B = \left\{ \sup \left\{ \mathbb{P}_T L_{a_1, a_2, \ldots, a_i, B} - \mathbb{P}_L a_1, a_2, \ldots, a_i, B : \|a_c\| = 1, \|B_c\| \leq M, c \leq i \right\} \to 0 \right\}$$

$$C = \left\{ Q'(\hat{a}^1, \hat{B}^1, \hat{a}^2, \hat{B}^2, \ldots, a^{*,i}, B^{*,i}) \to Q'(a^{*,1}, B^{*,1}, a^{*,2}, B^{*,2}, \ldots, a^{*,i}, B^{*,i}) \right\}$$

By Lemma 5, $\mathbb{P}(B) = 1$. By Lemma 6, $\mathbb{P}(C) = 1$. Assume in what follows that we are working in the set $A \cap B \cap C$.

Fix $\zeta > 0$. By definition of $(\hat{a}^i, \hat{B}^i)$ we have that

$$\text{MSE}^i(\hat{a}^i, \hat{B}^i) \leq \text{MSE}^i(a^{*,i}, B^{*,i}) = \mathbb{P}_T L_{\hat{a}^1, \hat{B}^1, a^{*,i}, B^{*,i}}.$$

Then, for sufficiently large $T$,

$$\mathbb{P}_T L_{\hat{a}^1, \hat{B}^1, a^{*,i}, B^{*,i}} \leq \mathbb{P}_L a_1, a_2, \ldots, a^{*,i}, B^{*,i} + \frac{\zeta}{2} = Q'(a^{*,1}, B^{*,1}, a^{*,2}, B^{*,2}, \ldots, a^{*,i}, B^{*,i}) + \frac{\zeta}{2} \leq Q'(a^{*,1}, B^{*,1}, a^{*,2}, B^{*,2}, \ldots, a^{*,i}, B^{*,i}) + \zeta$$

$$= \text{MSE}_i(a^{*,i}, B^{*,i}) + \zeta.$$?

The result is proven.

Lemma 8. Assume Condition 7 holds for $(k^i_1, k^i_2)$, $i = 1, \ldots, q$. Fix $1 \leq i \leq q$. Assume $d((\hat{a}^c, \hat{B}^c), \mathcal{I}^c) \xrightarrow{a.s.} 0$ for $c = 0, \ldots, i - 1$. Fix $\varepsilon > 0$. Let

$$A = \left\{ \limsup_T d((\hat{a}^i, \hat{B}^i), \mathcal{I}^i) \geq \varepsilon \right\},$$
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and assume $\mathbb{P}(A) > 0$. Then there exists $M_0$ such that if $M > M_0$, there exists a set $E(M)$ with probability one, such that in the set $A \cap E(M)$ there exists a subsequence $(T_k)_k$ such that

$$\liminf_k \mathbb{P}_{T_k} L_{a_k^1 \hat{B}_k^1, \ldots, a_k^i \hat{B}_k^i} \geq \inf \left\{ \text{MSE}^i_*(a, B) : \|a\| = 1, \|B\|_F \leq M, d((a, B), I^1) \geq \varepsilon/2 \right\},$$

where $(\hat{a}_k^i, \hat{B}_k^i)$ are the values of $(\hat{a}^i, \hat{B}^i)$ over the subsequence $(T_k)_k$.

**Proof of Lemma 8.** From the proofs of Proposition 1 and 2 we know that there exists an $M > 0$ such that with probability one

$$\limsup_T \|\hat{B}_c\|_F \leq M_0^2, c = 1, \ldots, i.$$

Take $M > M_0$. Then if

$$B(M) = \left\{ \limsup_T \|\hat{B}_c\|_F \leq M/2, c = 1, \ldots, i \right\},$$

$$\mathbb{P}(B(M)) = 1.$$ Let

$$C = \left\{ \sup \{\mathbb{P}_{T^*} L_{a_1, a_2, \ldots, a_i, B_i, \ldots, a_i, B_i} - \mathbb{P} L_{a_1, a_2, \ldots, a_i, B_i, \ldots, a_i, B_i} : \|a_c\| = 1, \|B_c\| \leq M, c \leq i \} \to 0 \right\}.$$

By Lemma 5, $\mathbb{P}(C) = 1$.

Assume now that $i = 1$. Take $E(M) = B(M) \cap C$. Assume in what follows that we are working in the set $A \cap E(M)$. Then we can find a subsequence $(T_k)_k$ such that $\|\hat{B}_k^1\|_F \leq M$, and $d((\hat{a}_k^1, \hat{B}_k^1), I^1) \geq \varepsilon/2$ for all $k$. Fix $\zeta > 0$. Then for sufficiently large $k$

$$\mathbb{P}_{T_k^*} L_{\hat{a}_k^1, \hat{B}_k^1} \geq \mathbb{P} L_{\hat{a}_k^1, \hat{B}_k^1} - \zeta = \text{MSE}^1_*(\hat{a}_k^1, \hat{B}_k^1) - \zeta.$$

Moreover,

$$\text{MSE}^1_*(\hat{a}_k^1, \hat{B}_k^1) \geq \inf \left\{ \text{MSE}^1_*(a, B) : \|a\| = 1, \|B\|_F \leq M, d((a, B), I^1) \geq \varepsilon/2 \right\}.$$
This finishes the proof for \( i = 1 \).

Now for the case \( i > 1 \). Let

\[
D = \left\{ |Q^i(\hat{a}^1, \hat{B}^1, \hat{a}^2, \hat{B}^2, \ldots, \hat{a}^i, \hat{B}^i) - Q^i(a^*1, B^*1, a^*2, B^*2, \ldots, \hat{a}^i, \hat{B}^i)| \to 0 \right\},
\]

By Lemma 6, \( \mathbb{P}(D) = 1 \). Take \( E(M) = B(M) \cap C \cap D \). Assume in what follows that we are working in the set \( A \cap E(M) \). Then we can find a subsequence \( (T_k)_k \) such that

\[
\|\hat{B}_k\|_F \leq M, 1 \leq c \leq i, \text{ and } d((\hat{a}^i_k, \hat{B}^i_k), T^i) \geq \varepsilon/2 \text{ for all } k. \]

Fix \( \zeta > 0 \). Then for sufficiently large \( k \)

\[
\mathbb{P}_{T_k^*} L_{\hat{a}^i_k, \hat{B}^i_k} \geq \mathbb{P} L_{\hat{a}^i_k, \hat{B}^i_k} - \frac{\zeta}{2} = Q^i(\hat{a}^1_k, \hat{B}^1_k, \hat{a}^2_k, \hat{B}^2_k, \ldots, \hat{a}^i_k, \hat{B}^i_k) - \frac{\zeta}{2} \geq Q^i(a^{*1}, B^{*1}, a^{*2}, B^{*2}, \ldots, \hat{a}^i_k, \hat{B}^i_k) - \zeta = \text{MSE}^i(a^*_k, B^*_k) - \zeta.
\]

Moreover,

\[
\text{MSE}^i(a^*_k, B^*_k) \geq \inf \left\{ \text{MSE}^i(a, B) : \|a\| = 1, \|B\|_F \leq M, d((a, B), T^i) \geq \varepsilon/2 \right\}.
\]

The result is proven.

\[\square\]

**Proof of Theorem 7** The proof goes by induction. Take \( i = 1 \). Fix \( \varepsilon > 0 \). Let

\[
A = \left\{ \limsup_T d((\hat{a}^i, \hat{B}^i), T^i) \geq \varepsilon \right\}.
\]

We will show that \( \mathbb{P}(A) = 0 \). Assume \( \mathbb{P}(A) > 0 \). Define the sets

\[
B = \left\{ \lim_T d((\hat{a}^c, \hat{B}^c), T^c) = 0, c = 0, \ldots, i - 1 \right\},
\]

\[
C = \left\{ \limsup_T \text{MSE}^i(\hat{a}^i, \hat{B}^i) \leq \text{MSE}^i(a^{*i}, B^{*i}) \right\},
\]
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Clearly $\mathbb{P}(B) = 1$. By Lemma $7$, $\mathbb{P}(C) = 1$. Take the $M_0$ given by Lemma $8$. Let $M$ be such that
\[ M > M_0, \quad \|B^*\|_F \leq M, c = 0, \ldots, i \]
Let $E(M)$ be the set provided by Lemma $8$. Then $\mathbb{P}(A \cap B \cap C \cap E(M)) > 0$. Assume in what follows that we are working in the set $A \cap B \cap C \cap E(M)$. Since in particular we are in set $A \cap E(M)$, there exists a subsequence $(T_k)_k$ such that
\[ \liminf_k \mathbb{P}_{T_k^*} L_{\tilde{a}_k^1, \tilde{B}_k^1, \ldots, \tilde{a}_k^i, \tilde{B}_k^i} \geq \inf \{ \text{MSE}^*_i(a, B) : \|a\| = 1, \|B\|_F \leq M, d((a, B), I^i) \geq \varepsilon/2 \} \, , \]
Moreover, since we are in set $B \cap C$
\[ \limsup_k \mathbb{P}_{T_k^*} L_{\tilde{a}_k^1, \tilde{B}_k^1, \ldots, \tilde{a}_k^i, \tilde{B}_k^i} \leq \text{MSE}^*_i(a^{*,i}, B^{*,i}) \, . \]
Then
\[ \text{MSE}^*_i(a^{*,i}, B^{*,i}) \geq \liminf_k \mathbb{P}_{T_k^*} L_{\tilde{a}_k^1, \tilde{B}_k^1, \ldots, \tilde{a}_k^i, \tilde{B}_k^i} \geq \inf \{ \text{MSE}^*_i(a, B) : \|a\| = 1, \|B\|_F \leq M, d((a, B), I^i) \geq \varepsilon/2 \} > \text{MSE}^*_i(a^{*,i}, B^{*,i}) \, , \]
a contradiction. It must be that $\mathbb{P}(A) = 0$.

For the inductive step, the proof goes exactly as above, only that the inductive hypothesis has to be invoked to claim that $\mathbb{P}(B) = 1$. \qed
Since the following involves only the first ODPC, to keep the notation light, we will drop the superscript indicating the component number from $z_{R,1}^R, (a^{*,1}, B^{*,1}), \text{MSE}^1, \text{MSE}^1_*, \text{etc.}$ For $h = 0, \ldots, k_2$ let $b_h = (b_{h,1}, \ldots, b_{h,m})'$. For $a \in \mathbb{R}^{m(k_1+1)}$ let $f_t'(a) = (f_t(a), \ldots, f_{t-k_2}(a))$.

**Proof of Theorem 3** For all $a \in \mathbb{R}^{m(k_1+1)}$,

\[
\begin{align*}
    f_t(a) &= \begin{pmatrix}
        z_t' & \cdots & z_{t-k_1}' \\
        \vdots & \ddots & \vdots \\
        z_{t-k_2}' & \cdots & z_{t-k_1-k_2}'
    \end{pmatrix} a \\
    &= \begin{pmatrix}
        u_t' B & \cdots & u_{t-k_1}' B \\
        \vdots & \ddots & \vdots \\
        u_{t-k_2}' B & \cdots & u_{t-k_1-k_2}' B
    \end{pmatrix} a + \begin{pmatrix}
        e_t' & \cdots & e_{t-k_1}' \\
        \vdots & \ddots & \vdots \\
        e_{t-k_2}' & \cdots & e_{t-k_1-k_2}'
    \end{pmatrix} a \\
    &= \begin{pmatrix}
        u_t' & \cdots & u_{t-k_1}' \\
        \vdots & \ddots & \vdots \\
        u_{t-k_2}' & \cdots & u_{t-k_1-k_2}'
    \end{pmatrix} (I_{k_1+1} \otimes B) a + \begin{pmatrix}
        e_t' & \cdots & e_{t-k_1}' \\
        \vdots & \ddots & \vdots \\
        e_{t-k_2}' & \cdots & e_{t-k_1-k_2}'
    \end{pmatrix} a \\
    &= U_t (I_{k_1+1} \otimes B) a + E_t a,
\end{align*}
\]
By Condition 2a), for sufficiently large \( m \), the rows of \( B \) are linearly independent. By the Hahn-Banach Theorem, there exists \( \tilde{a}_0 \in \mathbb{R}^m \) with \( \|\tilde{a}_0\| = 1 \) such that

\[
\tilde{a}_0' b = \|b_0 - P(b_0|b_1, \ldots, b_{k_2})\| \quad \text{and} \quad \tilde{a}_0' b_i = 0 \quad \text{for} \quad i = 1, \ldots, k_2,
\]

where \( P(b_0|b_1, \ldots, b_{k_2}) \) is the projection of \( b_0 \) onto the space spanned by \( b_1, \ldots, b_{k_2} \). Let \( B_{-(0)} \) be the matrix obtained by removing the first row and column of \( B \). Then

\[
P(b_0|b_1, \ldots, b_{k_2}) = B'_{-(0)} \left( B_{-(0)} B'_{-(0)} \right)^{-1} B_{-(0)} b_0.
\]

Hence using Condition 2a)

\[
\frac{\|P(b_0|b_1, \ldots, b_{k_2})\|^2}{m} = \frac{b_0' B'_{-(0)} \left( \frac{B_{-(0)} B'_{-(0)}}{m} \right)^{-1} B_{-(0)} b_0}{m} \to 0.
\]

It follows that there exists a fixed constant \( c > 0 \) such that for all sufficiently large \( m \)

\[
n(b_0) = \|b_0 - P(b_0|b_1, \ldots, b_{k_2})\| \geq c\sqrt{m}.
\]

Let \( \tilde{a} \in \mathbb{R}^{m(k_1+1)} \) be defined by \( \tilde{a} = (\overline{a}_0, 0_m, \ldots, 0_m)' \). Since \( (a^*, B^*) \in I \)

\[
mMSE_s(a^*, B^*) \leq mMSE_s(\tilde{a}, B/n(b_0))
\]

\[
= \mathbb{E} \|B'u_t + e_t - (B'/n(b_0))U_t(I_{k_1+1} \otimes B)\tilde{a} - (B'/n(b_0))E_t\tilde{a}\|^2
\]

\[
= \mathbb{E} \|B'u_t - B'U_t(I_{k_1+1} \otimes (B/n(b_0)))\tilde{a}\|^2 + \mathbb{E} \|e_t - (B'/n(b_0))E_t\tilde{a}\|^2
\]

\[
+ 2\mathbb{E} (B'u_t - B'U_t(I_{k_1+1} \otimes (B/n(b_0))))\tilde{a}'(e_t - (B'/n(b_0))E_t\tilde{a}) = 0.
\]

By Condition 2b) and c), \( \mathbb{E} (B'u_t - B'U_t(I_{k_1+1} \otimes (B/n(b_0))))\tilde{a}'(e_t - (B'/n(b_0))E_t\tilde{a}) = 0. \)

By construction of \( \tilde{a} \)

\[
(I_{k_1+1} \otimes (B/n(b_0)))\tilde{a} = (1, 0, \ldots, 0)' \in \mathbb{R}^{(k_1+1)(k_2+1)}
\]
which implies that $U_t(I_{k_1+1} \otimes (B/n(b_0)))\tilde{a} = u_t$. Hence

$$\frac{1}{m} \mathbb{E} \|B'u_t - B'U_t(I_{k_1+1} \otimes (B/n(b_0)))\tilde{a}\|^2 = 0.$$  

Note that

$$\mathbb{E}\|e_t - (B'/\|b_0\|)E_t\tilde{a}\|^2 = \mathbb{E}\|e_t\|^2 + \mathbb{E}\|(B'/n(b_0))E_t\tilde{a}\|^2 - 2\mathbb{E}e'_t(B'/n(b_0))E_t\tilde{a}.$$  

Now $E_t\tilde{a} = (e'_t\tilde{a}_0, \ldots, e'_{t-k_2}\tilde{a}_0)'$ and hence

$$\|E_t\tilde{a}\|^2 = \sum_{h=0}^{k_2} (e'_{t-h}\tilde{a}_0)^2$$  

It follows that $\mathbb{E}\|E_t\tilde{a}\|^2 = (k_2 + 1) (\tilde{a}'_0\Sigma^e(0)\tilde{a}_0)$. Hence, using Condition 2a) and c)

$$\frac{1}{m} \mathbb{E}\|(B'/n(b_0))E_t\tilde{a}\|^2 \leq \frac{\|B'\|^2}{m} (k_2 + 1) (\tilde{a}'_0\Sigma^e(0)\tilde{a}_0) \frac{1}{n(b_0)^2} = O \left( \frac{1}{m} \right).$$  

Finally,

$$\frac{1}{mn(b_0)} \mathbb{E}\|e'B'E_t\tilde{a}\| \leq \left( \mathbb{E}\|e_t\|^2/m \right)^{1/2} \left( \mathbb{E}\|(B'/n(b_0))E_t\tilde{a}\|^2/m \right)^{1/2} = O \left( \frac{1}{\sqrt{m}} \right).$$  

Since $\mathbb{E}\|e_t\|^2 = \sum_{j=1}^{m} e_{t,j}^2$, the Theorem is proven. \hfill \Box

We will need the following general results on linear predictors.

**Lemma 9.** Let $X$ be a zero mean random variable and $W' = (W_1, \ldots, W_n)$ be a zero mean random vector such that $\text{cov}(W)$ is non-singular. Let $P(W_i|X)$ be the best linear predictor of $W_i$ based on $X$. Then

$$\sum_{i=1}^{n} \mathbb{E}P(W_i|X)^2 \leq \lambda_{\text{max}}(\text{cov}(W)).$$
Proof of Lemma 9. Let $P(X|W)$ be the best linear predictor of $X$ based on $W_1, \ldots W_n$. Then

$$P(X|W) = \mathbb{E}(XW')(\text{cov}(W))^{-1}W$$

Hence

$$\mathbb{E}X^2 \geq \mathbb{E}P(X|W)^2 = \mathbb{E}(\mathbb{E}(XW')(\text{cov}(W))^{-1}WW'(\text{cov}(W))^{-1}\mathbb{E}(XW))$$

$$= \mathbb{E}(XW')(\text{cov}(W))^{-1}\mathbb{E}(XW) \geq (\lambda_{\text{max}}(\text{cov}(W)))^{-1}\sum_{i=1}^{n}(E(XW_i))^2.$$ 

Now,

$$\sum_{i=1}^{n} \mathbb{E}P(W_i|X)^2 = \sum_{i=1}^{n} \mathbb{E}(\frac{\mathbb{E}XW_i}{\mathbb{E}X^2}X)^2 = \sum_{i=1}^{n} (\frac{\mathbb{E}XW_i}{\mathbb{E}X^2})^2 \leq \lambda_{\text{max}}(\text{cov}(W)).$$

\hfill \Box

Lemma 10. Let $W' = (W_1, \ldots, W_n)$ be a zero mean random vector such that $\text{cov}(W)$ is non-singular. Let $Y_1, \ldots, Y_k$ be zero mean random variables and $P(W_i|Y)$ be the best linear predictor of $W_i$ based on $Y_1, \ldots, Y_k$. Then

$$\frac{1}{n} \sum_{i=1}^{n} (\mathbb{E}(W_i - P(W_i|Y))^2 - \mathbb{E}W_i^2) \geq -\frac{k\lambda_{\text{max}}(\text{cov}(W))}{n}.$$ 

Proof of Lemma 10. Let $X_1, \ldots, X_k$ be zero mean, unit variance, uncorrelated random variables with the same linear span as $Y_1, \ldots, Y_k$. Let $P(W_i|X)$ be the best linear predictor of $W_i$ based on $X_1, \ldots, X_k$. Then, using Lemma 9

$$\sum_{i=1}^{n} \mathbb{E}(W_i - P(W_i|X))^2 = \sum_{i=1}^{n} \mathbb{E}(W_i - P(W_i|X))^2 = \sum_{i=1}^{n} (\mathbb{E}W_i^2 - \mathbb{E}P(W_i|X)^2)$$

$$= \sum_{i=1}^{n} \mathbb{E}W_i^2 - \sum_{i=1}^{n} \sum_{j=1}^{k} \mathbb{E}P(W_i|X_j)^2 \geq \sum_{i=1}^{n} \mathbb{E}W_i^2 - k\lambda_{\text{max}}(\text{cov}(W)).$$
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Hence
\[
\frac{1}{n} \sum_{i=1}^{n} \left( \mathbb{E}(W_i - P(W_i|Y))^2 - \mathbb{E}W_i^2 \right) \geq -\frac{k\lambda_{\text{max}}(\text{cov}(W))}{n}.
\]

\[\square\]

**Proof of Theorem 3**

\[\text{MSE}_*(a^*, B^*) = \frac{1}{m} \mathbb{E}\|\mathbf{z}_t - \mathbf{z}_t^R(a^*, B^*)\|^2 = \frac{1}{m} \mathbb{E}\|\mathbf{B}'\mathbf{u}_t - \mathbf{z}_t^R(a^*, B^*) + \mathbf{e}_t\|^2 = \frac{1}{m} \mathbb{E}\|\mathbf{X}_t - \mathbf{z}_t^R(a^*, B^*)\|^2 + \frac{1}{m} \mathbb{E}\|\mathbf{e}_t\|^2 + \frac{2}{m} \mathbb{E}\text{tr}(\mathbf{B}'\mathbf{u}_t - \mathbf{z}_t^R(a^*, B^*)）。\]

By Condition 2c)

\[\mathbb{E}e_t' (\mathbf{B}'\mathbf{u}_t - \mathbf{z}_t^R(a^*, B^*)) = \mathbb{E}e_t' \mathbf{z}_t^R(a^*, B^*) = 0.\]

By Theorem 2, it suffices to show that

\[\frac{1}{m} \mathbb{E}e_t' \mathbf{z}_t^R(a^*, B^*) = O\left(\frac{1}{\sqrt{m}}\right).\]

Let \(\hat{e}_{t,j}\) be the best linear predictor of \(e_{t,j}\) based on \(z_{t,j}^R(a^*, B^*)\). Then

\[\mathbb{E} (e_{t,j} - \hat{e}_{t,j})^2 = \mathbb{E}e_{t,j}^2 - \frac{(\mathbb{E}z_{t,j}^R(a^*, B^*)e_{t,j})^2}{\mathbb{E}z_{t,j}^R(a^*, B^*)^2}.\]

By Condition 4a), \(\mathbb{E}z_{t,j}^R(a^*, B^*)^2 \leq \mathbb{E}z_{t,j}^2 \leq L\), since \(z_{t,j}^R(a^*, B^*)\) is obtained by projecting \(z_{t,j}\) on the space spanned by \(f_1(a^*), \ldots, f_{t-k_2}(a^*)\). Then

\[
\frac{1}{m} \sum_{j=1}^{m} \mathbb{E}(e_{t,j} - \hat{e}_{t,j})^2 \leq \frac{1}{m} \sum_{j=1}^{m} \left( \mathbb{E}e_{t,j}^2 - \frac{(\mathbb{E}z_{t,j}^R(a^*, B^*)e_{t,j})^2}{L} \right).
\]

Hence by Condition 4b), using Lemma 10 we get

\[
-\frac{(k_2 + 1)\lambda_{\text{max}}(\Sigma^e(0))}{m} \leq \frac{1}{m} \sum_{j=1}^{m} \left( \mathbb{E}(e_{t,j} - P(e_{t,j}|f_1(a^*), \ldots, f_{t-k_2}(a^*)))^2 - \mathbb{E}e_{t,j}^2 \right)
\]

\[
\leq \frac{1}{m} \sum_{j=1}^{m} (\mathbb{E}(e_{t,j} - \hat{e}_{t,j})^2 - \mathbb{E}e_{t,j}^2) \leq -\frac{1}{m} \sum_{j=1}^{m} \left( \mathbb{E}z_{t,j}^R(a^*, B^*)e_{t,j})^2 \right).
\]
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and thus
\[
\frac{1}{m} \sum_{j=1}^{m} (\mathbb{E}z_{t,j}(a^*, B^*)e_{t,j})^2 \leq \frac{(k_2 + 1)L\lambda_{\max}(\Sigma^e(0))}{m}
\]

Applying the Cauchy-Schwartz inequality

\[
\frac{1}{m} \sum_{j=1}^{m} |\mathbb{E}z_{t,j}(a^*, B^*)e_{t,j}| \leq \frac{1}{m} \left( \sum_{j=1}^{m} (\mathbb{E}z_{t,j}(a^*, B^*)e_{t,j})^2 \right)^{1/2} m^{1/2}
\]

\[
= \left( \frac{1}{m} \sum_{j=1}^{m} (\mathbb{E}z_{t,j}(a^*, B^*)e_{t,j})^2 \right)^{1/2}
\]

\[
\leq \left( \frac{(k_2 + 1)L\lambda_{\max}(\Sigma^e(0))}{m} \right)^{1/2}
\]

The result now follows immediately. \(\square\)
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