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Figure 1 Overall multi-scale hierarchy of the human cerebral circulation. (a) Sagittal view of the full brain vasculature model generated in silico by combing image data with constrained constructive optimization. (b) Magnified section of the secondary cortex next to the collateral sulcus in the right temporal lobe, showing the arrangement of the network of pial arteries and veins at the cortical surface. (c) Isolated view of the territories of two draining pial veins supplied by six penetrating arterioles. (d) The construction principles for the computer aided construction and analysis of cerebral blood flow networks. This article is limited to structures ranging from the pial arterioles to the pial veins are discussed.

Figure 2 Summary and validation of morphometric properties and blood rheology of the microvessels of the secondary cortex next to the collateral sulcus in the right temporal lobe. Closed symbols show measured morphological properties with best fit solid line, open symbols show morphometrics of our artificially constructed microvessel structure. Panels a–d compare this work against morphological analysis of confocal microscopy work of the human secondary cortex.\textsuperscript{12,38} (a) Diameter distribution of all vessels in the microvascular network. (b) Length distribution of all vessels in the network. (c) Normal distribution of capillary vessels diameter with a mean diameter of 6 μm. (d) Histogram of distance to nearest capillary vessel in the cortical tissue, solid line shows polynomial best-fit. (e) Laminar distribution of volume fraction for vessels in cortical subsection, Triangles (Δ) indicate the total vessel pattern, squares (□) represent only the capillary spectra, compared with laminar network morphometrics obtained by scanning electron microscopy of corrosion casts of the macaque visual cortex.\textsuperscript{76} The volume density for the synthetic human microvasculature is lower than the macaque, as reflected in the values reported in Table 2. (f) Diameter dependent viscosity as determined by the Fahraeus–Lindqvist equation (eq. 4) in comparison to values reported by Boas\textsuperscript{4} and Takahashi.\textsuperscript{68} In the simulations, we used $Hd = 0.45$. 
**Figure 3** Schematic of a single vessel segment addition using the modified Constrained Constructive Growth (CCO) algorithm. Segment addition begins with the selection and connection of a point in the domain to the existing tree. The position of this connection point, highlighted in red, is optimized to create a tree with the smallest luminal volume. During the optimization, the diameters \( d_i \) and \( d_j \), as well as the lengths \( l_i \) and \( l_j \) of the two daughter branches, are selected so that all terminal leaves discharge equal blood flow \( F \). \( N \) is the number of segments belonging to the tree. The application of these optimization principles leads to networks with topological features similar to vascular structures.

**Figure 4** Partial view of the territories drained by two penetrating venules with their six descending arterioles as well as the capillary bed, cut out from the 27 mm\(^3\) subsection of the secondary cortex for better visibility. The six cortical layers of the extravascular space are occupied by brain tissue. The extravascular space is modeled as a porous medium into which oxygen is transported from the blood and metabolized by brain cells. (a) The nodal balance envelope encompasses the sum of half of the cylindrical volumes connected to it (red semicylinders). Blood convects oxygen with concentration \( C_{in} \) into a nodal volume and out with concentration \( C_{o} \) (red arrows) with flow \( Q \). Oxygen exchange (purple arrow) occurs between the blood volume (node volume at \( C_{in} \)) and the extravascular tissue cell (tetrahedral cell at \( C_{t} \)). Oxygen can also diffuse freely inside the extravascular space (blue arrows). Oxygen diffusion and metabolism is solved by a finite volume method using an unstructured tetrahedral mesh. (b) Close up of microcirculatory pre-capillaries arterioles feeding the capillary bed, the site of oxygen mass exchange. (c). Detail of the continuous extravascular space composed of an unstructured tetrahedral mesh.

**Figure 5** Visualization of a relatively large 27 mm\(^3\) subsection of the secondary cortex with computed steady state blood pressure, volumetric flow rate, and oxygen profiles projected onto the vessel architecture. Top row—larger vessels (capillary bed without showing small vessels,
\(d<10 \mu m\). Bottom row—all vessels, including capillary bed, are shown. (a) Blood pressure, (b) Oxygen tension, and (c) Volumetric blood flow value profiles. .................................................................21

**Figure 6** Detailed study of hemodynamics of a typical vascular territory of a single draining vein with its associated arterioles and capillaries. (a) Blood pressure distribution. (b) Blood flow velocity. (c) Blood oxygen tension. (d) Volumetric blood flow rate. Analysis of twelve distinct paths a single red blood cell may take when traveling from a feeding descending arteriole to a nearby draining venule. Panels 1–3 each depict four typical sample paths chosen randomly, colored blue, green, yellow, and red. In total there are >236,000 number of paths for a single territory.................................................................29

**Figure 7** Radial oxygen gradient as a function of cortical depth 400 \(\mu m\) (A), 1 mm (B), and 2 mm (C) below the cortical surface. Top row also shows the oxygen tension gradient in the molecular layer (a) as a vector field at 400 \(\mu m\) and 1 mm. In-plane radial oxygen gradients of three arterials (I–III) are displayed in the left hand column (Panels A1, B1, C1). The right hand column shows in-plane oxygen tension as a function of distance to arterioles. The simulated oxygen gradient agrees with trends observed *in vivo* in the rat cortex in panels A2 to C2. .......33

**Figure 8** Mesh independence study and blood pressure validation. (A) Model prediction of extravascular oxygen gradient in the capillary-depleted cylinder surrounding a descending arteriole (I)—discussed in detail in Figure 6—as a function of mesh density. Predicted oxygen tension stabilized after increasing the number of tetrahedral elements from 400,000 to 600,000. All results are reported for the 400,000 element mesh. (B) Microvasculature pressure gradients of multiple paths (paths 1–4 introduced in Figure 6) from a penetrating arteriole to its corresponding draining venule of our subsection of the secondary cortex, compared to point measurements made to animal and computational models. The chosen pressure boundary conditions or pial arterioles (Parterial = 65 mmHg) to the draining venule (Pvenous = 18 mmHg) govern the pressure drop of the model. Trends compares well against empirical results and models4 with similar boundary conditions. .................................................................36
Figure 9  Stepwise construction of capillary beds.  (A) Delaunay triangulation of the space between the terminal nodes of the arteriole tree (a1, and a2) and the venous tree (v1). Mesh density (shown as triangles for clarity) controls the segment length of the desired capillary bed.  (B) Construction of Voronoi tessellation, which is the dual of the Delaunay mesh.  (C) Connection of arterial and venous terminal to the closest neighbor capillary node.  (D) Bezier curve approximation of capillary segments to adjust desired degree of tortuosity.  (E) Network flow simulation yields a pressure field to determine the mean capillary pressure, $P$.  Segments within a desired pressure range, $P \pm 2\sigma_F$, are assigned the smallest capillary diameter, $D_{\text{min}} = 3 \mu m$.  (F) Diameters of capillary segments are according to an iterative averaging scheme, producing smooth transitions from the pre-capillary arterioles to the post-capillary venules.  Steps E to F can be repeated to eliminate sharp diameter transitions at the inlets and outlets of the capillary bed.

Figure 10  Bezier Curve adjustment of capillary tortuosity.  (A) Depiction of a Bezier curve between endpoints, $P_0$, $P_1$ and control points, $C_0$, $C_1$.  (B) Automatic generation of control points based on segments connected to the current Bezier segment.  (C) Straight line segments.  (D) Tortuous capillary segment with Bezier curve parameter, $\alpha = 0.25$.

Figure 11  Krogh cylinder solution of tissue oxygen perfusion from a single vessel, comparison of analytical and discrete methods.  (a) Analytical solution of a Krogh cylinder with capillary radius ($r_C = 5 \mu m$) and capillary length ($L = 1000 \mu m$) and surrounding tissue radius ($r_T = 40 \mu m$) and a constant injection of solute ($C_0 = 5 \mu$ mole/mL).  This radial distribution was determined at $z = 570 \mu m$.  (b) Solution of the same system using the discrete approach described in this paper.  (c) Discrete radial concentration of solute compared to realizations of the analytical solution for $z = 569$ mm and $z = 571$ mm (d) axial distribution of oxygen between the analytical and the discrete solution.
Figure 12 Tube and discharge hematocrit along a narrowing vessel. As the channel narrows, the CFL occupies an increasingly larger fraction of the cross sectional area, causing the RBC phase velocity \( u \) to increase relative to the plasma velocity \( v \). Also, the drift velocity between the phases, \( v_{\text{Drift}} \), becomes large. In effect, the tube hematocrit, \( H_t \), decreases along the flow direction, while the discharge hematocrit, \( H_d \), stays constant. The radius of the blood vessel occupied by RBCs, \( R_e \), is defined by the difference between the radius of the vessel lumen, \( R_p \), and the thickness of the CFL.

Figure 13 Schematic of a bifurcating vessel carrying biphasic blood flow composed of RBC and plasma phase. Branch 3 receives more bulk blood, \( Q_3 \), and disproportionately more RBCs, \( Q_3 \cdot H_3 \), than the weaker branch 2.

Figure 14 Correlation of the plasma skimming coefficient \( \theta \) for each daughter branch diameter as a function of different drift parameters \( M \). As \( M \) increases, \( \theta \) tends towards unity for all diameter ratios. \( M<1 \) are inadmissible.

Figure 15 Flowchart describing the implementation for each of the models to solve for the bulk blood flow, \( Q \), and discharge hematocrit, \( H_d \): A. Model 1, B. Model 2, and C. Model 3. Since Model 1 requires knowledge of the upstream hematocrit to compute the RBC split at a bifurcation, the inner loop is non-linear. In contrast, Model 2 and 3 have a linear inner loop. \( D \) is the vessel diameter, \( \alpha \) is the flow resistance, and the tolerance is \( \varepsilon=10^{-5} \).

Figure 16 The RBC flux split fraction as a function of the fractional bulk blood flow, \( \gamma \), on the ordinate in a single bifurcation in the rat mesentery. Circles show observed RBC split for varying flow rates forced by gradually constricting the thinner branch shown with open circles (\( d_1=6\mu m \)). Closed circles are used for the thicker branch (\( d_2=8\mu m \)). Solid lines show numerical results for the thin (black) and thick (gray) branches as predicted by A. Model 1, B. Model 2, and C. Model 3 (\( M=1.13 \)). The residual sum of squares, \( \text{RSS} \), is reported. Model 1 shows the best match to empirical data. Plasma-skimming pattern is observed both in Model 1 and the
Model 3. The grey dashed line represents a well-mixed contrast agent dividing equally between the two daughter branches. 

**Figure 17** Spatial distribution of discharge hematocrit as predicted by three models. **A.** Image of the network shown in microscopic monochromatic images\textsuperscript{34,51}, with arrow indicating the arterial inlet. A large vessel trunk spans the microvessel image from right to left, bifurcating near the inlet to form a side branch that curves downwards. As the main trunk near advances towards the right portion of the image, it bifurcates into two smaller branches that follow a tortuous path toward the edge of the domain. **B.** Manual reconstruction of the image captured vessel morphology features and diameter distributions. Histogram shows matching diameter spectra between original image and reconstruction. Vessels of interest were identified at key side branches ($B_\gamma B_\delta$) and along the main arterial trunk ($A_\gamma A_\delta$). Spatial distribution of discharge hematocrit ($H_d$) as computed by **C.** Model 1, **D.** Model 2, and **E.** Model 3. Vessels empty of RBCs are shown in yellow. Model 1 predicts many capillaries without any RBCs. Both Model 1 and Model 3 show hemoconcentration in the arteriole trunk from left to right, Model 2 shows hemodilution in main vessels in direct opposition to the plasma skimming experiments. Numerical values are listed in Table VI. Frame A reproduced from original work\textsuperscript{34} with publisher permission.

**Figure 18** Distribution of discharge hematocrit in small vessels as predicted by **A.** Model 1 and **B.** Model 3. Bars shown in white indicate vessels with no RBCs. Model 1 has a high incidence of zero RBC vessels, which are mostly capillaries. Model 3 predicts no RBC-free vessels.

**Figure 19** Tissue oxygen distribution to the mesentery tissue. Contour maps of oxygen tension in the mesentery tissue computed using 77,500 square mesh cells with 20\textmu m side length. **A.** Model 1, and **B.** Model 3, with respective vessel oxygen tension. Arrows indicate measured physiologic tissue oxygen tension of 34.1\pm 7.8mmHg\textsuperscript{50} and predicted average tissue oxygen tension for Model 1 ($pO_2$=24.4\pm 5.2mmHg) and Model 3 ($pO_2$=29.1\pm 3.1mmHg).
Figure 20 The sensitivity of effect of oxygen exchange on small vessel hematocrit. A. The percent of oxygen exchange duty by vessels grouped by diameter. Mean oxygen exchange values in mmol/s are reported in bold, and their corresponding percent are shown underneath. Vessels with diameter less than 20μm accounted for more than 95% of the total network oxygen exchange. B. A comparison of Model 1 and 3 predictions of $H_d / H_{sys}$ against rat mesentery measurements, as grouped by diameter. The collected mesentery data is shown as dark grey bars, the predictions of Model 3 as light grey speckled bars, and the predictions of Model 1 as white bars. For vessels with diameter less than 30μm, the large error between Model 1 predictions and measured mesentery data has a statistically significant $p$-value ($p<0.01$), denoted by an asterisk.

Figure 21 Measured and computed RBC flux split as a function of volumetric blood flow. Empty circles showing measurements from the hamster cremaster muscle are compared against numerical predictions shown as filled circles from A. Model 1, and B. Model 3. The logit function proposed by Klitzman is shown as a solid black line in C. While the experiments show no RBC free vessels, Model 1 includes many vessels carrying no RBCs marked as gray circles. Model 3 predicts no vessels with zero hematocrit in agreement with the experiment, as does the logit function.

Figure 22 Computed tissue oxygenation in a 3x3x3mm section of the secondary human cortex predicted by Model 3. A. Predicted blood pressures, red marks high arterial, blue lower venous pressure regions. B. Hematocrit distribution in a small subsection supplied by six penetrating arterioles and three draining veins. Oxygen perfusion to tissue in three layers of the cerebral cortex C. 0.30mm, D. 1.35mm, and E. 2.40mm. Average oxygen tension in the three layers was 41.76±0.07mmHg (0.30mm), 41.76±0.06mmHg (1.35mm), and 40.84±0.06mmHg (2.40mm). Cerebral tissue near the surface of the cortex is well supplied. Model 3 predicts physiologic oxygenation in deeper layers (2.40mm) due to hemoconcentration in the penetrating
arterioles. In contrast, constant hematocrit computations gave lower oxygen tension in deep tissue (30.25±1.93mmHg, computations not shown).

**Figure 23** Flow profile integration of the bulk and hematocrit phase. Established laminar flow profile for the blood bulk, $v_z(r)$, and the plug flow profile $H_t(r)$ for the RBC phase with a local volume concentration of $H_{core}$. The RBC phase radially exists from $r=0$ to $r=r_0-\delta$, where $\delta$ is the thickness of the CFL and $r_0$ is the radius of the cylindrical vessel lumen. CFL thickness evaluated as 0.8μm.

**Figure 24** Construction of mass conservation equations using Model 3. The discharge hematocrit of the upstream vessel is $H_1$, and the volumetric bulk flow for each vessel, $Q$, is known. The plasma skimming coefficient, $\theta$, for each daughter branch is computed using eq. 24, for A. a bifurcation, and B. a trifurcation. The adjusted hematocrit, $H'$, for both case studies is computed by mass conservation. The daughter branch discharge hematocrit is the product of its plasma skimming coefficient $\theta$ for each branch and the adjusted hematocrit, $H'$. 

**Figure 25** Vectorized data of the multi-scale vascular and cellular morphology of the mouse cerebral cortex. A. Illustration of the multiscale resolution of the murine cerebral vasculature from the cortical surface vessels down to the cellular level. (Whole brain snapshot taken from the NIH supported KOMP Phenotyping Pilot project). B. Full view of the microvascular network with cerebral arterioles in red, draining veins in blue, and capillaries in purple. Neuronal cells are displayed in yellow and glial cells in green at the 0.5mm resolution. (Frames B_1 to B_3 show data in increasing magnification B_1. 1.0mmx1.0mmx1.2mm, B_2. 200μmx200μmx200μm, and B_3. 25μmx25μmx25μm. At the finest resolution in B_3, cell bodies of neurons and glial cells were added for clarity). Histogram of cell to capillary distance for C. neurons and D. glial cells.

**Figure 26** Statistical analysis of the four primary somatosensory cortical mouse data sets with superimposed hemodynamic simulation results. Probability density functions of anatomical parameters: A. vessel diameter, B. vessel length, and C. the number of capillaries located at a
given depth. Distributions for pial arteries (PiaA), pial veins (PiaV), penetrating arterioles (PenA), penetrating venules (PenV) and capillaries (Cap) with respect to D. surface area, and E. lumen volume fraction. F. Probability density function of neuronal density at a given depth. G-I. Computational results for blood pressure, hematocrit, and RBC saturation. Color-coding for G. blood pressure from red (120mmHg) to blue (5mmHg), H. hematocrit from orange (0.99) to green (0.11), and I. RBC saturation from red (90%) to orange (2%).

Figure 27 Depiction of the anatomical hierarchy of arterial, venous and capillary microvessels in the primary somatosensory cortex for the first data set. Vessels are painted in colors corresponding to the blood pressure depicting arteries in red and veins in blue. Large surface pial vessels distribute blood along the surface of the cortex, and feed penetrating arterioles. Penetrating arterioles divert blood into deeper cortical layers. The capillary bed distributes blood uniformly in all directions. Venules collect the blood from the capillary bed and return it to the cortical surface. Pial veins convey the venous blood from the surface to the sinuses.

Figure 28 Comparison of predicted hematocrit distribution, RBC velocity and RBC oxygen tension to measured data. A. The predicted capillary RBC velocity matches measurements acquired with high-speed camera laser-scanning confocal microscopy. Both simulation and experiment show that more than 88% of RBCs travel at speeds below 2mm/s. B. The PDF for capillary hematocrit shows that the majority of capillaries have a hematocrit between 0.25-0.50 comparing well to two-photon measurements. C. Mean RBC oxygen tension at different depths from the cortical surface (50-500μm). Bars indicate arterial (red), capillary (gray) and venous (blue) RBC oxygen tension compared to measured data drawn as lines with connected dots in red for arteries and veins in blue.

Figure 29 Oxygen tension in the murine cortical tissue. A. Average oxygen tension in the arterioles, tissue and venules in all four data sets, standard deviation as capped lines. The tissue is an oxygen sink and therefore lower than both arteries and veins. B. Oxygen
metabolism as a function of proximity to penetrating vessel. Oxygen tension along a ray passing through the center of each of the four data sets (C-F) in the x-direction, y-direction, and z-direction. Dotted vertical lines illustrate the position of penetrating arterioles (red) and penetrating venules (blue), gray box indicates experimentally measured oxygen tension in the murine cortex (18-40mmHg).

**Figure 30** Predicted tissue, cellular, and intercellular oxygen gradients. Mitochondria were spatially distributed to different location with the respect to the cell nucleus according to a cell-specific PDF: A. PDF for mitochondria location around glial nucleus (x=0mm) B. PDF of mitochondria in neurons. C1-C4. Oxygen tension gradient between ECS and neuronal cytoplasm (ΔEN), neuronal cytoplasm and mitochondria (ΔNM), ECS and glial cell cytoplasm (ΔEG), and glial cell cytoplasm to glial mitochondria (ΔGM) are reported for cortical layers I-IV. D. Illustration of the differences between the ECS, neuronal cell cytoplasm (N), glial cell cytoplasm (G) and mitochondrial oxygen tension.

**Figure 31** Path analysis in a representative data set (mouse one). A. Anatomy of the cortical microcirculation with five typical flow paths. Each path follows the blood flow from an inlet pial artery through the capillary bed returning to the surface via draining venules. B1-B4. Mean pressure paths and range of microcirculatory blood pressure shown for all four data sets. Light gray shaded box indicates the capillary bed (vessels with diameter<10μm), where the main pressure drop occurs. This shaded region includes pre-capillary arterioles, capillaries and post-capillary venules. C-F. The computed hemodynamic trajectory of each flow path is reported for C. blood pressure, D. discharge hematocrit, E. RBC saturation, and F. plasma pO2. Upper and lower ranges of all paths (only five individual paths are shown) are drawn as a gray shaded region, illustrating the heterogeneity of the capillary bed. Averages of all paths are drawn as a black line. Note that averages do not well characterize the wide variety of hemodynamic state transitions that occur in the capillary bed.
**Figure 32** Mesh Independence Study. Oxygen extraction and profiles (data not shown) was computed for different edge lengths for each data set. In coarse meshes (50-100μm), oxygen extraction was sensitive to edge length. As the computational domain for solving the reaction-diffusion equations was gradually refined, oxygen transport was no longer affected. For all four data sets mesh independence was achieved between 2.5-3.0 million equations corresponding to an approximate mesh edge length of 6.6μm.

**Figure 33** Morphological and hydraulic characteristics of the capillary bed as a function of branch order. Average values shown as a red box, distribution of values at each branch order shown in blue. **A.** Diameter of arterioles and capillaries as a function of branch order from the penetrating arteriole. The mean capillary diameter of 5μm decreases slightly with increasing branching order. **B.** Hydraulic resistance of individual vessels as a function of branch order. Mean capillary hydraulic resistance near the feeding arteriole is an order of magnitude lower than vessels with a branch order of 4th or higher.

**Figure 34.** The angioarchitecture and hierarchy of cortical microcirculation; the surface pial arteries, penetrating arterioles (PA), capillaries, ascending venules (AV), and pial surface veins in one of the murine data sets. Vessel color corresponds with blood pressure from arterial inlets (red) to venous outlets (blue). Surface pial arteries travel along the cortical surface, narrowing until they descend into the parenchyma as penetrating arterioles. These PA feed the capillary bed, which is in turn drained by ascending venules. The AV journey back to the cortical surface where the empty into the cortical surface veins.

**Figure 35.** Generation of simplified blood flow models. **A.** Schematic of the serial resistor configuration and **B.** the conductive plate network. Resistances were fitted at nominal conditions of arterial inlet pressure of 120mmHg and venous outlet pressure of 5mmHg for all groups; surface pial arteries, penetrating arterioles, capillaries, ascending venules and surface pial veins.
Figure 36. Linear regression of vascular resistance of penetrating vessels as a function of root diameter: A. penetrating arterioles \((N=92)\) B. penetrating venules \((N=325)\). Regression formula and \(R^2\) shown in boxed insets. The regression formula was used to assign penetrating arteriole and venule resistances in the conductive plate network. ..........................................................183

Figure 37. Capillary plate conductance optimized to match the inlet arterial blood flow between the conductive plate model, \(Q\), and the full microcirculation network, \(Q\). Plate conduction was varied by adjusting the uniform capillary diameter of the plate network until \(|R|<0.10\). Final optimized capillary plate conduction was 165.79 (Mouse 1), 99.69 (Mouse 2), 296.85 (Mouse 3), and 597.33.14fL/mmHg/s/µm (Mouse 4). The dependent control variable of the optimization routine is reported independent of cylinder length, i.e. conduction / arc length. .................................................................................186

Figure 38. Optimized length independent capillary plate conductance as a function of A. number of PA and AV, B. number of PA, C. cortical surface area, and D. the cortical volume of each data set. The linear fit of number of PA and AV to capillary plate conductance is the tightest fit \((R^2=0.9738).................................................................187

Figure 39. Fractional resistance distribution between the five microcirculatory vascular compartments determined by the serial resistor configuration. The serial model gives different values for each group including the capillary resistance in the four data sets. The average resistance of each vascular compartment does not adequately represent any of the four data sets. ..............................................................................................................191

Figure 40. The distribution of fractional resistance as determined by the conductive plate network. The plate model gives similar values for each group with most of the vascular resistance residing in the capillary bed for all four data sets. The average resistance value of each vascular compartment accurately characterizes all four of the mouse data sets. ..........192
Figure 41. Cortical perfusion as a function of arterial inlet blood pressure for the full network (blue), serial resistor configuration (red) and conductive plate network (green). Changing blood flow response for the full network model and both model reduction approaches are shown for A. Mouse 1, B. Mouse 2, C. Mouse 3, and D. Mouse 4. The perfusion predictions of the plate model are consistently closer to the results of the full network than the blood perfusion computed by the serial configuration ................................................................. 193

Figure 42 Effects of reflective outlet boundary condition on the pressure wave. Applying a single inlet pressure impulse through a short 16cm vessel causes reflections that bounce from inlet to outlet, lessening in intensity due to the loss of energy from viscous friction. These results were computed with the collocation method ................................................................. 212

Figure 43 Schematic of the outlet non-reflective RCR circuit, also known as the Windkessel balloon model. The first resistor, $R_1$, must be low enough to ensure that flow and pressure leave the vessel and enter the capacitor, $C$, which acts as a distensible balloon. The second resistor, $R_2$, must be much lower than $R_1$ so that as the capacitor releases energy it leaves the system toward the terminal pressure, $P_{term}$, and not back into the blood vessel ................................................................. 214

Figure 44 Lagrangian polynomials and indexing scheme for the calculation of continuous splines. Each vessel section is represented by a single 3rd order polynomial, and C0 continuity is enforced by the definition of Lagrangian polynomials as shown above. Each section is indexed locally, and a global index is shown beneath the cylinder schematic ................................................................. 224

Figure 45 Validation of numerical methods against measurements from the canine aorta. An inlet pressure wave collected from in vivo measurements was applied to a single straight distensible vessel and wall displacement was computed using the A. nonlinear and B. linear finite difference method, C. the two-step Lax Wendroff method, and D. the implicitly integrated collocation method ................................................................. 228
Figure 46 Effects of using consecutive splines with the collocation method using A. 1, B. 2, C. 5, and D. 10 segments. By increasing the number of 3rd order Lagrangian polynomials to represent the canine aorta, outlet boundary reflections were eliminated and the numerical simulation approached the measured values. No significant change in RSS was detected between 5 and 10 segments.

Figure 47 Dynamic oscillatory results of the four integrators at the proximal (red), 33% (blue), 66% (green), and distal segments (black) of a single vessel. Integrators are, from top row to bottom; Lax-Wendroff, Linear Finite Difference (FD), Collocation, Nonlinear FD. The spatial signal propagation is nearly immediate for the Nonlinear FD method as evidence by the lack of time lapse between the four colored lines. Similarly, the time lapse of signal propagation from inlet to outlet is longest when calculated by the Collocation method.

Figure 48 Dynamic oscillatory results of the four integrators at $t=17.1$ms (red), $t=145.6$ms (blue), $t=307.8$ms (green), and $t=614.0$ms (black) of a single vessel. Integrators are, from top row to bottom; Lax Wendroff, Linear Finite Difference, Collocation, Nonlinear Finite Difference. The axial profile of the Collocation method appears to be more rigid than the other three methods.

Figure 49 State space comparison of all four methods (Lax Wendroff, Linear Finite Difference, Collocation, Nonlinear Finite Difference) using the linear tube law.

Figure 50 Sensitivity analysis of longitudinal stress, $\beta$, and damping term, $\kappa$, on the phase lag between the area and pressure, as shown in the state space diagram. The phase lag induced by the longitudinal stress term is small compared to the effects of the damping term.

Figure 51 Comparison between damping and longitudinal stress model and viscoelastic model. A direct comparison is difficult as even the linear version of the two methods gives different results as shown in the first and second column. The pressure-radius state-space
diagram is more sensitive to small changes in the viscoelastic parameters, $\tau_1$ and $\tau_2$, than the damping and longitudinal stress coefficients, $\kappa$ and $\beta$. ................................................................. 237

**Figure 52** Dynamic trajectory of area, pressure, and flow at the proximal ends of the parent vessel and the main trunk bifurcation in the ovine arterial pulmonary bifurcation as computed by both the Lax-Wendroff (red) and Collocation (blue) method, compared to a QLV model$^{27}$. As the flow does not match between the methods presented in this report and computational results provided in the literature$^{27}$, a mass conservation analysis was undertaken as shown in Figure 53................................................................. 240

**Figure 53** Mass Conservation of sheep pulmonary artery bifurcation as computed by the Lax-Wendroff method for the parent vessel, the main trunk daughter branch, and the smaller side branch. Analysis of a small vessel section with a $dx=0.25\text{mm}$ shows residual below numerical error, the green line, for each branch. However, extending the balance envelope to the entire vessel for the computation of $Q$ while restricting the wall deformation measurement to either the proximal or distal node, as shown in the bottom row, results in a misleading analysis. ................................................................. 242

**Figure 54** Simulation parameters and network properties of microvessel network. This cerebral microcirculatory single inlet / single outlet network model consists of a penetrating arteriole (left) a draining venule (right) and an interconnected capillary bed in the middle. ...... 245

**Figure 55** Harmonic steady state analysis of oscillatory signal in microcirculatory network. Blood pressure signal at **A.** penetrating arteriole inlet and **B.** descending venule outlet were compared for period 1, 3, 5 and 7. The blood pressure signals for periods 5 and 7 overlap for both the arteriole inlet and venule outlet, indicating that harmonic steady state is achieved by period 5. As each period is $0.6\text{s}$, harmonic steady state is achieved at $t=3.0\text{s}$. ....................... 246
**Figure 56** Dynamic blood pressure, velocity and percent change in cross sectional area at A. The deep penetrating pre-capillary arterioles, B. post-arteriole and C. pre-venule capillaries and D. the ascending venules. Gray bar in velocity and area plots indicates value of zero. ....248

**Figure 57** The dynamic blood pressure distribution in a small microcirculatory test network. Blood pressure throughout the test network was visualized at different time points as indicated by the empty circles on the input pressure signal shown in the top left corner. Blood pressure is shown from 130mmHg (red) to 80mmHg (blue) at each time point.................................250

**Figure 58** Investigation of signal smoothness at different sampling rates. A. At the coarse signal sampling rate of Δt=7.5ms, it is unclear whether the peak at t=0.25s is real or an integrator artifact. Black dots indicate the actual data points extracted from the results of the Lax-Wendroff integration. B. A higher resolution sampling rate of Δt=1.5ms clarifies that the signal around this peak is continuously differentiable and smooth........................................251

**Figure 59** The effects of vessel bifurcation on phase lag between the pressure and flow signal and accompanying state space diagrams. In the parent vessel, the flow wave follows the pressure wave slightly. In the main trunk daughter branch, the phase lag between the flow and pressure signals is decreased, while in the side branch the phase lag is increased. This alignment in phase in the main trunk daughter branch is due to the similar area of the two vessels (d=10mm in the parent vessel, d=9mm in the daughter branch) that allows for the pressure signal to be passed through with little reflection while the flow signal is slightly reflected by the decreased change in flow. In the side daughter branch, the flow single is reflected similarly to its sister branch, however the pressure wave is slowed down significantly more due to the large change in area (d=10mm in the parent vessel, d=5mm in the side branch). ........255

**Figure 60** Four different blood flow signals in the upper branch of the cerebral microcirculation capillary bed indicated by the arrow as shown in the left panel. Each blood flow signal shown in gray is computed in response to a pressure input signal with an offset between +0 to +30mmHg in 10mmHg increments. The period averaged signal is shown in black lines for
each flow signal. Flow increases by 4.37nL/min from 2.39 to 6.76nL/min in response to a
30mmHg increase in penetrating arterial input pressure. .......................................................... 256

**Figure 61** Fluctuations in period averaged flow measurements in four select vessels. The
average blood flow through a vessel for a period may fluctuate from period to period at
harmonic steady state. Average blood flow values have a two period cycle at harmonic steady
state in these four select vessels. Mass is conserved between the arteriole inlet vessel
C (6.46nL/min) and the venous outlet vessel D (6.46nL/min), as well as at the union of the upper
capillary A (2.46nL/min) and the lower capillary B (4.00nL/min). .................................................. 257

**Figure 62** Dynamic blood flow response to an open-loop vasodilation event in the capillary
bed at t=6.0s. Dilation of a capillary in the upper half of the capillary bed, shown by the black
arrow, affects the dynamic blood in **A.** downstream vessels, **B.** the lower half of the capillary
bed, **C.** the pre-capillary feeding arteriole, and **D.** the post-capillary draining venule. Blood flow
in the downstream vessel increases in response to the widening vessel, while blood flow
correspondingly drops in the sister vessel in the lower half of the capillary bed. Period to period
fluctuations are flattened by the Arteriole inflow and venule outflow are unaffected ............. 259

**Figure 63** Schematic of Lax Wendroff Richten-Meyer two-step indexing scheme. The
bottom row, the initial state, is the known states of A, U, and P at the nodes I = 1, 2 and 3. Step
1 advances these values to the off-grid points i = 1½ and 2½. Finally, Step 2 determines the
values of A, U, and P at every node for the full advancement in time. ........................................... 263

**Figure 64** Schematic of bifurcation indexing scheme. Each vessel is assigned a local index
from its proximal to distal end. The distal index of the parent vessel is in the same spatial
position as the proximal node of both daughter branches. The value of P is the same between
these three nodes, PB, however the values of the cross sectional area, A, or the blood velocity,
U, may not be as described in eq. 131-133. The length of each vessel is Δx1, Δx2, and Δx3. . . . . . 269
**Figure 65** Schematic of union indexing. Each vessel is assigned a local index from proximal to distal end, where the distal index of both parent vessels has the same spatial coordinate as the proximal node of the daughter branch. The value of \( P \) is the same at all three nodes at the junction, however the values of \( A \) and \( U \) may not be. The length of each vessel is \( \Delta x_1 \), \( \Delta x_2 \), and \( \Delta x_3 \).

**Figure 66** Schematic of narrowing or widening channel indexing. Each vessel is assigned a local index from proximal to distal end, where the distal index of the upstream vessels has the same spatial coordinate as the proximal node of the downstream vessel. The value of \( P \) is the same at both nodes at the junction, however the values of \( A \) and \( U \) may not be. Vessel length is \( \Delta x_1 \) and \( \Delta x_2 \).

**Figure 67** Angioarchitecture of cerebral microcirculation and pressure signal at pial arteriole entrance. **A.** Cerebral microvessels are either pial surface vessels located along the cortical exterior or inferior microcirculation embedded within the tissue of the cortex. The inferior microcirculation includes PA, pre-capillary arterioles, capillaries and AV. Arrow indicates the entrance of the model. **B.** The periodic inlet pressure boundary condition for the model (T=0.6s) was captured using a 15 term Fourier series from patient Doppler measurements. **C.** Outlet pressure boundary condition of 5mmHg. **D.** Diameter probability distribution function (PDF) of generated microcirculation vessel network, mean diameter of 12.9μm. **E.** Length PDF, mean length of 289μm.

**Figure 68** Schematic of microcirculatory vessel configuration and labels for **A.** pial surface arterioles, **B.** penetrating arterioles, **C.** pre-capillary arterioles, capillaries and draining ascending venules.

**Figure 69** Vasodilation of surface pial arteriole \( S_1 \) leads to a hemodynamic changes in **A.** Blood flow and **B.** CBV. Values at harmonic equilibrium are shown as a dotted line, only select vessels shown. A 30% decrease in \( E \) of the pial artery \( S_1 \) led to a 1.4% increase in \( A_1 \) upstream.
feeding arteriole $S_0$ and subsequently $A_3$, PA, $A_4$, capillaries and $A_5$, AV. Increases in CBV were not limited to $B_1$-$B_2$, surface pial arteries, CBV increased significantly in $B_3$-$B_5$, vessels embedded in the cortical parenchyma.

**Figure 70** Vasodilation of PA $P_5$ leads to an increase in A. Blood flow and B. CBV. Harmonic equilibrium values are shown as a dotted line. A 30% decrease in $E$ of the PA $P_5$ leads to an increase in flow through $A_1$. The upstream feeding pial artery $S_0$ by 1.4%, leading to an increase in $A_3$, PA, and $A_4$, capillaries and $A_5$, AV. Increases in CBV occurred mostly at $B_1$-$B_2$, surface pial arteries, CBV increased slightly in $B_3$, PA and $B_4$, capillaries. $B_5$, AV CBV did not increase appreciably.

**Figure 71** Comparison of active and passive changes in A. CBF and B. CBV for all three vasodilation scenarios, 1. Surface pial arteries, 2. Penetrating arterioles and 3. Pre-capillary arterioles. Hemodynamic changes in blood flow and volume were measured for surface pial arteries, PA, capillaries and AV vessel groups. $A_1$-$B_1$, Passive $\Delta$CBF and $\Delta$CBV dominated active changes during vasodilation of surface pial arteries, while active $\Delta$CBV dominated during PA dilation as shown in $B_2$. Vasodilation of pre-capillary arterioles led to the smallest $\Delta$CBF and CBV as shown in $A_3$-$B_3$, and led to diversion of blood volume from capillaries that were not actively dilated, resulting in passive $\Delta$CBV<0.

**Figure 72** Vasodilation of pre-capillary arterioles $R_1$, $R_2$, and $R_4$ leads to a slight increase in A. Blood flow and little change to B. CBV. Harmonic equilibrium values are shown as a dotted line. A 30% decrease in $E$ of the pre-capillary arterioles $R_1$, $R_2$, and $R_4$ leads to an increase in flow $A_4$, capillaries $R_3$, $R_4$, and $R_5$ only. CBV increased in capillaries embedded within the cortical parenchyma only, $R_4$ shown as a candidate vessel. Some vessels (such as $R_2$) did not increase in diameter even though $E$ was decreased.

**Figure 73** Vasodilation of pial arteriole $S_1$ leads to a changes in A. Blood flow and B. CBV in select vessels. Signals displayed as values averaged over one-second intervals. Harmonic
equilibrium shown as a dotted line. A 30% decrease in \( E \) of the pial artery \( S_1 \) led to a 1.4% increase in \( A_1 \), upstream feeding arteriole \( S_0 \) and subsequently \( A_3 \). PA, \( A_4 \). capillaries and \( A_5 \). AV. CBV increases in \( B_1\text{-}B_2 \). surface pial arteries, were significantly higher than changes in \( B_3\text{-}B_5 \). vessels embedded in the cortical parenchyma.

**Figure 74** Vasodilation of PA \( P_5 \) leads to an increase in A. Blood flow and B. CBV. Signals displayed as values averaged over one-second intervals and harmonic equilibrium values are shown as a dotted line. \( A_1 \). A 30% decrease in \( E \) of \( P_5 \) increases flow through upstream feeding pial artery \( S_0 \) by 1.4%, leading to an increase in \( A_3 \). PA, and \( A_4 \). capillaries and \( A_5 \). AV. Increases in CBV occurred mostly at \( B_1\text{-}B_2 \). surface pial arteries, and increased slightly in \( B_3 \). \( PA \) and \( B_4 \). capillaries. \( B_5 \). AV CBV did not increase appreciably.

**Figure 75** Vasodilation of pre-capillary arterioles \( R_1 \), \( R_2 \), and \( R_4 \) leads to a slight increase in A. Blood flow and B. CBV. Signals displayed as values averaged over one-second intervals and harmonic equilibrium is shown as a dotted line. A 30% decrease in \( E \) of pre-capillary arterioles \( R_1 \), \( R_2 \), and \( R_4 \) increases flow \( A_4 \). capillaries \( R_3 \), \( R_4 \), and \( R_5 \) only. CBV only increased in some capillaries, \( R_4 \) shown as a candidate vessel. Other capillaries, such as \( R_2 \), did not increase in diameter even though \( E \) was decreased.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBB</td>
<td>Blood Brain Barrier</td>
</tr>
<tr>
<td>ATP</td>
<td>Adenosine Triphosphate</td>
</tr>
<tr>
<td>AV</td>
<td>Ascending Venule</td>
</tr>
<tr>
<td>BOLD</td>
<td>Blood Oxygen Level Dependent</td>
</tr>
<tr>
<td>CBF</td>
<td>Cerebral Blood Flow</td>
</tr>
<tr>
<td>CBV</td>
<td>Cerebral Blood Volume</td>
</tr>
<tr>
<td>CCO</td>
<td>Constrained Constructive Optimization</td>
</tr>
<tr>
<td>CFL</td>
<td>Cell Free Layer</td>
</tr>
<tr>
<td>CFL</td>
<td>Courant-Friedrichs-Lewy</td>
</tr>
<tr>
<td>CMRO</td>
<td>Cerebral Metabolic Rate of Oxygen</td>
</tr>
<tr>
<td>CT</td>
<td>Computed Tomography</td>
</tr>
<tr>
<td>CVD</td>
<td>Cerebrovascular Disease</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic Acid</td>
</tr>
<tr>
<td>ECS</td>
<td>Extracellular Space</td>
</tr>
<tr>
<td>ESL</td>
<td>Endothelial Surface Layer</td>
</tr>
<tr>
<td>FBU</td>
<td>Functional Blood Unit</td>
</tr>
<tr>
<td>fMRI</td>
<td>Functional Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>FSI</td>
<td>Fluid Structure Interaction</td>
</tr>
<tr>
<td>Hb</td>
<td>Hemoglobin</td>
</tr>
<tr>
<td>Hd</td>
<td>Discharge Hematocrit</td>
</tr>
<tr>
<td>Ht</td>
<td>Tube Hematocrit</td>
</tr>
<tr>
<td>KPSM</td>
<td>Kinetic Plasma Skimming Model</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>NVU</td>
<td>Neurovascular Unit</td>
</tr>
<tr>
<td>OE</td>
<td>Oxygen Extraction</td>
</tr>
<tr>
<td>PA</td>
<td>Penetrating Arteriole</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PQM</td>
<td>Phosphorescence Quenching Microscopy</td>
</tr>
<tr>
<td>QLV</td>
<td>Quasilinear Viscoelastic</td>
</tr>
<tr>
<td>RBC</td>
<td>Red Blood Cells</td>
</tr>
<tr>
<td>RSS</td>
<td>Residual Sum of Squares</td>
</tr>
<tr>
<td>SMC</td>
<td>Smooth Muscle Cells</td>
</tr>
</tbody>
</table>
SUMMARY

This dissertation presents a comprehensive mathematical model of microcirculatory cerebrovascular blood flow and oxygen transport to cortical tissue. As available measurements for blood flow, RBC oxygenation, RBC velocity and blood flow in cerebral blood microvessels (dia<100µm) in human patients are difficult to obtain, computer simulations are necessary for quantifying measurements acquired from imaging modalities, such as CT or fMRI.

A 3D model of the human cortical microcirculation is presented, including oxygen perfusion to tissue. This model is closely validated against available in vivo animal and ex vivo human measurements. The sensitivity of these models to boundary conditions is investigated as well as the apparent “flat” tissue oxygen tension gradients at deep within the cortex. This model is then augmented with a novel biphasic blood flow model, the kinetic plasma skimming model (KPSM). This novel KPSM was developed out of necessity following a comprehensive investigation of existing biphasic blood flow models which were unable to accurately reproduce the phenomena of plasma skimming observed experimentally in physiological studies of the microcirculation.

This biphasic model of blood flow, coupled with an improved nonlinear oxygen dissociation model, was deployed on four murine microcirculatory networks acquired from two-photon confocal microscopy. This study demonstrated the variability of hemodynamic properties along different “paths” through the cerebral microcirculation, and that vessels of similar types and lumen diameters may exhibit a wide variation in blood pressure, flow, hematocrit, RBC velocity or RBC oxygenation. Furthermore, the majority of the microcirculatory resistance was shown to reside between the pre-capillary arterioles and the ascending venules, and not in the descending arterioles or the surface pial arteries.

Finally, the pulsatile distensibility of the microcirculatory vessels was addressed. Several fluid structure interaction models were investigated, as well as candidate solvers to compute the solution of these nonlinear wave equations. A two-step Lax Wendroff solver was identified as a robust method for computing hemodynamics across a distributed blood flow network. Dynamical
SUMMARY

blood flow, pressure, velocity and vessel volume was computed across a 3D simplified microcirculatory network. Three functional hyperemia case studies were investigated as possible vasodilatory mechanisms in response to neuronal activation. In each scenario, a different vessel type was vasodilated exclusively; a pial artery, a penetrating arteriole, or a collection of pre-capillary arterioles. The passive network response to these vasodilatory mechanisms was compared against changes in CBV as measured by fMRI. It was determined that none of these mechanisms activated in isolation would be capable of reproducing measured CBV changes, therefore these mechanisms must work in concert during functional hyperemia.

Overall, the models presented here demonstrate that morphologically accurate, physiologically consistent models are capable of reproducing hemodynamic measurements at the micron scale within the cerebral vasculature. Furthermore, as these measurements are impossible to obtain in a distributed fashion, these computational models provide a comprehensive picture of intracranial dynamics that would otherwise be unobtainable. This model establishes the first-principles mechanistic understanding of cerebral oxygen supply and functional hyperemia that is necessary for quantifiable fMRI.
I. OVERVIEW

Cerebrovascular disease (CVD) is the fifth leading cause of death in the US, costing the healthcare system over $33 billion annually. Treatment of fatal CVD such as stroke, aneurysm, micro-infarcts and genetic disorders heavily relies on the interpretation of indirect medical imaging modalities such as CT and MRI. Interpretation of signals extracted from these modalities is limited to qualitative comparison only, restricting the information provided to clinicians. Providing a quantitative basis for these imaging modalities requires an in-depth understanding of how blood flow, tissue oxygen tension and deoxygenated hemoglobin behave at rest and in response to neuronal activation. As a direct measurement of these phenomena in human patients is impossible, mathematical models must be relied on to provide a comprehensive basis of cerebral hemodynamics and oxygen supply. This is especially true in the cerebral microcirculation, the site of oxygen supply. By better comprehending how these hemodynamic properties relate to tissue oxygenation at rest and during healthy activity, we can better understand how to treat the brain during injury. This model is the foundation of a novel computational approach for hypothesis testing in fMRI analysis, specifically understanding the complex interactions between the BOLD signal, CBV, CBF and hemodynamic reserve. The investigation presented in this dissertation investigates both steady state and dynamical models of the microcirculation in image-reconstructed and artificially generated network models. This investigation included studies in both human and mouse models.

Chapter II addresses how network simulations of the cortical microcirculation may be accomplished without the detailed image reconstruction. Using a modified vessel generation algorithm (CCO), a 3D model of the microcirculatory system inside an subsection of the human secondary cortex was generated that includes surface pial arteries, penetrating arterioles, a capillary bed, ascending venules and surface pial veins. A realistic 3D morphology is important to understand the effects of vessel orientation, density, arrangement, and hierarchy in oxygen
distribution in the cerebral cortex. The construction principles of this vessel generation algorithm are tuned to match morphological observations measured with SEM and intravital microscopy in the human secondary cortex. A steady state single phase non-Newtonian blood flow model was deployed accounting for the inconsistency of blood viscosity as vessel caliper narrows in the inferior microcirculation. Validation of blood flow, pressure and velocity is presented. Oxygen convection, extraction and metabolism simulations are presented and analyzed to determine the distribution of oxygen between arteries and veins, the capillary bed and diffused through the tissue in different cortical layers. Analysis of extravascular oxygen gradient profiles surrounding different vessel types is presented to identify which vessel types are the main site for oxygen transport to neuronal tissue in the cerebral cortex.

Chapter III improves upon the oxygen transport presented in Chapter II with the development of a novel two-phase blood flow model. This Chapter is a modified document of a previously published manuscript, with included corrections from published Erratum. An analysis of existing biphasic blood flow microcirculatory models is presented and their limitations described and the need for a new biphasic model is determined. Specifically, no prior model can accurately capture the phenomenon of plasma skimming in realistic microcirculation vascular networks without predicting capillaries devoid of RBCs. Therefore, a novel kinetic plasma skimming (KPSM) model is presented which simulates the effect of plasma skimming if microvascular bifurcations and while simultaneously keeping all capillaries full of RBCs. This new methodology is validated thoroughly against 2D RBC concentration and oxygen measurements in the image reconstructed rat mesentery networks and the hamster cremaster muscle. A new oxygen transport model is introduced which utilizes these biphasic blood flow predictions, and the consequence of RBC-devoid vessels is demonstrated. This improved blood flow model is deployed on the human secondary cortex microcirculation network presented in Chapter II and oxygen simulations are presented. The biphasic model transports oxygen into the deeper into the cortex than was simulated using the single phase model.
Chapter IV presents a steady state simulation of oxygen transport on a microcirculatory model captured from two-photon microscopy data, rather than built using a vessel generation algorithm. Oxygen simulations are performed on four cortical microcirculatory networks obtained from different mouse subjects. The model is improved upon as well; a kinetic feature is added to simulate the nonlinear dissociation of oxygen from hemoglobin. This kinetic binding/unbinding model of oxygen captures the Hill Saturation curve of oxy-deoxygenated hemoglobin ratios in the bloodstream. Additionally, the tissue model of oxygen metabolism was improved. Oxygen metabolism models in Chapters II and III treated the extravascular tissue space as a single lumped compartment. Detailed two-photon confocal microscopy data from the four murine data sets included the spatial location of the soma of neuronal and non-neuronal extravascular cells. Assigning a cell type-specific mitochondrial probability distribution function to each cell soma allows us to build a 3D distribution of mitochondria and therefore a 3D distribution of cortical cellular metabolism. Analysis of the microvascular network structure reveals a non-uniform catalogue of paths from the surface arterial inlet to the surface venous outlet. The trajectory of hemodynamic properties (Pressure, flow, RBC velocity, RBC saturation, plasma oxygen tension) varies wildly between different paths, revealing that there is no "standard" trajectory of hemodynamic state transitions. The differentiation between hemodynamic trajectories of different paths has two consequences; 1) previously conflicting observations of RBC velocity, oxygen tension and blood pressure in the cerebral microcirculation may now be reconciled as vessel type and lumen caliper is not a reasonable basis for direct comparison, and 2) the majority of path trajectories indicate that the capillary bed is the primary site for pressure drop in the cerebral microcirculation.

Chapter V presents two model reduction methods of the complex blood flow simulations described in Chapters II-IV. Each of these approaches focuses on reducing the number of equations needed to accurately compute blood flow through the five vascular compartments; the surface pial arteries, penetrating arterioles, capillary bed, ascending venules and the surface
pial veins. The first approach is a serial resistance configuration which simplifies each of vascular compartments to a single resistor which are then connected in series. The second approach, the conductive plate network, preserves the morphology of the surface pial and venous morphology, while the penetrating arterioles and ascending venules are reduced to single resistors connected to a 2D conductive plate representing the capillary bed. A separate model was constructed for each of the four data sets described in Chapter IV. The fractional vascular resistance distribution of the serial model demonstrates a wide variation between data sets, whereas the plate model consistently attributes >85% of the fractional resistance to the capillary bed. Furthermore, an averaged series model was unable to accurately predict the blood flow response for a given arterial input pressure for any of the four data sets. The performance of the blood flow response using the plate model gave a close match against the simulation results of the full network models at 2% of the computational cost. This preliminary investigation of model reduction demonstrates that blood flow computations using the conductive plate network are physiologically meaningful while significantly reducing the computational cost of simulating the cerebral microcirculation.

Until Chapter VI, all previous chapters dealt with steady state simulations exclusively. This chapter introduces a dynamic model of situating blood flow as a FSI problem. This approach to modeling blood flow requires the dynamic solution of a set of nonlinear partial-differential equations. Solution of these equations over a distributed blood flow network requires an investigation of different integration and discretization techniques which are presented. A mix of implicit and explicit solvers is studied. Additionally, the effects of different tube laws (linear elastic, viscoelastic and longitudinal stress) are explored. Validation against physical measurements eliminated all but a linear elastic tube law and two solvers: the two-step Richtmeyer-Morton Lax-Wendroff scheme or the Collocation method integrated with the Implicit Euler method. These two methods were compared using canine aorta and sheep pulmonary
case studies. The Lax-Wendroff scheme was selected and preliminary simulations on an extended network are described, as well as a primitive vasodilation simulation.

The dynamic FSI problem investigated in Chapter V is deployed to a simplified 3D microcirculatory model of the human cerebral microcirculation in Chapter VI. This microcirculatory network model is constructed using the same modified vessel growth algorithm presented in Chapter II; however this simplified network is not as dense and includes a more irregular distribution of penetrating arterioles and ascending venules. Hemodynamic properties of pulsatile pressure, velocity and blood volume are investigated at harmonic equilibrium (i.e. harmonic steady state) and in response to one of three different vasodilation scenarios. Each scenario is modeled as a possible vasoactive response to neuronal activity during functional hyperemia. In each scenario, blood flow and passive CBV response in the surface pial arteries, penetrating arterioles, pre-capillary arterioles and ascending venules is recorded. Simulation results are compare to fMRI measurements, revealing that the measured changes in CBV that follow functional hyperemia at both the surface and within the parenchyma tissue are not captured by any one of the three proposed vasodilation mechanisms. It is hypothesized that the physiologically accurate mechanism of vasodilation following neuronal activity is a combination of large surface vessel dilation and relaxation of pre-capillary sphincters.

Studies of simulated CBV and blood flow response to vasodilation scenarios proposed in Chapter VI are critical for analyzing the multi-part signal that is BOLD fMRI. These distributed, multi-scale FSI simulations require a robust solver, identified by the investigation presented in Chapter V. These dynamic blood flow simulations, combined with kinetic oxygen simulations in Chapter IV, the novel plasma skimming law described in Chapter III, and the vascular growth algorithm presented in Chapter II are critical components to building a first-principle model of the relation between blood flow, oxygen metabolism, and observable deoxygenated hemoglobin. Quantifiable fMRI and CT as a clinical and research tool requires the construction of such a model to advance the understanding and treatment of CVD.
II. CEREBRAL MICROcirculation AND oxygen TENSION IN THE HUMAN SECONDARY CORTEX


Abstract

The three-dimensional spatial arrangement of the cortical microcirculatory system is critical for understanding oxygen exchange between blood vessels and brain cells. A three-dimensional computer model of an $3 \times 3 \times 3 \text{mm}^3$ subsection of the human secondary cortex was constructed to quantify oxygen advection in the microcirculation, tissue oxygen perfusion, and consumption in the human cortex. This computer model accounts for all arterial, capillary and venous blood vessels of the cerebral microvascular bed as well as brain tissue occupying the extravascular space. Microvessels were assembled with optimization algorithms emulating angiogenic growth; a realistic capillary bed was built with space filling procedures. The extravascular tissue was modeled as a porous medium supplied with oxygen by advection–diffusion to match normal metabolic oxygen demand. The resulting synthetic computer generated network matches prior measured morphometrics and fractal patterns of the cortical microvasculature. This morphologically accurate, physiologically consistent, multi-scale computer network of the cerebral microcirculation predicts the oxygen exchange of cortical blood vessels with the surrounding gray matter. Oxygen tension subject to blood pressure and flow conditions were computed and validated for the blood as well as brain tissue. Oxygen gradients along arterioles, capillaries and veins agreed with in vivo trends observed recently in imaging studies within experimental tolerances and uncertainty.
**Introduction**

Oxygen transport is critical for the brain to meet the rapidly changing metabolic demands during neuronal firing. Neurovascular coupling is a mechanism for matching the rise in the mitochondrial oxidative metabolism of neurons with a local increase in cerebral blood flow\(^{45}\). Recent studies have begun to uncover the significance of the spatial arrangement of the cortical microvasculature for oxygen supply\(^{22,25,54}\). The morphology of cerebral microcirculation appears to play a significant role in ensuring adequate oxygen transport from the blood to brain cells.

A series of anatomical and physiological studies by Duvernoy, Cassot, and Lauwers delineated the morphometrics of blood vessels in the cerebral cortex.\(^{6,7,12,38}\) Their studies uncovered the particular arrangement of cortical blood vessels centering around pial draining veins which are irrigated by three to six penetrating arterioles.\(^{12}\) Recent topology studies confirmed the spatial allocation of the cortical microvasculature.\(^{3,22}\) Fresh arterial blood enters each territory through the leptomeningeal vessels depicted in Figure 1A, which discharge into descending arterioles shown in Figure 1B. From the cortical surface, descending—often also referred to as penetrating—arterioles dive into the gray matter carrying blood and oxygen deeper into the cerebral cortex. Figure 1C shows descending arterioles traversing the six cortical layers where they bifurcate into gradually narrowing binary trees, whose terminal leaves discharge into the capillary bed. The capillary bed does not conform to a binary tree, because it contains anastomoses which create loops. The multiscale morphometrics of binary arterial and venous trees as opposed to the mesh-like capillary bed was studied in detail.\(^{42}\)

A single endothelial cell layer lines the capillary wall thus creating a large mass exchange surface between oxygen-rich blood and the extravascular space. Mass transfer also occurs between arterioles and venules.\(^{14,75}\)
Figure 1 Overall multi-scale hierarchy of the human cerebral circulation. (a) Sagittal view of the full brain vasculature model generated in silico by combing image data with constrained constructive optimization. (b) Magnified section of the secondary cortex next to the collateral sulcus in the right temporal lobe, showing the arrangement of the network of pial arteries and veins at the cortical surface. (c) Isolated view of the territories of two draining pial veins supplied by six penetrating arterioles. (d) The construction principles for the computer aided construction and analysis of cerebral blood flow networks. This article is limited to structures ranging from the pial arterioles to the pial veins are discussed.
Red blood cells traveling with the blood stream carry oxyhemoglobin which can release free oxygen into the plasma. Oxyhemoglobin dissociation is facilitated by a basicity-mediated conformational change in hemoglobin. Blood pH is reduced by carbonic acid which is a byproduct of cellular respiration. Free plasma oxygen permeates the vessel endothelial layer and diffuses to brain cells driven by concentration gradients. Due to the mitochondrial oxidative metabolism, oxygen tension in the extravascular tissue is lower than in the blood stream.

However, oxygen exchange between the microvessels and the brain cells, especially with respect to the spatial arrangement of vessels, have not been fully quantified. Goldman proved that random and tortuous blood vessel networks greatly enhance mixing and oxygen distribution compared to evenly spaced, ordered vessel configurations. Boas developed \textit{in vivo} optical measurements of tissue oxygenation in relation to cerebral blood flow. Their experiments are beginning to unravel the spatiotemporal characteristics of the blood flow and oxygen responses after neuronal activation. Their computational models also explored the evolution of tissue oxygen tension around a single cylindrical blood vessel, as well as for a more realistic anatomical microvessel network of the rat. Plouraboue reconstructed microvascular networks from synchrotron CT images to investigate coupling and robustness of intra-cortical vascular territories. Weber emphasizes the need for topologically accurate models to investigate the effect of local vascular dilation and occlusion on the flow in the surrounding network. Lorthois, Cassot and Lauwers demonstrated the quantitative relationship between the diameter of a pial draining vein and the size of the surrounding neuronal activated area.

Anatomically and physiologically accurate computer models are an important tool for analyzing tissue metabolism coupled to micro-hemodynamics. Table I summarizes the characteristics of several recent microvasculature models.
Table I Overview of microvascular simulation models and their features

<table>
<thead>
<tr>
<th>References</th>
<th>Species</th>
<th>Model characteristic</th>
<th>Number of vessels</th>
<th>Extracell. Space</th>
<th>Venous</th>
<th>Capillary bed</th>
<th>Oxygen tension</th>
</tr>
</thead>
<tbody>
<tr>
<td>This work</td>
<td>Human</td>
<td>Geometric construction, 3D</td>
<td>256,000</td>
<td>600,000</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Lorthois</td>
<td>Human</td>
<td>Image Segmentation. 3D</td>
<td>10,318</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Safaeian</td>
<td>Human</td>
<td>Geometric construction, 3D</td>
<td>112</td>
<td>-</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Lauwers</td>
<td>Human</td>
<td>Morphometric Study, 3D*</td>
<td>359,242</td>
<td>-</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Zagzoule</td>
<td>Human</td>
<td>Geometric construction, 3D</td>
<td>316,858</td>
<td>-</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Guibert</td>
<td>Marmoset</td>
<td>Image Segmentation. 3D</td>
<td>16,000</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Weber</td>
<td>Marmoset</td>
<td>Morphometric Study, 3D*</td>
<td>NS</td>
<td>-</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Niimi</td>
<td>Cat</td>
<td>Image Segmentation. 3D</td>
<td>45</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Goldman</td>
<td>Hamster</td>
<td>Geometric construction, 3D</td>
<td>11</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>●</td>
</tr>
<tr>
<td>Fang</td>
<td>Rodent</td>
<td>Image Segmentation. 3D</td>
<td>NS</td>
<td>600,000</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Blinder</td>
<td>Rat</td>
<td>Morphometric Study, 3D*</td>
<td>200</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Reichold</td>
<td>Rat</td>
<td>Image Segmentation. 3D</td>
<td>NS</td>
<td>-</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Boas</td>
<td>Rat</td>
<td>Geometric construction, 3D</td>
<td>254</td>
<td>-</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Huppert</td>
<td>Rat</td>
<td>Geometric construction, 3D</td>
<td>NS</td>
<td>-</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Kasischke</td>
<td>Mouse</td>
<td>Biophysical Study, 2D</td>
<td>NS</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>●</td>
</tr>
<tr>
<td>Tsai</td>
<td>Mouse</td>
<td>Morphometric Study, 3D*</td>
<td>~6,300</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td></td>
</tr>
</tbody>
</table>

NS Not stated in referenced work.

a No Computations, morphometric studies only.
These computational methods can address the need for (i) better interpreting optical measurements acquired in open cranial windows in rodents,\(^3\)\(^,\)\(^6\)\(^0\) (ii) for exploring intracellular transport phenomena on length scales currently not accessible to imaging methods,\(^3\)\(^4\),\(^3\)\(^5\) and (iii) for making inferences for humans\(^3\)\(^8\),\(^4\)\(^4\) for whom invasive experimentation is not an option.

This work introduces a detailed three-dimensional computer model for cerebral microcirculation inside a subsection of the human secondary cerebral cortex. A network model was used to perform hemodynamic simulations of the microcirculation. The microvessel network was embedded inside the extravascular space to compute the oxygen exchange between blood and cortical brain tissue. Hemodynamic characteristics of blood flow, convective transport, and oxygen perfusion to the cortical tissue were predicted. In addition to computing blood oxygen tension, oxygen gradients around arteries and capillaries were predicted at different cortical depths. We validated critical morphometric and hemodynamic predictions against prior experimental studies in the open literature. Oxygen gradients predicted for a relatively large cortical domain (27 mm\(^3\) subsection of the secondary cortex in humans) matches trends observed in \textit{in vivo} imaging studies.

**Materials and Methods**

A three-dimensional model of the microcirculatory system inside an $3 \times 3 \times 3$ mm\(^3\) subsection of the human secondary cortex was generated with principles illustrated in Figure 1. The morphometrics of our artificial microcirculation matched human experimental data acquired with confocal microscopy by Lauwers,\(^3\)\(^8\) the comparison of the model with prior experiments are summarized in Figure 2. The vascular network was embedded inside the porous brain tissue. For modeling the extravascular domain, we lumped the intracellular space, neurons and glial cells of the gray matter and meshed this space as a single continuum. Oxygen exchange between the blood and the porous tissue were computed by solving for advection, diffusion and metabolism simultaneously with custom-coded computer programs.
Figure 2 Summary and validation of morphometric properties and blood rheology of the microvessels of the secondary cortex next to the collateral sulcus in the right temporal lobe. Closed symbols show measured morphological properties with best fit solid line, open symbols show morphometrics of our artificially constructed microvessel structure. Panels a–d compare this work against morphological analysis of confocal microscopy work of the human secondary cortex.12,38 (a) Diameter distribution of all vessels in the microvascular network. (b) Length distribution of all vessels in the network. (c) Normal distribution of capillary vessels diameter with a mean diameter of 6 μm. (d) Histogram of distance to nearest capillary vessel in the cortical tissue, solid line shows polynomial best-fit. (e) Laminar distribution of volume fraction for vessels in cortical subsection, Triangles (Δ) indicate the total vessel pattern, squares (□) represent only the capillary spectra, compared with laminar network morphometrics obtained by scanning electron microscopy of corrosion casts of the macaque visual cortex.76 The volume density for the synthetic human microvasculature is lower than the macaque, as reflected in the values reported in Table 2. (f) Diameter dependent viscosity as determined by the Fahraeus–Lindqvist equation (eq. 4) in comparison to values reported by Boas4 and Takahashi68. In the simulations, we used $Hd = 0.45$. 
Microvasculature Construction

Because the spatial arrangement and hierarchal connectivity of all cerebral microvessels inside large domains such as the proposed cortical subsection of 27 mm$^3$ are not easy to acquire experimentally, we generated an anatomically consistent computer model of cortical oxygen exchange. Customized vessel construction algorithms ensured proper topology of the microvessels and blood flow rheology. Different construction principles accounted for structural differences between arterial and venous trees, in contrast to the mesh-like capillary bed. The resulting computer model of the detailed microvascular network is a cyclic graph of logically connected cylindrical segments. Figure 1D gives an overview of the microvasculature construction principles used to generate the microcirculatory system.

Arterioles and Veins

A backbone of visible larger vessels was generated by geometric reconstruction from high resolution cortical images, which matches the morphology of the pial arteries. The conversion of image data into computational meshes is executed with image analysis techniques described elsewhere. Laminar microvessel density, diameter spectra, and capillary arrangement was used as the geometric basis for our model. In the model, the blood supply to the cortical subsection was provided by a single larger pial artery (inner diameter, $d_i = 150 \mu m$) and drained by only one pial surface vein ($d_i = 180 \mu m$), which compares well to the topological observations of the human brain. The pial network bifurcated into 36 penetrating arterioles ($d_i = 40 \mu m \pm 1 \mu m$). The location of arteriole penetrations centered in circular patterns around 12 draining veins ($d_i = 115 \mu m \pm 5 \mu m$), a spatial pattern originally discovered by Duvernoy. Penetrating arterioles descended from the cortical surface about 2.5 mm deep into cortex reaching down to the gray-white matter intersection.

The backbone of penetrating arterioles was extended by sprouting additional arterial bifurcations into the six cortical layers. The smaller artificially generated segments were added
using constrained constructive optimization (CCO) invented by Schreiner \(^{31-33,63}\) with desired segments-per-volume and fractal order.\(^{32,33}\) The location of the bifurcation coordinates as well as the hydraulic diameters of the two branching segment were determined, so that each terminal leaf of the emerging vascular tree discharged equal flow, yet whose blood lumen was minimal.\(^{31}\) During sequential segment addition, geometric constraints prohibit segment overlap, as well as enforce morphologically consistent bifurcation angles and smooth vessel diameter transitions.\(^{19,71}\) Optimal segment position was determined by solving the non-linear constrained optimization problem given in eq. 1. Figure 3 illustrates the geometric optimization, where \(\vec{x}\) is the optimal position of the bifurcation fork leading to the minimum tree volume, \(d_i\) and \(l_i\) are the segment diameters and lengths, \(\Delta P\) is the pressure drop, and \(F_i\) is the volumetric flow rate across segment \(i\). Equality constraints enforce that overall tree dimensions and morphology satisfy the simplified flow equations. Note that this simple flow model is only used for constructing vascular trees, the actual hemodynamic simulations are described later in eq. 2-4. Microvascular tree growth involves random segment addition and the repeated solution of global minimization problems, until the diameters of terminal leafs in the gradually thinning binary tree narrowed to about 12 \(\mu m\), the physiologic diameter of the pre-capillaries. Segment addition requires repeated solutions of eq. 1 which we implemented with non-linear constrained optimization algorithms developed by our group.\(^{69,79,80}\) The resulting network is an acyclic binary graph composed of cylindrical elements, where \(N\) is the number of segments belonging to the tree.
Figure 3 Schematic of a single vessel segment addition using the modified Constrained Constructive Growth (CCO) algorithm. Segment addition begins with the selection and connection of a point in the domain to the existing tree. The position of this connection point, highlighted in red, is optimized to create a tree with the smallest luminal volume. During the optimization, the diameters $d_i$ and $d_j$, as well as the lengths $l_i$ and $l_j$ of the two daughter branches, are selected so that all terminal leaves discharge equal blood flow $F$. $N$ is the number of segments belonging to the tree. The application of these optimization principles leads to networks with topological features similar to vascular structures.
Minimum tree volume optimization

\[
\min_{\bar{x}, r, l_i} V = \sum_{i=1}^{N} \frac{\pi}{4} d_i^2 \cdot l_i(\bar{x})
\]

\[s.t. \Delta P = \alpha_i F_i \quad \forall \text{segments } i \text{ in Network}\]

For the venous drainage, tree generation was executed in reverse order until all tributary branches connected to the trunk of the single draining vein, which in turn discharged into the network of pial veins.

**Capillaries**

The capillary bed is not a tree, but a cyclic graph whose bifurcations and anastomoses form loops.\(^{39}\) Existing algorithms like CCO,\(^{31,63}\) angiogenic\(^{61,62,67}\) or fractal growth\(^{54}\) do not generate mesh-like capillary structures. We created anatomically realistic capillary beds by a novel triangulate-prune-smooth procedure. To build a capillary artifact with desired topology, the domain was meshed by tetrahedral Delaunay triangulation. The dual of the Delaunay mesh, known as a Voronoi mesh, was generated using TetGen.\(^{65}\) The edges of the each cell of the Voronoi dual mesh constitute the preliminary capillary network, and overall mesh structure was adjusted so that average Voronoi cell edge length was approximately equal to the desired mean capillary segment length. The implementation details of the novel computational method to synthesize realistic mesh-like capillary networks are given in Supplemental 1.

Unfortunately, three-dimensional Voronoi meshes have trifurcations which occur rarely \textit{in vivo}. To correct this, we removed one arc of each Voronoi cell, while avoiding the creation of dangling segments. This automatic pruning process ensured bifurcations in most junctions as observed in nature. In our final capillary bed, 86% of the 136,037 junctions were bifurcations. The perivascular space close to penetrating arteries exhibits a capillary-depleted zone as observed by Duvernoy\(^{12}\) and Kasischke.\(^{34}\) We accounted for a capillary-depleted zone in a radial
distance of 50 μm around the larger penetrating arteries. Capillary vessels surrounding the vicinity of penetrating arterioles were removed only in the molecular layer.

The diameters of the preliminary Voronoi edges were smoothed for implementing a hemodynamically and anatomically sound normally distributed diameter spectrum found in real capillary beds,\textsuperscript{38} as shown in Figure 2A-E. Segments with pressures associated with the watershed between arterial and venous sides were assigned the smallest vessel diameters. An iterative averaging scheme was executed, resulting in smooth diameter spectra in the capillary bed according to the probability density function in Figure 2B. To further procure realistic pressure drops, the degree of tortuosity of the Voronoi tessellation can be altered by deploying Bezier interpolation of the connecting arcs. Structural parameters of the tessellation, such as vessel density and edge length were controlled to ensure accurate morphometrics and realistic hemodynamic resistance. Additional information on Bezier arcs can be found in Supplemental 2.

Furthermore, one study found that the density of microvessels does not match the strong variations in neuronal density,\textsuperscript{34} other studies did report variations in vascular densities in different cortical layers in both animal models\textsuperscript{76} and humans.\textsuperscript{38} Microvasculature density is an easily adjustable model construction parameter, and was tuned to the laminar volume fraction patterns observed by Weber\textsuperscript{76} as shown in Figure 2E.

Using the tree and mesh construction principles described above, a closed network connecting penetrating arterioles through the capillary bed to the draining vein emerged. A partial view showing only two venous territories is shown in Figure 4. Arteriole trees accounted for 8,388 segments, venous trees were composed of about 6,804 vessels, and the capillary bed is comprised of 241,697 segments. The entire microvasculature of the cortical subsection, shown in Figure 5, had 36 descending arterioles, 12 draining venules, and a dense capillary bed which altogether totaled more than 256,000 segments.
Hemodynamics

Blood flow was described using established hemodynamic network models. Flow resistance of each cylindrical segment was approximated by the Poiseuille law as given in eq. 3, where $\Delta P$ is pressure drop across a single segment, $l$ is its length, $d$ is the diameter, and $\alpha$ is the apparent blood flow resistance. The continuity equation was applied for each node shown in eq. 2, where $u$ is the steady state flow per area entering or leaving a network node. Due to low Womersley numbers ($W_0<0.1$), the pulsatile nature of cortical blood micro-flow can be ignored, and a quasisteady flow assumption is reasonable. Because of the low Reynolds numbers in microcirculation ($Re<1$), inertia is also neglected in our simplified fluid flow model. The effect of biphasic blood rheology was approximated by the Fahraeus–Lindqvist equation in eq. 4, which predict the apparent viscosity, $\eta_{\text{vitr}}$, as a function of diameter, $d$, and hematocrit, $H_d$, as shown in Figure 2F. Hematocrit distribution was assigned a constant value ($H_d = 0.45$). Viscosity is weakly dependent on hematocrit, as predicted by the Fahraeus-Lindqvist effect, at the diameter range investigated in this paper. For this reason, Pries’ in vitro model for diameter dependent viscosity was implemented instead of in vivo models which are very sensitive to hematocrit levels. Phase separation and plasma skimming are known to lead to lower hematocrit in microvessels ($d_0<100 \mu m$) compared to the systemic hematocrit. We chose for this study to maintain the constant hematocrit, although methods of Plouaboue can be used to compute hematocrit variations in the blood flow network.

The pressure drop was set to 47 mmHg across the microcirculation from the pial arteriole ($P_{\text{arterial}} = 65$ mmHg) to the draining venule ($P_{\text{venous}} = 18$ mmHg). Capillaries at the boundary of our large cortical subsection were connected to similar size vessels at another boundary in the same cortical layer, thus implementing periodic boundary conditions. Due to the size of the computational domain, penetrating arteries and draining veins did not leave the subsection, thus not requiring special boundary closures necessary in thin computational models.
Figure 4 Partial view of the territories drained by two penetrating venules with their six descending arterioles as well as the capillary bed, cut out from the 27 mm$^3$ subsection of the secondary cortex for better visibility. The six cortical layers of the extravascular space are occupied by brain tissue. The extravascular space is modeled as a porous medium into which oxygen is transported from the blood and metabolized by brain cells. (a) The nodal balance envelope encompasses the sum of half of the cylindrical volumes connected to it (red semi-cylinders). Blood convects oxygen with concentration $C_{in}$ into a nodal volume and out with concentration $C_{b}$ (red arrows) with flow $Q$. Oxygen exchange (purple arrow) occurs between the blood volume (node volume at $C_{b}$) and the extravascular tissue cell (tetrahedral cell at $C_{t}$). Oxygen can also diffuse freely inside the extravascular space (blue arrows). Oxygen diffusion and metabolism is solved by a finite volume method using an unstructured tetrahedral mesh. (b) Close up of microcirculatory pre-capillaries arterioles feeding the capillary bed, the site of oxygen mass exchange. (c) Detail of the continuous extravascular space composed of an unstructured tetrahedral mesh.
Figure 5 Visualization of a relatively large 27 mm³ subsection of the secondary cortex with computed steady state blood pressure, volumetric flow rate, and oxygen profiles projected onto the vessel architecture. Top row—larger vessels (capillary bed without showing small vessels, \(d<10\ \mu m\)). Bottom row—all vessels, including capillary bed, are shown. (a) Blood pressure, (b) Oxygen tension, and (c) Volumetric blood flow value profiles.
The simultaneous solution of the discretized set of linear algebraic equations with Duff’s MA48 algorithm \(^{10}\) gave the pressure distribution in the nodes; the blood flow velocities were determined with eq. 2 for all segments. In this first paper, we chose not to incorporate the phase separation effect in order to keep the blood flow model simple. Models for the inclusion of phase separation effects are established,\(^{21}\) but still await experimental validation in the human cortex.

**Blood Flow**

\[ \vec{p} \cdot \vec{u} = 0 \]  
\[ u = \frac{1}{\alpha} \Delta P, \text{ with } \alpha = \frac{128n_{\text{vitro}}l}{\pi d^4} \]  
\[ \eta = 1 + (\eta_{0.45} - 1) \cdot \frac{(1 - Hd)^{\gamma} - 1}{(1 - 0.45)^{\gamma} - 1} \]

with \( \eta_{0.45} = 220e^{-1.3d} + 3.2 - 2.44e^{-0.06d0.645} \)

\[ \gamma = (0.8 + e^{-0.075d})(-1 + \beta) + \beta \]

\[ \beta = \frac{1}{1 + 10^{-11} \cdot d^{12}} \]

**Oxygen Transport**

\[ V_b \frac{dC_b}{dt} = \vec{u} \vec{V} C_b - S_b U \Delta C_b, \text{ with } U = \frac{K_w}{w} \]

\[ V_t \frac{dC_t}{dt} = \left[ \sum_{i=1}^{M} (S_{b,i} U \Delta C_{b,i-t}) \right] - V_t^* C_t CMRO + \vec{V} \cdot D \vec{V} C_t \]

**Oxygen Perfusion from the Cerebral Microvasculature to the Cortical Tissue**

For simulating oxygen exchange between blood and surrounding brain cells with tractable problem size, we developed a novel dual mesh technique using two computational domains:

(i) a vasculature network of cylindrical segments to account for arterioles, capillaries and
venules described in the previous section and (ii) a volumetric brain mesh surrounding the vascular network to represent the cell matrix.

The vascular network contained about 256,000 segments. Blood oxygen tension was assigned to the node of each vascular segment; this choice produced a favorable staggering of the oxygen field in relation to the flow field which is computed on the edges. Each vascular network node is located in exactly one tetrahedral cell. However, a tetrahedral cell may contain multiple vascular nodes. The spatial relation between a vascular network node with oxygen tension, $C_b$, connecting two cylindrical vascular segments with their associated tetrahedral tissue cell with oxygen concentration, $C_t$, is depicted in Figure 4A. The species conservation for each network node was balanced with eq. 5, where $C_b$ is the nodal oxygen concentration. $V_b$ is the blood volume associated with each node, which is equal to half of the sum of the cylindrical segment volumes connected to the node, $C_b$. $S_b$ is the surface area of the semi-cylindrical segments connected to node, $C_b$. The overall mass transfer coefficient, $U$, in eq. 5 is a function of wall thickness, $w$, and the oxygen permeability of epithelial tissue $K_w$, with values given in Table II. Oxygen mass exchange is driven by the concentration difference between free oxygen in blood and oxygen concentration in the brain tissue, $\Delta C_{b-t}$. All molar oxygen concentrations were reported as partial pressures, assuming a temperature of 37°C, pH = 7.4, and the empirically derived gas solubility constant of 0.003 mL O₂/100 mL/mmHg. The vascular network was co-registered in the same spatial domain with an unstructured tetrahedral brain mesh as seen in Figure 4. The volumetric mesh representing the extravascular space was modeled as a single continuum with extracellular and intracellular space lumped together. The brain mesh was grouped into six cortical layers with the following depths scaled from imaging data to the depth of 2.5 mm: 0–0.33 mm (I: molecular), 0.33–0.83 mm (II: external granular), 0.83–1.32 mm (III: external pyramidal), 1.32–1.68 mm (IV: internal granular), 1.68–2.02 mm (V: internal pyramidal), and 2.02–2.50 mm (VI, multiform). The finest mesh with 600,000 tetrahedral
elements had an average edge length of 34 μm. We computed the oxygen concentration for each tissue cell, $C_t$, by solving the oxygen conservation balance in eq. 6. Here $V_t$ is the volume of extravascular space, which is equal to the tetrahedral volume reduced by the outer lumen of all blood network nodes contained in the cell. Oxygen transfers from the blood into the tissue as a function of the concentration, $\Delta C_{b-t}$. Since each tetrahedral tissue cell may contain multiple vascular network nodes, eq. 6 sums the mass transfer into the tissue cell from $M$ vascular nodes. Oxygen is also consumed at a cellular metabolic rate. The metabolic oxygen demand for normal brain activity$^{45}$ expressed as the cerebral metabolic rate of oxygen consumption, was set to $\text{CMRO} = 8.2 \times 10^{-24} \text{cm}^3\text{O}_2/\text{cm}^3/\text{s}$. Oxygen is further free to diffuse in the extravascular space, $\vec{V} \cdot D \vec{V} C_t$ with diffusion coefficient,$^{45} D = 1.8 \times 10^{-25} \text{cm}^2/\text{s}$. All parameters and constants are listed in Table II.

The boundary conditions for the oxygen exchange simulations include a constant pial oxygen partial pressure of, $C_{p} = 85 \text{ mmHg}$. For the gray-white matter interface we assumed zero oxygen exchange. All boundaries of the large cortical subsection were assigned symmetric boundary conditions as shown in eq. 6. Table III summarizes all types of boundary conditions and values for the vascular network and tissue domains.

Oxygen exchange between blood and tissue was solved simultaneously after full discretization of eq. 5-6 over the two domain meshes using finite volume techniques developed by our group.$^{39}$ Repeated simulations with increasingly fine meshes, ranging from 140,000 to 600,000 volumetric elements, established mesh-independence at 400,000 elements as shown in Figure 6A. The steady state spatial distribution of oxygen in the tissue (400,000 equations) and the vascular network (256,000 equations) was solved simultaneously (656,000 equations) with an iterative SOR$^{29}$ method. The simulation solved on a 2.8 GHz Intel Core 2 Duo processor in less than eight CPU minutes.
Table II Morphometrics of the computer network compared to prior work.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>This work</th>
<th>Literature</th>
<th>Animal</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vessel Density</td>
<td>9,487/ mm³</td>
<td>7,473–14,069/mm³</td>
<td>Human</td>
<td>Lauwers³⁸</td>
</tr>
<tr>
<td></td>
<td>4,991–9,140/mm³</td>
<td></td>
<td>Primate</td>
<td>Risser⁵⁶</td>
</tr>
<tr>
<td>Surface Area/Volume</td>
<td>13.60 mm²/mm³</td>
<td>10.19–12.85 mm²/mm³</td>
<td>Human</td>
<td>Lauwers³⁸</td>
</tr>
<tr>
<td></td>
<td>4.04–5.84 mm²/mm³</td>
<td></td>
<td>Marmoset</td>
<td>Risser⁵⁷</td>
</tr>
<tr>
<td></td>
<td>13.3 ± 3.2 mm²/mm³</td>
<td></td>
<td>Cat</td>
<td>Pawlik⁵⁰</td>
</tr>
<tr>
<td></td>
<td>5.19–7.24 mm²/mm³</td>
<td></td>
<td>Rat</td>
<td>Risser⁵⁷</td>
</tr>
<tr>
<td>Capillary Diameters</td>
<td>6.46 ± 2.7 μm</td>
<td>6.66 ± 1.70 μm</td>
<td>Human</td>
<td>Lauwers³⁸</td>
</tr>
<tr>
<td></td>
<td>7–9 μm</td>
<td></td>
<td>Human</td>
<td>Duvernoy¹²</td>
</tr>
<tr>
<td></td>
<td>5.91 ± 1.30</td>
<td></td>
<td>Human</td>
<td>Cassot⁵</td>
</tr>
<tr>
<td></td>
<td>5.0 μm</td>
<td></td>
<td>Cat</td>
<td>Zweifach⁸²</td>
</tr>
<tr>
<td>Mean Capillary Length</td>
<td>56.16 μm</td>
<td>52.95 ± 49.75 μm</td>
<td>Human</td>
<td>Lauwers³⁸</td>
</tr>
<tr>
<td></td>
<td>57.37 ± 50.98 μm</td>
<td></td>
<td>Human</td>
<td>Lorthois⁴⁴</td>
</tr>
<tr>
<td>Vascular Fraction</td>
<td>2.49%</td>
<td>2.43–3.02%</td>
<td>Human</td>
<td>Lauwers³⁸</td>
</tr>
<tr>
<td></td>
<td>3.19%</td>
<td></td>
<td>Marmoset</td>
<td>Risser⁵⁶</td>
</tr>
<tr>
<td></td>
<td>2.52%</td>
<td></td>
<td>Rat</td>
<td>Reichold⁵⁴</td>
</tr>
<tr>
<td>Cortical Perfusion</td>
<td>64 mL/100 g/min</td>
<td>51–65 mL/100 g/min</td>
<td>Human</td>
<td>Rostrup⁵⁸</td>
</tr>
<tr>
<td></td>
<td>60 mL/100 g/min</td>
<td></td>
<td>Rat</td>
<td>Reichold⁵⁴</td>
</tr>
<tr>
<td>Pial Art. Blood Velocity</td>
<td>14 μm /s</td>
<td>~14 μm /s</td>
<td>Cat</td>
<td>Lipowsky⁴¹</td>
</tr>
<tr>
<td></td>
<td>9.2 ± 4.8 mm/s</td>
<td></td>
<td>Rat</td>
<td>Nishimura⁴⁸</td>
</tr>
<tr>
<td>Arterial O₂ Tension</td>
<td>85 mmHg</td>
<td>82.4 ± 3.5 mmHg</td>
<td>Rat</td>
<td>Vovenko⁷⁴</td>
</tr>
<tr>
<td></td>
<td>94 ± 18 mmHg</td>
<td></td>
<td>Mouse</td>
<td>Kasischke⁵⁴</td>
</tr>
<tr>
<td>Capillary O₂ Tension</td>
<td>50 mmHg</td>
<td>50–60 mmHg</td>
<td>Rat</td>
<td>Vovenko⁷⁴</td>
</tr>
<tr>
<td></td>
<td>28 ± 11 mmHg</td>
<td></td>
<td>Mouse</td>
<td>Kasischke⁵⁴</td>
</tr>
<tr>
<td>Pressure Drop</td>
<td>47 mmHg</td>
<td>52–78 mmHg</td>
<td>Human</td>
<td>Espagno¹³</td>
</tr>
<tr>
<td></td>
<td>50 mmHg</td>
<td></td>
<td>Cat</td>
<td>Guibert²⁰</td>
</tr>
<tr>
<td></td>
<td>70–35 mmHg</td>
<td></td>
<td>Cat</td>
<td>Zweifach⁸²</td>
</tr>
<tr>
<td>Transit Time</td>
<td>0.41 s</td>
<td>0.61 s</td>
<td>Human</td>
<td>Sorenson⁶⁶</td>
</tr>
<tr>
<td></td>
<td>0.51–0.75 s</td>
<td></td>
<td>Human</td>
<td>Yang⁷⁷</td>
</tr>
<tr>
<td></td>
<td>1.1 ± 0.4 s</td>
<td></td>
<td>Human</td>
<td>Gjedde¹⁷</td>
</tr>
<tr>
<td>CMRO</td>
<td>8.2×10–4cm³O₂/cm³/s</td>
<td>8.2×10–4cm³O₂/cm³/s</td>
<td>Human</td>
<td>Mintun⁴⁵</td>
</tr>
<tr>
<td>Tissue Diffusivity (D)</td>
<td>1.8×10–5cm²/s</td>
<td>1.8×10–5cm²/s</td>
<td>Human</td>
<td>Mintun⁴⁵</td>
</tr>
<tr>
<td>Permeability (Kw)</td>
<td>5×10–8uL/mm/s/mmHg</td>
<td>5×10–8uL/mm/s/mmHg</td>
<td>Rat</td>
<td>Vovenko⁷³</td>
</tr>
<tr>
<td>Cap. Wall Thickness (w)</td>
<td>1 μm</td>
<td>1 μm</td>
<td>Human</td>
<td>Nolte⁴⁹</td>
</tr>
<tr>
<td>Art. Wall Thickness (w)</td>
<td>2–10 μm</td>
<td>2–10 μm</td>
<td>Rat</td>
<td>Rakusan⁵³</td>
</tr>
<tr>
<td>Ven. Wall Thickness (w)</td>
<td>0.5–1.5 μm</td>
<td>0.5–1.5 μm</td>
<td>Rabbit</td>
<td>Rhodin⁵⁵</td>
</tr>
<tr>
<td>Arterial Inlet Pressure</td>
<td>65</td>
<td>60</td>
<td>Cat</td>
<td>Lipowsky⁴¹</td>
</tr>
<tr>
<td>Venous Outlet Pressure</td>
<td>18</td>
<td>25</td>
<td>Cat</td>
<td>Lipowsky⁴¹</td>
</tr>
<tr>
<td>Physiological description</td>
<td>Boundary type</td>
<td>Value</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------------</td>
<td>---------------</td>
<td>------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pial artery inlet ($P_{arterial}$), $d_i = 38$ μm</td>
<td>Dirichlet</td>
<td>65 mmHg</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pial vein outlet ($P_{venule}$), $d_i = 100$ μm</td>
<td>Dirichlet</td>
<td>18 mmHg</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oxygen tension at pial inlet</td>
<td>Neumann</td>
<td>80 mmHg/s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capillary bed domain edge (A)</td>
<td>Periodic</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capillary bed domain edge (B)</td>
<td>Neumann</td>
<td>Symmetry (No Flux)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cortical tissue domain edge</td>
<td>Neumann</td>
<td>Symmetry (No Flux)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Results

Morphometrics

The statistics of Figure 2A-E summarize the morphological validation of the cortical microvasculature in terms of vessel density, diameter, and length. The mean capillary diameter of $6.46 \pm 2.7 \, \mu m$ agrees well with reported values of $6.47 \, \mu m$, as shown in Figure 2C. The mean distance between capillaries reported in Figure 2D is $16–46 \, \mu m$ compared to $24–42 \, \mu m$ reported in previous work.\textsuperscript{26,34} 73% of the tissue elements are no further than $40 \, \mu m$ away from the nearest blood vessel. Laminar volume fractions in Figure 2E for the cortical subsection microvasculature match vascular topology studies by Weber, however the human trends are somewhat below those found in the macaque cortex.\textsuperscript{76} Table II lists a vascular density of $9,487 \, \text{vessels}/\text{mm}^3$, compared to $7,473–14,069 \, \text{vessels}/\text{mm}^3$ in prior human ex vivo measurements.\textsuperscript{38} Segment length per unit volume was $601 \, \text{mm}/\text{mm}^3$, which lies within two standard deviations above an empirical ex vivo measurement in the human cortex.\textsuperscript{38} The volume ratio of vessel lumen to surrounding extravascular space was $2.49\%$, comparing well to the range of $2.4–3.2\%$ reported in other microvasculature studies shown in Table II. The capillary volume density is $1.43\%$; which compared well to the $1.0–1.5\%$ capillary volume fraction reported in the literature.\textsuperscript{38,76} The lumen ratios between the arteriole, venous and capillary compartments were $29.4$, $10.8$ and $59.7\%$, which matches measurements in microvascular\textsuperscript{4} and whole brain studies.\textsuperscript{11,28}

Flow and Oxygen Exchange in the Entire Subsection

The simulation results for blood flow and oxygen tension in a large cortical section are summarized in Figure 5. For clarity, the top row shows only the arterial and venous tree without capillary bed, the lower depicts the same results including the capillary bed. The blood flow simulations, the pial arterial inlet pressure was set to $65 \, \text{mmHg}$, the pial venous drain had $18 \, \text{mmHg}$. 
Figure 6 Detailed study of hemodynamics of a typical vascular territory of a single draining vein with its associated arterioles and capillaries. (a) Blood pressure distribution. (b) Blood flow velocity. (c) Blood oxygen tension. (d) Volumetric blood flow rate. Analysis of twelve distinct paths a single red blood cell may take when traveling from a feeding descending arteriole to a nearby draining venule. Panels 1–3 each depict four typical sample paths chosen randomly, colored blue, green, yellow, and red. In total there are >236,000 number of paths for a single territory.
Currently the experimental evidence for pial arterial pressure in humans is scarce. Espagno\textsuperscript{13} performed blood pressure measurement on cortical arteries of several dozen patients prior to removing cortical tumors. Averaged pressure measurements in “submillimeter” pial arteries, without precisely specifying the diameters vary over a range. The blood pressure throughout the entire microvasculature subsection of the cortex are shown in Figure 5A. A comparison of pressure drops to three models by other researchers is shown in Figure 6B. The scarcity in the experimental evidence about pial blood pressures is reflected by the wide variations among different models. However, the overall trends seem to be similar, except for choices in boundary conditions. The differences between predictions for microcirculatory models are expected to align better as soon as reliable pressure measurements become available. The volumetric blood flow rate is depicted in Figure 5C. The oxygen tension in the microvasculature of the entire domain gradually drops from 85 mmHg in the pial artery down to 40 mmHg in pial vein as depicted in Figure 5B. The redirected oxygen extraction compares well to cortical measurements.\textsuperscript{73} To better analyze the flow and oxygen tension in detail, we turn next to the territory of a single draining vein in the interior of the subsection and its tributary arterioles.

**Microvascular Blood Pressure**

Hemodynamic simulations for a pressure drop between penetrating arterioles and draining vein of 40 mmHg are depicted in Figure 7A. Pressure drops in the territory were computed as \(8.2 \pm 2.1\) mmHg across the arteriole tree, \(20 \pm 1.3\) mmHg across the capillary bed, and \(9.3 \pm 1.6\) mmHg across the venous side. Accordingly, the capillaries offer the largest flow resistance.

**Blood Flow and Velocity Predictions**

Blood flow through a single draining venule was predicted as 800 nL/min as shown in Figure 7D; this number equals a perfusion of 68 mL/100 g/min. This simulation blood perfusion result agrees with experimental values of 50–70 mL/100 g/min found in the open literature.\textsuperscript{58} Blood velocity can be established as 15 μm/s at the arteriole inlets, 0.1 μm /s in
capillary vessels and 14 μm /s at the venous outlet as shown Figure 7B. These predictions compare well to prior velocimetry studies which measured arteriole blood velocity at 14 μm /s.41

**Hemodynamic State Changes Along Multiple Erythrocyte Paths**

We further investigated hemodynamic state properties along multiple paths of red blood cells traveling from the penetrating arterioles to the draining vein. Alternate pathways commenced at pial surfaces then descend into the penetrating arterioles, traversed the capillary labyrinth, and finally terminated at the draining vein. At each junction, a random choice among alternative downstream paths was made, and the hemodynamic states—blood pressure, velocity, and oxygen content—along the itinerary were recorded with results visualized in Figure 7.A total of more than 236,000 different paths were identified connecting a penetrating arteriole to the draining vein. Twelve typical samples were selected as illustrated in panels 1–3 of Figure 7. Path lengths varied from 1.78 to 6.81 mm. Figure 7A demonstrates that the blood pressure decreases monotonically in all paths; yet the profiles are not identical. Figure 7B depicts that the blood flow velocity is highest in the penetrating arterioles, $v_a = 15 \text{ μm }/\text{s}$, at a minimum in the capillaries, $v_c \sim 100 \text{ lm}/\text{s}$, and again rises in the draining vein, $v_v = 14 \text{ μm }/\text{s}$, which has been qualitatively observed in previous studies.76 Blood pressure dropped about 40 mmHg from the penetrating arteriole to the corresponding vein.

**Simulated Transit Times**

We determined dynamic trajectories of contrast agent infused into the cortical microcirculation to quantitatively analyze transit time behavior similar to a clinical angiography exam (figures not shown) with eq. 7. The mean transit time between the inlet penetrating arteriole ($d_i = 39 \text{ μm}$) and the draining vein ($d_i = 120 \text{ μm}$) was found to be, $s = 0.4 \text{ s}$. This value reported in Table II falls within the range of human microvasculature transit times.17, 66, 77
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**Figure 7** Radial oxygen gradient as a function of cortical depth 400 μm (A), 1 mm (B), and 2 mm (C) below the cortical surface. Top row also shows the oxygen tension gradient in the molecular layer (a) as a vector field at 400 μm and 1 mm. In-plane radial oxygen gradients of three arterials (I–III) are displayed in the left hand column (Panels A1, B1, C1). The right hand column shows in-plane oxygen tension as a function of distance to arterioles. The simulated oxygen gradient agrees with trends observed *in vivo* in the rat cortex in panels A2 to C2.
Dynamic Contrast Agent Dilution

\[ V \frac{dC_a}{dt} = \vec{u} \cdot \vec{C}_a + \vec{V} \cdot D_a \overline{\vec{C}_a} \]

### Axial Oxygen Gradients

Axial gradients across microcirculatory paths inside the territory of a single draining vein are depicted in Figure 7C. The computations show the gradual drop in arteriole oxygen tension from the penetrating arteriole of 80 mmHg to 40 mmHg in the draining vein. These numbers are similar to trends in oxygen tension found for the rodent cortex.\(^7^3\) There is a wide spectrum of path lengths through the microcirculation. We also found that longer paths tend to leave the capillary bed with lower oxygen tension than shorter paths. The venous mixing effect resulting from capillary inflow with varying oxygen tension was predicted by the network model and has been well established experimentally.\(^7^4\) In our model the arterioles contributed 20% of the total oxygen extraction, while the bulk occurred in the capillary bed. These fractions of oxygen extraction match the 20% reported by Vovenko and Popel.\(^6^4,7^3\)

### Radial Oxygen Perfusion Profiles

Radial oxygen perfusion profiles in the tissue were assessed as a function of radial distance to the nearest blood vessel. As shown in Figure 7, a single penetrating arteriole marked (I) as was selected as a vessel of interest. Its perivascular oxygen tension field was traced as it descended through the cortical layers. Radial oxygen gradients were captured for this penetrating arteriole in the molecular, external pyramidal and internal pyramidal layers. To better assess the evolution of oxygen tension profiles, laminar tissue slices of the microvascular subsection were created and contour maps of the oxygen tension field were generated. We also produced a display of the tissue oxygen gradient fields (vector field depicted by arrows) for the 400 \(\mu\)m and 1 mm laminae of the cortical tissue shown in the top row of Figure 7. The radial
oxygen gradients around the penetrating arteriole were higher near the cortical surface than in deeper regions.

Radial oxygen tension in the molecular layer ranged from 80 mmHg at a distance of 10 μm, to 45 mmHg at 50 μm distance. The oxygen tensions in the external and internal pyramidal layers were ~50 mmHg at 10 μm, to 40 mmHg at 50 μm of distance as shown in panels A, B, and C of Figure 7. The computed profiles agreed with the trends of laminar oxygen gradients obtained in the rodent cortex.9,14 These oxygen gradients seem to be a result of the capillary-depleted regions adjacent to larger arterioles. The high oxygen tension in the perivascular space make it plausible why there is no need for capillaries close to arterioles.

We also simulated oxygen tension in regions embedded in the dense capillary mesh, but situated further away from larger blood vessels. Our simulations for regions without larger vessels show shallow oxygen profiles, completely flattening about 30 μm away from the nearest capillary. We also investigated whether intracapillary gradients became steeper with higher oxygen demand. To emulate this effect, we adjusted the parameters CMRO within physiologic ranges. The parameter sensitivity studies as a function of CMRO revealed that the level of oxygen tension dropped with increasing metabolic demand (Results not shown).

**Discussion**

We presented a computer model to predict oxygen exchange between the microvasculature and brain cells in a relatively large cortical subsection. We developed a novel dual mesh technique to overcome problem size limitations that would be required in simulations with a single computational mesh smoothly connecting microvessels and brain cells at the length scale of individual capillaries. The use of two distinct coarse overlapping meshes avoided the need for a contiguous mesh sharply separating both compartments. The numerical quality of the method was established with mesh independence studies and validation against the analytical approaches.
Figure 8 Mesh independence study and blood pressure validation. (A) Model prediction of extravascular oxygen gradient in the capillary-depleted cylinder surrounding a descending arteriole (I)—discussed in detail in Figure 6—as a function of mesh density. Predicted oxygen tension stabilized after increasing the number of tetrahedral elements from 400,000 to 600,000. All results are reported for the 400,000 element mesh. (B) Microvasculature pressure gradients of multiple paths (paths 1–4 introduced in Figure 6) from a penetrating arteriole to its corresponding draining venule of our subsection of the secondary cortex, compared to point measurements made to animal and computational models. The chosen pressure boundary conditions or pial arterioles (\(P_{\text{arterial}} = 65\) mmHg) to the draining venule (\(P_{\text{venous}} = 18\) mmHg) govern the pressure drop of the model. Trends compares well against empirical results\(^{82}\) and models\(^4\) with similar boundary conditions.
Our novel method applied to a relatively large cortical subsection captured every single blood vessel including all capillaries, yet kept the problem size for steady blood flow as well as oxygen exchange between blood and tissue tractable. We also introduced a novel method to build pial and cortical arterial as well as venous trees by combining real image data with a modified CCO technique to synthesize blood vessels below the image resolution.

We further presented a new method to create an anastomosed capillary bed based on Voronoi tessellation. We described the step-by-step construction mechanism as well as the mathematical operations to attain desirable properties such as segment length, degree of tortuosity and smooth diameter transitions from pre-capillaries to post-capillary venules. The capillary bed algorithm offers consistent closure to microcirculation models with a physiological basis significantly advancing prior models limited to arterial trees, or merely using mathematical arguments to “close” the system equations without anatomically consistent representation of the capillary bed.

Our morphologically accurate, physiologically consistent, multi-scale computer network model of the cortical microcirculation encompasses the spatial arrangement of all cerebral vessels ranging from the pial arterioles and venules down to the level of individual capillaries as well as the surrounding extravascular space. Distribution of vessel blood pressure, flow, velocity and oxygen tension in both vessels and cerebral tissue were predicted in three dimensional spatial coordinates. A detailed comparison with prior experiments as well as the extensive compilation of earlier models demonstrates that our large models matched known literature values for blood flow, blood flow velocities, cerebral blood flow per volume and trends of pressure distribution. The large portion of blood flow resistance predicted for the microvascular bed implicate capillaries as an effective location for blood flow control, and in effect also an ideal actuator site to regulate oxygen supply. Small changes in capillary lumen or boundary layer resistance\(^4\) would very sensitively impact flow distribution and indirectly control oxygen exchange.
Perivascular oxygen gradients were found to be flatter in deeper pyramidal layers compared to the molecular layer closer to the cortical surface. Our model also quantified the gradual oxygen extraction along penetrating arterioles; a trend observed previously in the cortex of animals. The predicted three-dimensional oxygen distribution also showed larger oxygen gradients around arterioles, whereas areas distant of larger blood vessels exhibited flatter oxygen gradients. Also, the oxygen tension around capillaries appears to be almost uniform. It seems plausible that the random arrangement of the cortical microvasculature is capable of ensuring adequate oxygen levels for neurons irrespective of their location in the cortex.

The flatter profiles in deeper cortical layers should not be mistaken for lacking oxygen gradients between the extra- and intracellular compartments. The current tissue model does not distinguish between the extra and intracellular spaces. Consequently, the mass transfer from the extracellular compartment through the cell membrane to the site of mitochondrial metabolism of oxygen is currently not resolved in our computations. Instead, a simplified first order cellular metabolism rate has been assigned to the lumped extravascular compartment. Intracellular oxygen gradients and oxygen tension in the mitochondria have not been addressed in this study.

Our simulations are carried on such a large computational domain without cutting large vessels so that the resolution of the boundary interface for the capillary vessels and the tissue elements does not impact the results in the interior. Our large scale approach also addresses the call for a new methodological framework to reduce the number of boundary nodes. Our in silico subsection of the brain has a very small number of boundary nodes, roughly 3.0% for the vascular network and only 2.2% for the tissue mesh. A large model with only a small fraction of boundary nodes frees the analysis from the burden of engineering specific boundary conditions for each vessel group; a process which runs the risk of importing undue boundary effects into the computational domain.
Future work should include more complete cellular metabolic mechanisms involving ATP production, glucose, CO₂ transport, and pH calculation. A two phase model for the bound and free oxygen could be incorporated by considering the relationship between oxygen concentration and oxygen tension as described by the Hill equation. Moreover, the formation and dissociation of carboxylic acid is a major factor in controlling pH levels, which affects the oxygen binding kinetics of hemoglobin. Future models should also easily incorporate variable hematocrit. Pulsatile blood flow through compliant blood vessels would allow for open and closed loop control of cerebral blood flow, and more interestingly oxygen dynamics to better elucidate BOLD signals in functional MRI. Detailed dynamics of vasodilation and vasoconstriction in cerebral autoregulation have also not yet been addressed in this work. Regional activation of specific cortical layers requires closed loop dynamics of autoregulatory control, possibly through oxygen-chemoreceptive neurons which release biochemical signaling agents such as nitric oxide or catecholamine.

Our model elucidates the role of the three-dimensional spatial arrangement of the microcirculation on cortical oxygen supply. Extensive literature validation confirmed the model’s ability to match hemodynamic and oxygen tension trends within experimental tolerances and uncertainty. Using the proposed dual mesh techniques, it is conceivable that a biological simulation encompassing each brain cell will become tractable in the near future.
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Generation of mesh-like capillary bed

We invented a novel computational method to synthesize mesh-like capillary networks. A mesh-like capillary bed connected to the arterial and venous trees is essential for the anatomically consistent closure of hemodynamic simulations with the following key properties: (i) even random spacing of desired average segment length (ii) connection to arteriole and venule terminals (iii) adjustable degree of tortuosity, and (iv) smooth diameter transitions from the pre-capillaries to post-capillary venules. To the best of our knowledge, this algorithm for capillary synthesis has never been proposed in the literature.

The methodology encompasses a six step procedure illustrated Figure 9A-E. In the first step, the computational domain between the terminal nodes of the arterial \((a_1, a_2)\) and venous \((v_1)\) trees is evenly divided by Delaunay triangulation.\(^8\) The Delaunay mesh creates an even partition of the intravascular space. This partition is shown in Figure 9A by triangles for clarity. The new Delaunay nodes are more densely spaced than the arterial and venous terminals \((a_1, a_2, v_1)\). The number of Delaunay nodes controls the desired average capillary segment length in the emerging capillary bed. It is tempting to use the Delaunay edges directly as capillary segments. However, the branching factor of three-dimensional Delaunay meshes is not physiological, easily exceeding 50 edges per node in complex brain geometries, while real capillary meshes have only bifurcations (branching factor of two).

Therefore, we construct the dual mesh, known as a Voronoi tessellation,\(^{72}\) as depicted in Figure 9B. The Voronoi cells have branching factors of two in two dimensions, and three in for three dimensions. To provide closure, each arterial terminal is connected to the closest capillary node. Similarly, each terminal node of the venous tree is linked to the Voronoi mesh without allowing a venous and an arterial terminal to connect to the same capillary node. In effect, the arterial and the venous trees are linked through the capillary bed creating a closed network.
structure without dangling segments. The crude Voronoi capillary mesh depicted in Figure 9C requires three more refinement steps for better physiological match with real capillary beds.

In every capillary node with more than three segment connections, one superfluous segment can be deleted. This process we term pruning is required only three dimensional Voronoi meshes (not shown). We choose to eliminate the shortest edge, whose removal does not leave another node connected to the deleted edge dangling. We refrained from pruning Voronoi trifurcations in which no edge can be removed without causing dangling capillary nodes.

Several researchers have pointed out the significance of the tortuosity in hemodynamic simulations. Optionally, we can control tortuosity of capillary segments by Bezier curve interpolation, as depicted in Figure 9D with detailed mathematical description given in Supplemental 2. The pruned, tortuous capillary bed still requires the reasonable diameters for each segment. A simple choice is constant diameters for all segments, but has the disadvantage of sharp transitions from the arteriole tree to the capillary bed, and from the capillary bed to the venous tree. We propose to enforce smooth diameter transitions with slight tapering coming from the arteriole side and slow diameter increases towards the venous side as follows: We perform blood flow simulations as in eq. 2-3 through the network as a function of segment length and diameter. The mean pressure, \( P \), is defined as the arithmetic mean of all capillary node pressures; \( \sigma_f \) is its standard deviation. All segments within the pressure range, \( P \pm 2\sigma_f \), were assigned the minimum diameter, \( D_{\text{min}} = 3 \text{ mm} \). Pre- and post-capillary segments connecting to arteriole and venule terminals were assigned a diameter commensurate with their parent terminal. For all segments between the terminals and the minimum diameter group, we computed their diameters by iteratively executing the averaging scheme given in eq. 8. This method for ensuring smooth diameter transitions is similar to physiological regularization techniques. Our level-set type approach gives rise to smooth diameter transitions, which
monotonically decreases from inlet pre-capillary vessels to the smallest capillaries, then increase to the post-capillary veins.

Capillary diameter smoothing

\[ d = \sum_{j=1}^{N} \frac{d_{i,j}}{N} \]

where \( d_{i,j} \) is the diameter of segment \( j \) connected to segment \( i \)

If needed to further reduce sharp diameter transitions, the flow computations can be repeated with the adjusted diameters. Additional passes of diameter averaging can be performed until a sufficiently smooth diameter transition and spectrum is achieved.
Figure 9 Stepwise construction of capillary beds. (A) Delaunay triangulation of the space between the terminal nodes of the arteriole tree ($a_1$, and $a_2$) and the venous tree ($v_1$). Mesh density (shown as triangles for clarity) controls the segment length of the desired capillary bed. (B) Construction of Voronoi tessellation, which is the dual of the Delaunay mesh. (C) Connection of arterial and venous terminal to the closest neighbor capillary node. (D) Bezier curve approximation of capillary segments to adjust desired degree of tortuosity. (E) Network flow simulation yields a pressure field to determine the mean capillary pressure, $P$. Segments within a desired pressure range, $P \pm 2\sigma_F$, are assigned the smallest capillary diameter, $D_{min} = 3 \mu m$. (F) Diameters of capillary segments are according to an iterative averaging scheme, producing smooth transitions form the pre-capillary arterioles to the post–capillary venules. Steps E to F can be repeated to eliminate sharp diameter transitions at the inlets and outlets of the capillary bed.
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Cubic Bezier curves

A cubic Bezier curve is a vector function in terms of the scalar parameter $t$ as defined in eq. 9. It is defined by two end points, $\overrightarrow{P_0}$ and $\overrightarrow{P_1}$, and two control points, $\overrightarrow{C_0}$ and $\overrightarrow{C_1}$ as shown in Figure 13A. The endpoints delineate the curve; the control points dictate the shape of the curve.

$$\overrightarrow{B}(t) = (1 - t)^3 \cdot \overrightarrow{P_0} + 3t(1 - t)^2 \cdot \overrightarrow{C_0} + 3t^2(1 - t) \cdot \overrightarrow{C_1} + t^3 \cdot \overrightarrow{P_1} \quad t \in [0,1]$$ \hspace{1cm} (9)

For each capillary segment between points $\overrightarrow{P_0}$ and $\overrightarrow{P_1}$, a 3D Bezier curve with desired degree of tortuosity can be constructed. To ensure reasonable transitions between different segments, we derive the control points for a given segment as a function of its neighboring segments. The first step is to find the auxiliary point $\overrightarrow{A_0}$, defined as the average of the set of points, $\overrightarrow{P_{0,1}}$ connected to $\overrightarrow{P_0}$ exclusive of $\overrightarrow{P_1}$ as given in eq. 10. Similarly, auxiliary point $\overrightarrow{A_1}$, is found from the set of points, $\overrightarrow{P_{1,1}}$ connected to $\overrightarrow{P_1}$ except for $\overrightarrow{P_0}$:

$$\overrightarrow{A_0} = \frac{\sum_{t=1}^{N} \overrightarrow{P_{0,t}}}{N}$$
$$\forall \overrightarrow{P_{0,t}} \text{ connect to } \overrightarrow{P_0},\text{ except for } \overrightarrow{P_1}$$

$$\overrightarrow{A_1} = \frac{\sum_{t=1}^{N} \overrightarrow{P_{1,t}}}{N}$$
$$\forall \overrightarrow{P_{1,t}} \text{ connect to } \overrightarrow{P_1},\text{ except for } \overrightarrow{P_0}$$

Finally, the desired control $\overrightarrow{C_0}$ and $\overrightarrow{C_1}$ are calculated with eq. 11, where the scalar $\alpha$ controls the degree of tortuosity: $\alpha = 0$ produces a straight line, $\alpha = 1.0$ gives in the most tortuous curve. We recommend a value of $\alpha = 0.25$ for natural capillary mesh appearance. Sample meshes with and without Bezier vessels are depicted in Figure 10C-D. Note that arc lengths of Bezier curves given in eq. 12 are always greater than the straight line counterpart.
\[ \vec{C}_0 = \vec{P}_0 + \alpha \cdot (\vec{P}_0 - \vec{A}_0) \quad \alpha \in [0,1] \]

\[ \vec{C}_1 = \vec{P}_1 + \alpha \cdot (\vec{P}_1 - \vec{A}_1) \quad \alpha \in [0,1] \]

Analytical arc length:

\[
\int_0^1 |\vec{\beta}(t)| \, dt = \int_0^1 \sqrt{\sum_{i=x,y,z} \left[ \frac{dB_i(t)}{dt} \right]^2} \, dt
\]

Where \( B_i(t) \) are the components of \( B(t) \)

Numerically

\[
\int_0^1 \sqrt{\sum_{i=x,y,z} \left[ \frac{dB_i(t)}{dt} \right]^2} \, dt \approx \sum_{t_j} \left\{ \sqrt{\sum_{i=x,y,z} \left[ \frac{\Delta B_i(t)}{\Delta t_j} \right]^2} \Delta t_j \right\}
\]

where \( \frac{\Delta B_i(t)}{\Delta t_j} \) are the numerical derivatives of the components of \( B(t) \) along the arc \( t \)
Figure 10 Bezier Curve adjustment of capillary tortuosity. (A) Depiction of a Bezier curve between endpoints $P_0$, $P_1$ and control points $C_0$, $C_1$. (B) Automatic generation of control points based on segments connected to the current Bezier segment. (C) Straight line segments. (D) Tortuous capillary segment with Bezier curve parameter, $\alpha = 0.25$. 
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Krogh Cylinder: Discrete and analytical solutions

At the request of one reviewer, we also included a comparison of our dual mesh technique with an analytical Krogh model. Even though the Krogh cylinder offers an analytical solution to the oxygen diffusion with 0th order reaction, it has several limitations including the lack of axial dispersion which makes it imperfect for numerical validation studies. Several extension of the Krogh model have been proposed by Secomb, but approaches like Green’s function are beyond the intended scope of numerical validation of our network.

We plotted the results for a cylindrical domain with a single blood vessel in its center as described in Krogh’s original work. The analytical radial concentration profiles, \( C(r, z) \) at different levels of the axial coordinate are given eq. 13 and 14 as a function of the product of the inlet concentration, \( C_0 \), and the bulk velocity, \( V \), the radius of the vessel, \( r_c \), the thickness of the wall \( t_m \), the radius of the tissue cylinder, \( r_T \), and the zero order rate of solute destruction in the tissue, \( R_0 \), and the diffusion of the solute in tissue, \( D \). The concentration of solute in the tissue at the wall boundary, \( C_{r_c+t_m} \) equal to the flux of transport through the vessel governed by the mass transport coefficient, \( K_0 \), as shown in eq. 14. Finally, eq. 14 includes the axial concentration profile inside the blood vessel, \( C(z) \), at the axial coordinate, \( z \). The radial and axial solute gradients were computed for the analytic solution as shown in Figure 11.

\[
\begin{align*}
C(z, r) &= \tilde{C}_{r_c+t_m} + \frac{R_0}{4D_T} [r^2 - (r_c + t_m)^2] - \frac{R_0 r_T^2}{2D_T} \ln \frac{r}{r_c + t_m} \\
\text{with } \tilde{C}_{r_c+t_m} &= C(z) - \frac{R_0}{2r_c K_0} r_c^2 \\
C(z) &= C_0 - \frac{R_0}{V r_T^2} r_T^2 z, \quad r_c^2 = \left[ r_T^2 - (r_c + t_m)^2 \right]
\end{align*}
\]
We compare oxygen extraction numerically computer with our model to the analytical Krogh model. The central blood vessel was discretized with cylindrical segments of $\Delta z = 8$ mm in length. A relatively coarse tetrahedral mesh to represent the extravascular space was constructed with the same dimensions, a mesh edge length of 34 mm, which is the same resolution as used in Chapter II. Flow, oxygen inlet concentration, mass transfer and 0th order oxygen consumption were implemented with the same parameters as in the Krogh model listed compactly in Table IV. Figure 11 summarize the results for the analytical and the numerical methods described in this work. Radial oxygen profiles of all tetrahedral cells falling with at an axial range of $z = 570 \pm 1$ mm were plotted as dots in Figure 11. For the analytical solution, two profiles were drawn for $z = 569$ mm and $z = 571$ mm, corresponding to the extreme axial positions of the tetrahedral elements in that zone. The analytical and our numerical results are in excellent agreement as expected.

For completeness, we also checked total oxygen exchange and plotted the radial oxygen profiles. Although the total oxygen exchange matches exactly within numerical tolerances, the extraction profile along the axis cannot be identical as expected. This result is valid, as the Krogh model neglects axial dispersion, while our model does not. Therefore the slight mismatch is actually a confirmation of the quality of the proposed technique. Additionally, a molar balance was constructed to determine the soundness of the discrete method and enforcement of mass conservation.

The rate of 5 μmole/cm$^3$ entering the cylinder at a velocity of 500 μm/s with a cross sectional area of 78.5 μm$^2$ gives an inlet flux of $19.63 \times 10^{28}$ μmole/s. The outlet concentration from cylinder was determined as 3.74 μmole/cm$^3$ in the analytical, and 3.72 μmole/cm$^3$ in the discrete model. These outlet concentrations give rise to an outlet flux of $14.69 \times 10^{28}$ μmole/s in the analytical solution and $14.61 \times 10^{28}$ μmole/s in the discrete model. The volume of the tissue cylinder (total tissue cylinder volume minus the vessel volume) is $4.93 \times 10^6$ μm$^3$ in the analytical domain and
4.98\times10^6 \mu m^3 in the discrete domain, giving a volumetric 0th order reaction rate of
4.93\times10^6 \mu mole/s and 4.98\times10^6 \mu mole/s, respectively. This compares to the 0th destruction rate
computed by the analytical and discrete methods with a reported numeric error <0.002. This
error scales accordingly for the large microvessel subsection model presented in this paper.
Figure 11 Krogh cylinder solution of tissue oxygen perfusion from a single vessel, comparison of analytical and discrete methods. (a) Analytical solution of a Krogh cylinder with capillary radius ($r_c = 5 \, \mu m$) and capillary length ($L = 1000 \, \mu m$) and surrounding tissue radius ($r_T = 40 \, \mu m$) and a constant injection of solute ($C_0 = 5 \, \mu mole/mL$). This radial distribution was determined at $z = 570 \, \mu m$. (b) Solution of the same system using the discrete approach described in this paper. (c) Discrete radial concentration of solute compared to realizations of the analytical solution for $z = 569 \, mm$ and $z = 571 \, mm$ (d) axial distribution of oxygen between the analytical and the discrete solution.
### Table IV Parameters of distribution using the Krogh model

<table>
<thead>
<tr>
<th>Variable</th>
<th>$C_0$</th>
<th>$V$</th>
<th>$r_c$</th>
<th>$L$</th>
<th>$t_m$</th>
<th>$r_T$</th>
<th>$D$</th>
<th>$R_0$</th>
<th>$K_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>5</td>
<td>500</td>
<td>5</td>
<td>1000</td>
<td>0.5</td>
<td>40</td>
<td>800</td>
<td>0.01</td>
<td>0.575</td>
</tr>
<tr>
<td>Unit</td>
<td>μmole/cm$^3$</td>
<td>μm/s</td>
<td>μm</td>
<td>μm</td>
<td>μm</td>
<td>μm$^2$/s</td>
<td>μmole/cm$^3$/s</td>
<td>μm/s</td>
<td></td>
</tr>
</tbody>
</table>
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III. HEMATOCRIT DISTRIBUTION AND TISSUE OXYGENATION IN LARGE MICROCIRCULATORY NETWORKS


Abstract

Objective Oxygen tension in the brain is controlled by the microcirculatory supply of red blood cells, but the effect of non-Newtonian blood flow rheology on tissue oxygenation is not well characterized. This paper assesses different biphasic blood flow models for predicting tissue oxygen tension as a function of microcirculatory hemodynamics.

Methods Two existing plasma skimming laws are compared against measured RBC distributions in rat and hamster microcirculatory networks. A novel biphasic blood flow model is introduced. The computational models predict tissue oxygenation in the mesentery, cremaster muscle, and the human secondary cortex.

Results This investigation shows deficiencies in prior models, including inconsistent plasma skimming trends and insufficient oxygen perfusion due to the high prevalence (33%) of RBC-free microvessels. Our novel method yields physiologically sound RBC distributions and tissue oxygen tensions within one standard deviation of experimental measurements.

Conclusions A simple, novel biphasic blood flow model is introduced with equal or better predictive power when applied to historic raw data sets. It can overcome limitations of prior models pertaining to trifurcations, anastomoses, and loops. This new plasma skimming law eases the computations of bulk blood flow and hematocrit fields in large microcirculatory networks and converges faster than prior procedures.
Introduction

Brain activity-induced changes in vascular tone and oxygen consumption modulate blood flow and tissue oxygenation. The effects of changing cerebral blood flow, oxyhemoglobin dissociation and tissue oxygenation can be measured by functional imaging techniques such as optical imaging\(^1\), or magnetic resonance imaging (fMRI)\(^2\). For interpreting the spatiotemporal relationship between \textit{in vivo} measurements, computational methods can play an important role. Several imaging studies\(^3\)-\(^6\) recognize the significance of computational models for investigating the functional relationship between cerebral angioarchitecture\(^7\)-\(^10\), blood flow\(^11\)-\(^12\), and oxygen exchange\(^13\)-\(^17\). Computational models for microcirculatory hemodynamics need to account for the nonideal flow behavior of erythrocyte-bound oxygen, which in turn is necessary to predict tissue oxygenation. Blood flow in the microcirculation is highly non-Newtonian because of the biphasic nature of red blood cells and plasma. We will show that improperly formulated phase separation laws drastically impact predicted oxygen distribution to the tissue, especially how the prediction of RBC-free capillaries leads to drastically low oxygen tension. Before presenting a novel methodology for microcirculatory oxygen exchange between blood and tissue, a brief introduction of non-linear biphasic blood flow is given.

Microscopic forces cause biphasic flow and the creation of the endothelial surface layer

The nonideal microcirculatory flow behavior is caused by the biphasic cell suspension in blood plasma. In microvessels (\(d<100\mu m\)) small platelets and white blood cells migrate towards the endothelial wall\(^18\), while red blood cells (RBC) preferentially travel near the center\(^19\). Neglecting white blood cells and platelets, RBC and plasma are the two essential components of the biphasic microcirculation theory. \textit{Margination}\(^20\) is the rheological segregation of RBC from plasma due to two governing forces, particle pair collisions and wall induced particle migration\(^20\). RBC-RBC collisions cause erythrocytes to disperse radially. RBC interactions with the vessel wall drives them towards the center\(^19,21\).
The microscopic force balance between the radial and the wall-induced dispersion leads to the formation of the cell free layer (CFL), a thin annular region adjacent to the vessel wall and the endothelial surface layer (ESL). The CFL contains mainly plasma and no RBCs. The CFL also restricts the space available for erythrocytes, thus altering their velocity relative to the plasma. This relative velocity difference between the RBC and plasma phase determines their volumetric and flux based concentrations known as hematocrit.

Macroscopic behavior of tube and discharge hematocrit in a single channel

The volumetric concentration of the RBC phase is known as the tube hematocrit, $H_t$, which is often determined optically as the volume fraction occupied by RBCs. Because narrowing vessels or bifurcations alter the speed of the RBC phase, $u$, relative to the plasma phase, $v$, the tube hematocrit changes along the flow path. Due to phase velocity differences, the tube hematocrit is not the same as the discharge or cup hematocrit, $H_d$. It is helpful to consider a single narrowing blood vessel shown in Figure 12 to distinguish between tube and discharge hematocrit, $H_t$ and $H_d$.

The discharge hematocrit is the ratio of the volumetric flux of the RBCs divided by the bulk volumetric flow, $Q$. The relations between the bulk, $V$, and phase velocities, $u$ and $v$, are illustrated in Figure 12 and defined in eqs. 15-17. The RBC phase velocity, $u$, is equal to the volumetric flux of the RBC phase, $Q_{RBC}$, divided by the core area occupied by the RBC phase, $A_e$. In a single channel at steady state, the discharge hematocrit remains constant due to conservation of RBCs.

\[ Q = VA \tag{15} \]

\[ u = \frac{Q_{RBC}/A}{H_t} \text{ or } Q_{RBC} = uA_e \tag{16} \]
The tube hematocrit is defined as the ratio of the area occupied by the RBCs over the total cross sectional area, shown in Supplemental 1. The relationship between discharge and tube hematocrit $H_d$ and $H_t$ is equal to the ratio of the RBC phase velocity over the bulk velocity as in eq. 18. This correlation was empirically established by Fahraeus\textsuperscript{25}, and has subsequently been validated experimentally\textsuperscript{25-27}. This relationship can also be derived analytically for axisymmetric idealized flows\textsuperscript{28}, more details can be found in Supplemental 1.

\[ \frac{H_d}{H_t} = \frac{u}{V} \]

As the blood vessel diameter narrows, the RBC phase flux remains constant, while the core area containing the RBCs, $A_e$, shrinks. As the vessel narrows in diameter, the CFL occupies an increasingly larger portion of the cross sectional area. Therefore, the RBC velocity, $u$, accelerates faster than the plasma phase velocity, $v$. This leads to a relative velocity difference, or drift velocity, $v_{\text{Drift}}$, between the RBC phase and the plasma phase. The CFL is also responsible for the uneven distribution of RBCs in bifurcations, which is discussed in the following section.

**Plasma skimming at bifurcations**

Single Bifurcations. Krogh first observed the uneven RBC distribution at capillary bifurcations\textsuperscript{29}. This phenomenon, later termed plasma skimming, causes hemodilution in the thinner daughter branch while increasing hematocrit in the thicker branch. The prediction of phase separation, hemodilution and hemoconcentration has been the object of numerous modeling efforts summarized in Table V. Fahraeus showed that the thinner daughter branch tends to siphon a large proportion of its flow from the CFL of the parent vessel\textsuperscript{25}. Accordingly, the thin branch receives more plasma than corresponds to its bulk blood flux. The thicker daughter branch carries a large fraction of the RBCs from the parent vessel.
Figure 12 Tube and discharge hematocrit along a narrowing vessel. As the channel narrows, the CFL occupies an increasingly larger fraction of the cross sectional area, causing the RBC phase velocity $u$ to increase relative to the plasma velocity $v$. Also, the drift velocity between the phases, $v_{\text{Drift}}$, becomes large. In effect, the tube hematocrit, $H_t$, decreases along the flow direction, while the discharge hematocrit, $H_d$, stays constant. The radius of the blood vessel occupied by RBCs, $R_{\text{rbc}}$, is defined by the difference between the radius of the vessel lumen, $R_p$, and the thickness of the CFL.
Analytical studies by Perkkiö revealed that the RBC split fraction is only weakly influenced by the parent discharge hematocrit\textsuperscript{30}. Fenton\textsuperscript{27} proposed a plasma skimming law relating the kinematics of the daughter branch to the RBC distribution. However, his model does not converge for bifurcations with daughter branches of large diameter differences.\textsuperscript{31}

Using dissipative particle dynamics, Karniakadis\textsuperscript{32} identified branch volumetric bulk flow rate, blood viscosity, and vessel geometry as key parameters for solving the plasma skimming problem. Even though models such as Zhang’s or Karniakadis’ can explain complex phenomena without the need for adjustable parameters\textsuperscript{32-33}, the computational effort is substantial for a single bifurcation. Applying these methods to entire microcirculatory networks with tissue oxygen exchange is currently prohibitive. Due to this limitation, particle dynamics models were not considered in this comparative study.

**Networks.** Thin side branches siphon plasma from their tributary, thus gradually decreasing in discharge hematocrit. Simultaneously, the same phenomenon augments the hematocrit in the main arterial trunk. This network effect produces an uneven spatial RBCs distribution in the microcirculation. An extensive review by Pittman\textsuperscript{17} makes clear that microvascular hemodynamic data is needed to understand the delivery of oxygen to tissue. Using both continuous and flash illuminated monochromatic light measurements, Pries\textsuperscript{34} measured the discharge and tube hematocrit within a 31mm\textsuperscript{2} large section of the rodent mesentery using a light absorbance method calibrated using \textit{in vitro} methods. He correlated the RBC flux in the daughter branches to the splitting ratio of the bulk blood flow\textsuperscript{22,35}, and carefully fitted the plasma skimming effect to parent vessel discharge hematocrit, bulk flow fractions, and the dimensions of the daughter branches.
<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Vessels</th>
<th>Trifurcations</th>
<th>Plasma Skimming</th>
<th>Network</th>
<th>Oxy.</th>
</tr>
</thead>
<tbody>
<tr>
<td>This Work</td>
<td>2014</td>
<td>3128</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Safaeian&lt;sup&gt;13&lt;/sup&gt;</td>
<td>2013</td>
<td>492</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Zhang&lt;sup&gt;33&lt;/sup&gt;</td>
<td>2013</td>
<td>3</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Karniadakis&lt;sup&gt;32&lt;/sup&gt;</td>
<td>2012</td>
<td>3</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Fry&lt;sup&gt;36&lt;/sup&gt;</td>
<td>2012</td>
<td>383-547</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Plouraboue&lt;sup&gt;31&lt;/sup&gt;</td>
<td>2010</td>
<td>28</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Pozrikidis&lt;sup&gt;37&lt;/sup&gt;</td>
<td>2009</td>
<td>511</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Boas&lt;sup&gt;38&lt;/sup&gt;</td>
<td>2008</td>
<td>190</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Tsoukas&lt;sup&gt;15&lt;/sup&gt;</td>
<td>2007</td>
<td>12</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Pries&lt;sup&gt;22&lt;/sup&gt;</td>
<td>2005</td>
<td>546</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Popei&lt;sup&gt;39&lt;/sup&gt;</td>
<td>2000</td>
<td>12</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Pries&lt;sup&gt;35&lt;/sup&gt;</td>
<td>1996</td>
<td>65</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Audet&lt;sup&gt;40&lt;/sup&gt;</td>
<td>1987</td>
<td>3</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Pries&lt;sup&gt;34&lt;/sup&gt;</td>
<td>1986</td>
<td>1,303</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Fenton&lt;sup&gt;27,41&lt;/sup&gt;</td>
<td>1985</td>
<td>3</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Perkkio&lt;sup&gt;30&lt;/sup&gt;</td>
<td>1985</td>
<td>3</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Dellimore&lt;sup&gt;42&lt;/sup&gt;</td>
<td>1983</td>
<td>3</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Schmid-Schoenbein&lt;sup&gt;43&lt;/sup&gt;</td>
<td>1980</td>
<td>3</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
</tbody>
</table>
The most recent version has been used by other groups to predict oxygen transport in small networks. Popel demonstrated in a biphasic plasma and hematocrit computational study that geometrical factors of the microcirculation and capillary tortuosity enhance oxygen transport\textsuperscript{15,39}. Boas et al. investigated the spatio-temporal response of vascular network models but with a lumped extracellular space\textsuperscript{38}. Safaeian and David used a generic network model to predicted oxygen tension in the extravascular space of an artificially generated capillary bed\textsuperscript{13}. Few other models exist for predicting the uneven distribution of RBCs in networks. Recently, Plouraboue proposed a RBC split computations assuming the existence of a hematocrit potential\textsuperscript{31}.

In spite of these previous computational studies summarized in Table V, critical questions remain. Which spatial distribution patterns occur along main arterioles and in the capillary bed due to plasma skimming? How does the two-phase flow behavior impact oxygen delivery to tissue? To test the predictive quality of plasma skimming models for tissue oxygen exchange in large microcirculatory networks, we performed a comparative study between experimental data from animal models and three model predictions.

In this paper, the sensitivity of oxygen extraction from the capillary bed to different plasma skimming laws was investigated. To address this task, a well-known empirically fitted model\textsuperscript{22}, Model 1, was implemented and critically assessed. For the first time, we will point out several inadequacies as will be shown in the results section. In addition, a recent hematocrit potential method\textsuperscript{31}, Model 2, was implemented and evaluated as it has not yet been independently discussed in the literature. Physiologic insufficiencies limiting these existing models prompted the creation of a simple, yet accurate phase separation law, which will be presented here for the first time. The novel \textit{kinetic plasma skimming model} (KPSM), denominated as Model 3, incorporates the vessel Fahraeus effect and plasma skimming. Benefits and shortcomings are compared for single bifurcations, microcirculatory networks and with respect to tissue oxygen exchange predictions.
Materials and Methods

Bulk Blood Flow

The three-biphasic blood flow models follow the formulation in eq. 2 of bulk blood flow, \( Q \), through each vascular network junction in steady state. To compute the blood pressure drop in a vessel segment we first assume the viscosity adjusted Hagen-Poiseuille law given in eq. 20. Here, \( \alpha \) is the hydraulic resistance, \( L \), is the segment length, \( \mu \) is the dynamic viscosity of blood plasma, \( R \) is the vessel radius, and \( H_d \) is the discharge hematocrit. In these simulations, the plasma viscosity is set to 1.0cP. The empirical viscosity adjustment \( \eta_v \) accounts for the nonideal blood rheology\(^{44}\), and is a function of vessel radius and the discharge hematocrit, which needs to be determined using a suitable plasma-skimming method (Model 1-3).

\[
\vec{V} \cdot \vec{Q} = 0
\]

\[
\Delta P = Q\alpha = Q \cdot \frac{8\mu L}{\pi R^4} \cdot \eta_v(R, H_d)
\]

Phase separation involves tracking the motion of the two separate phases, RBC and plasma. The sum of the RBC flux, \( Q_{RBC} \), and the plasma flux, \( Q_P \), is equal to the bulk blood flow, \( Q \). The RBC flux balance can be written in terms of the discharge hematocrit, \( Q_{RBC} = Q \cdot H_d \), is given in eq. 21.

\[
\nabla \cdot Q_{RBC} = \nabla \cdot (Q H_d) = 0
\]

Model 1

Model 1 is an empirical phase skimming law proposed by Pries\(^{22}\). We chose it for evaluation, because it has been used in several network studies\(^{13,31,38,45}\). To compute the RBC split at each bifurcation, this model uses the ratio of bulk flow rates of daughter over parent vessel the diameter of the parent and both daughter branches, and the discharge hematocrit of the parent
vessel. Because Model 1 requires the upstream hematocrit to be known before the RBC flux into downstream vessels can be computed, the resulting system of equations is non-linear.

Model 2

Model 2, developed by Plouraboue\textsuperscript{31}, postulates the existence of hematocrit potential, $\tilde{H}$. This hypothesis leads to an elegant elliptical problem which requires only elementary conservation laws with no adjustable parameters. Eq. 22 enforces conservation of the RBC flux at each vessel junction. The hematocrit potential approach renders a diffusion type problem, for which closure is achieved by setting Neumann boundary conditions equal to the inlet hematocrit and an arbitrary zero hematocrit potential at the outlet, $\tilde{H}=0$. The discharge hematocrit, $H_d$, for each blood vessel segment is easily computed as the potential difference, $\Delta \tilde{H}$, between nodes.

\[
\nabla \cdot Q_{RBC} = \sum_{i=1}^{N} (\Delta \tilde{H} \cdot Q) = \sum_{i=1}^{N} \Delta \tilde{H} \frac{\pi R^4}{8 \mu \cdot \eta_{viva} L} \Delta P = 0
\]

Model 3

The proposed \textit{kinematic plasma skimming model} (KPSM) correlates the hematocrit distribution to geometry and kinematic properties of the bifurcation. The RBC split at each bifurcation depends on branch diameter ratios, the bulk flow fraction, and a single adjustable drift parameter, $M$, to account for the extent of plasma skimming.

A template bifurcation is depicted in Figure 13, where the parent vessel 1 feeds into the thinner branch 2 and the thicker daughter branch 3, or $A_2 < A_3$. Continuity in eq. 19 ensures that parent bulk flow is equal to the sum of the daughter branches, $Q_1 = Q_2 + Q_3$. RBC flux balances for all branches obey eq. 21. To compute the desired RBC split, an ideally mixed tracer is first considered. In biphasic blood flow erythrocytes preferentially travel inside the thicker branch. The RBC concentrations in the two daughter branches are different; discharge hematocrit $H_2$ and $H_3$ are therefore not identical.
Figure 13 Schematic of a bifurcating vessel carrying biphasic blood flow composed of RBC and plasma phase. Branch 3 receives more bulk blood, $Q_3$, and disproportionately more RBCs, $Q_3 H_3$, than the weaker branch 2.
Daughter branches that are fed with equal volumetric bulk flow rates receive unequal RBC fluxes if they have different diameters\(^{31-32}\). Empirical observations of the plasma skimming phenomenon\(^{22,27,34}\) have documented that daughter vessels with smaller diameters receive more plasma and less RBCs than their sister branches. The thin daughter branch hematocrit is equal to the concentration of the feeding branch, \(H_1\), minus the hematocrit depletion, \(\Delta H\). However, this unknown hematocrit depletion term cannot be used to reduce the degrees of freedom to solve split of hematocrit. By rewriting the hematocrit depletion in terms of an adjusted discharge hematocrit, \(H^*\), and the known plasma skimming coefficient, \(\theta\), as shown in eq. 23, plasma skimming can be solved. The kinematic plasma skimming coefficient, \(\theta\), is defined in eq. 24 as a function of the diameter ratio of the daughter branch relative to the parent branch and the drift parameter \(M\). By using these terms to express the hematocrit depletion, the discharge hematocrit into the daughter branches is computed by solving the RBC split balance in eq. 25. The volumetric flow rates, \(Q\), are already known, and the parent vessel hematocrit is either the solution of a separate bifurcation equation in the interior of the domain, or a known value at its boundary. This leaves eq. 25 with exactly one unknown, the adjusted discharge hematocrit, \(H^*\) for any number of branches. This novel RBC split method correctly enforces RBC conservation for any number of daughter branches.

\[
H_2 = H_1 - \Delta H = \theta_2 \cdot H^* \quad H_3 = \theta_3 \cdot H^* \quad 23
\]

\[
\theta_2 = \left(\frac{A_2}{A_1}\right)^\frac{1}{M} \quad \theta_3 = \left(\frac{A_3}{A_1}\right)^\frac{1}{M} \quad 24
\]

\[
Q_1H_1 = Q_2H_2 + Q_3H_3 = Q_2\theta_2H^* + Q_3\theta_3H^* \quad 25
\]

Given that both daughter branches in real vascular bifurcations are typically leaner than the feeding parent vessel, the cross sectional ratio of daughter to parent branch is less than unity, \(\theta_2 < 1, \theta_3 < 1\), and also \(\theta_2 < \theta_3\). The functional relationship of the skimming coefficient \(\theta\) and the drift parameter \(M\) are shown in Supplemental 2. A commented example with implementation
details is given in Supplemental 3. The proposed phase splitting law can easily be extended to trifurcations, anastomoses, as well as loops with multiple inlet and outlets. These geometries are essential for modeling capillary beds. The tube hematocrit is determined using the steady state rheological drift-flux theory, described in more detail in Supplemental 1.

Model 3 Parameterization of the Drift Parameter M

Figure 14 shows the functional relationship of the skimming coefficient $\theta$ and the drift parameter $M$. Large $M$ values diminish the degree of phase separation for a given diameter ratio as expected. Also, $\theta$ tending to unity weakens the plasma skimming effect, leading to a RBC split equal to that of an ideally mixed tracer. The drift term $M$ reflects the balance of RBC collision forces and wall induced forces. When collision forces dominate ($M \gg 1$), the CFL shrinks, causing the RBC phase to behave like a well-mixed solute. Conversely, $M=1$ marks a shift towards wall induced forces, widening the CFL and increases the effect of plasma skimming. For the parameter ranges of $M<1$, such as $M=0.5$ shown in Figure 14, the plasma skimming coefficient $\theta$ would be smaller than the cross sectional ratio. Very small $\theta$ values produce unrealistically low hematocrit in the thin branch. Therefore the range of $M<1$ was considered inadmissible in our hematocrit phase splitting law.
Figure 14 Correlation of the plasma skimming coefficient $\theta$ for each daughter branch diameter as a function of different drift parameters $M$. As $M$ increases, $\theta$ tends towards unity for all diameter ratios. $M<1$ are inadmissible.
The parametric value $M$ was determined by data fitting the RBC flux ratio of the two daughter branches with bifurcation data. In the individual bifurcation data, $M=1.13$ gave a mismatch error of 3.2% in the thin branch and 2.5% in the thick branch, which is less than spontaneous velocity variations reported in the measured data of 5%. Optimization of the $M$ parameter was re-performed on a larger mesentery network with the ratio of individual vessel discharge hematocrit over systemic hematocrit used as the control variable. Compared against intravital microscopy measurements of the rat mesentery, $M=5.25$ gave the best fit. This value of $M$ was used in all subsequent network simulations.

In theory, the drift parameter might be a function of the vessel caliber that would be adjusted to the CFL thickness. Mechanistic models to compute the CFL thickness are available in the literature. However, data fitting for a diameter dependent parameter would require more data sets containing microvascular bifurcations with exact measurements of branch diameters and discharge hematocrit. Such data sets are unavailable at this time.

**Iterative solution method for the plasma skimming models**

A flowchart of the iterative methods for all models is summarized in Figure 15. Because flow and hematocrit computations are coupled, a fixed point iteration approach was adopted. Initially, the discharge hematocrit, $H_d$, is set to the systemic hematocrit, $H_{sys}$. Then, the bulk blood flow is solved by computing the vascular resistance, $\alpha$, for every vessel using eq. 20. The volumetric blood flow rate, $Q$, follows from mass conservation in eq. 19. The updated discharge hematocrit $H_d'$ is then computed using one of the three different plasma skimming models. Once the discharge hematocrit is computed, it is reinserted into the bulk flow computation as an adjustment of the vascular resistance using eq. 20. The bulk flow vector, $Q$, is then utilized to recompute the discharge hematocrit. This iterative bulk flow procedure constitutes the *outer loop*, and continues until the infinity norm of the difference between the old $H_d$ and the $H_d'$ update has reached a tolerance level of $r<10^{-5}$. 
For the *inner* loop, each model has a different procedure for the discharge hematocrit update, $H_d'$. Since Model 1 requires knowledge of the upstream parent vessel discharge hematocrit, $H_1$, to compute the RBC split in the bifurcation, a nested iteration is required. Figure 15A shows the additional nesting level of the inner loop due to the implicit dependence of the hematocrit computations. Successive underrelaxation is used for the non-linear hematocrit field updates. For every pass of the outer loop, the non-linear inner loop must be fully converged. The convergence criterion of the inner loop is also set for the infinity norm of updates to be smaller than a tolerance level of $\varepsilon=10^{-5}$. An indirect iterative solution is adopted due to the large number of vessels and resulting equations for the *inner loop*. It should be noted that this iterative procedure is used to compute the discharge hematocrit only. Because the discharge hematocrit is solved in the inner loop by enforcing mass conservation, an additional step is not required in the outer loop to ensure that mass is conserved throughout the system. The tube hematocrit is determined as function the discharge hematocrit and vessel geometry described in Supplemental 1 using eq. 31.

Model 2 solves the hematocrit potential, $\widehat{H}$, at every vessel junction using elliptical equations described in eq. 22, and shown in Figure 15B. The diffusion type problem can readily be solved with a Poisson solver. In Model 3, the discharge hematocrit can be solved for every bifurcation using the linear equations 23-25 with the blood bulk flow field, $Q$, coming from the outer loop computations. In contrast to Model 1, the inner loop of Model 3 is linear.

**Network Effects may lead to Hemoconcentration more than unity**

At each bifurcation, plasma skimming causes a daughter branch to become more hemoconcentrated. Over a large network, this concentration effect may lead to $H_d'$ values greater than or equal to unity. To ensure that $H_d'$ remains less than unity, hematocrit transport from parent to daughter branch in highly hemoconcentrated vessels may be treated as a simple convection problem by adjusting the plasma skimming coefficient, $\theta$, to one. A hematocrit
threshold parameter $t$ is introduced, which is initially set to 0.9. During the inner loop computation shown in Figure 15, $H_d$ at each vessel is compared to $t$. If $H_d$ is less than $t$, $\theta$ for that vessel is set to one. After each pass of the inner loop, if $H_d$ in any vessel is greater than unity than $t$ is decremented by 0.05 and a sub-loop is introduced. This sub-loop sets $\theta$ to one when $H_d$ is more than $t$, re-computes $H_d$ as a function of $\theta$ and decrements $t$. This sub-loop is repeated until $H_d$ is less than unity everywhere.
Figure 15 Flowchart describing the implementation for each of the models to solve for the bulk blood flow, Q, and discharge hematocrit, H_d; A. Model 1, B. Model 2, and C. Model 3. Since Model 1 requires knowledge of the upstream hematocrit to compute the RBC split at a bifurcation, the inner loop is non-linear. In contrast, Model 2 and 3 have a linear inner loop. D is the vessel diameter, α is the flow resistance, and the tolerance is ε=10^{-5}.
**Tissue Oxygenation**

Oxygen transfer from blood to tissue was computed using a previously developed dual-mesh technique\(^8\). The impact of RBC distribution on tissue oxygenation was quantified via the oxygen transfer model given in Supplemental 2. This model has two main compartments, blood flowing in the microcirculation and tissue in the extravascular spaces. Hemoglobin-bound oxygen is transported by convection with the RBC phase, and transfers through the endothelial cell layer into the extravascular space where tissue oxygen is moving by hindered diffusion\(^48\) and consumed according to the metabolic rate. The physiologically accurate microvascular network was embedded into an extravascular volumetric mesh composed of 77,500 square tissue cells with 20µm side length. Each vessel segment is assigned to a unique tissue cell; each tissue cell may contain multiple blood vessels. The arterial inlet oxygen partial pressure was set to \(pO_2=65.4\text{mmHg}\)\(^49\). Oxygen tensions in all blood vessels of the physiologically accurate microvessel networks and inside the spatially distributed tissue spaces were computed at steady state.

**Results**

Predictions of the three models were compared with experimental plasma skimming data acquired from rodent microcirculatory networks\(^34,46\). Discharge hematocrit distributions were computed using each model. The effect of RBC phase separation on spatial distribution of oxygen was also quantified and judged against measured data\(^49-50\).

**Hematocrit distribution in single bifurcations**

Pries\(^46\) performed experiments on a single bifurcation in the rat mesentery using a multidetection intravital microscope. Tube hematocrit was determined using an *in vitro* calibrated optical density method, from which discharge hematocrit was determined. The relative bulk flow through the branches was controlled by gradually increasing the downstream
resistance for daughter branch 1 with a clamp. Discharge hematocrit and bulk blood flow through each branch was measured and raw experimental data is plotted in Figure 16.

The RBC flux ratio of both daughter branches was predicted with each of the three biphasic models for the experimental range of fractional blood flow $\gamma$, as shown Figure 16. Model 1 predictions shown as a solid line in panel A show that for lower fractional blood flows, the thin daughter branch receives fewer RBC than an ideally mixed tracer. In the thick branch, the model predictions agree with the experimentally observed hemoconcentration. Overall, Model 1 matches the trend with a residual sum of squares, $RSS=0.017$. We also computed the RSS for the empirically fitted in vitro model presented in the original study$^{46}$ ($RSS=0.01$). This data is not shown, as this in vitro model was a data fitting effort for this single case and does not scale to the generic bifurcation. The authors of this in vitro model do not recommend applying it to networks.
Figure 16 The RBC flux split fraction as a function of the fractional bulk blood flow, \( \gamma \), on the ordinate in a single bifurcation in the rat mesentery. Circles show observed RBC split for varying flow rates forced by gradually constricting the thinner branch shown with open circles (\( d_1 = 6 \mu m \)). Closed circles are used for the thicker branch (\( d_2 = 8 \mu m \)). Solid lines show numerical results for the thin (black) and thick (gray) branches as predicted by A. Model 1, B. Model 2, and C. Model 3 (\( M = 1.13 \)). The residual sum of squares, RSS, is reported. Model 1 shows the best match to empirical data. Plasma-skimming pattern is observed both in Model 1 and the Model 3. The grey dashed line represents a well-mixed contrast agent dividing equally between the two daughter branches.
Model 2 shows a linear trend of hematocrit splitting in a single bifurcation, predicting RBC fluxes equal to that of an ideally mixed tracer for all flow ranges. The residual values for this single bifurcation study are large with $RSS=0.239$. This proportional splitting of RBC fluxes is due to the equal outlet hematocrit potentials at both outlets. However, Model 2 is capable of predicting unequal RBC splitting when several bifurcations are arranged in series, as shown in the original paper$^{31}$.

Model 3 captures the non-linear relation between fractional blood flow and the RBC flux ratio. For all ranges of $\gamma$, the RBC split ratio agrees reasonably with the experimental trends. The statistical correlation between the measurements and the predictions gives a fit with $RSS=0.040$. It is worth noting that despite its simplicity, Model 3 has a similar match to the empirical single bifurcation data as the non-linear Model 1 plasma skimming law.

**Hematocrit distribution in the rat mesentery network**

Raw data was obtained from the literature of a 31mm$^2$ section of rodent mesentery, scanned with a multidiode silicon target camera using flash illumination$^{34}$. Approximately 100 microscopic monochromatic images were stitched together to map a sizable territory shown in Figure 17A. Diameter distribution histograms were reported on all 1,303 vessels in this section. Continuous recording and flash images were used to measure the discharge and tube hematocrit for all vessels; measurements were reported as scatter plots and histograms. Hemodilution was observed in thin branching vessels; hemoconcentration was observed in the main arteriole trunk. All vessels were reported to have a hematocrit of at least 10% of the systemic hematocrit$^{34}$. 
Figure 17 Spatial distribution of discharge hematocrit as predicted by three models. A. Image of the network shown in microscopic monochromatic images\textsuperscript{34,51}, with arrow indicating the arterial inlet. A large vessel trunk spans the microvessel image from right to left, bifurcating near the inlet to form a side branch that curves downwards. As the main trunk near advances towards the right portion of the image, it bifurcates into two smaller branches that follow a tortuous path toward the edge of the domain. B. Manual reconstruction of the image captured vessel morphology features and diameter distributions. Histogram shows matching diameter spectra between original image and reconstruction. Vessels of interest were identified at key side branches (B\textsubscript{1}-B\textsubscript{6}) and along the main arterial trunk (A\textsubscript{1}-A\textsubscript{6}). Spatial distribution of discharge hematocrit ($H_d$) as computed by C. Model 1, D. Model 2, and E. Model 3. Vessels empty of RBCs are shown in yellow. Model 1 predicts many capillaries without any RBCs. Both Model 1 and Model 3 show hemocoenctrations in the arteriole trunk from left to right, Model 2 shows hemodilution in main vessels in direct opposition to the plasma skimming experiments. Numerical values are listed in Table VI. Frame A reproduced from original work\textsuperscript{34} with publisher permission.
Network connectivity, topology and diameter distribution were reconstructed from the monochromatic images shown in Figure 17A using manual image reconstruction techniques\textsuperscript{52-53} to capture the vessel connectivity and match the diameter spectrum shown in the Figure 17B. The mesentery vascular morphology was captured in two parts. First, vessel tortuosity was captured by hand using a network reconstruction tool ImageJ\textsuperscript{54}. This tool allows users to carefully trace the vascular topology, obtaining vessel connectivity's and lengths. The vessel diameter spectra shown in Figure 16B depicts the reasonable match between the original data\textsuperscript{34} and the reconstructed model.
Table VI Comparison of $H_d$ and partial pressure ($pO_2$) to model predictions in rat mesentery

<table>
<thead>
<tr>
<th>Side Branches</th>
<th>Experimental Data</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D, \mu m$</td>
<td>$pO_2, \text{mmHg}$</td>
<td>$H_d/H_{sys}^{34}$</td>
<td>$H_d/H_{sys}$</td>
</tr>
<tr>
<td>$B_1$</td>
<td>44.1</td>
<td>--</td>
<td>0.74</td>
<td>50.72</td>
</tr>
<tr>
<td>$B_2$</td>
<td>27.0</td>
<td>65</td>
<td>0.74</td>
<td>66.06</td>
</tr>
<tr>
<td>$B_3$</td>
<td>20.4</td>
<td>61</td>
<td>0.71</td>
<td>63.02</td>
</tr>
<tr>
<td>$B_4$</td>
<td>16.1</td>
<td>66</td>
<td>0.45</td>
<td>57.41</td>
</tr>
<tr>
<td>$B_5$</td>
<td>7.5</td>
<td>62</td>
<td>0.40</td>
<td>17.31</td>
</tr>
<tr>
<td>$B_6$</td>
<td>7.3</td>
<td>62</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arterial Trunk</th>
<th>Experimental Data</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D, \mu m$</td>
<td>$pO_2, \text{mmHg}$</td>
<td>$H_d/H_{sys}^{34}$</td>
<td>$H_d/H_{sys}$</td>
</tr>
<tr>
<td>$A_1$</td>
<td>60.0</td>
<td>---</td>
<td>1.02</td>
<td>65.45</td>
</tr>
<tr>
<td>$A_2$</td>
<td>51.3</td>
<td>---</td>
<td>1.07</td>
<td>65.65</td>
</tr>
<tr>
<td>$A_3$</td>
<td>39.6</td>
<td>65</td>
<td>1.12</td>
<td>65.75</td>
</tr>
<tr>
<td>$A_4$</td>
<td>21.7</td>
<td>67</td>
<td>1.26</td>
<td>64.75</td>
</tr>
<tr>
<td>$A_5$</td>
<td>24.8</td>
<td>61</td>
<td>1.31</td>
<td>64.85</td>
</tr>
<tr>
<td>$A_6$</td>
<td>18.8</td>
<td>61</td>
<td>1.56</td>
<td>63.58</td>
</tr>
</tbody>
</table>
At the inlet artery marked with an arrow in Figure 17A, the systemic hematocrit was set equal to original measurements, $H_{sys}=0.42$. To enhance segment tortuosity, we applied Bezier approximation with a scalar tortuosity value of $\alpha = 0.25$ as described previously. Inlet pressure was set to 85mmHg ($D=56\mu m$) and outlet pressures of vessels leaving the domain were set using a diameter-dependent pressure function. The perfusion in the rat mesentery has been measured as $119.8\pm5.7mL/min/100g$ using a continuous arteriovenous oxygen difference analyzer. The bulk flow computations in eq. 19-20 gave a total tissue blood perfusion of $113.2mL/100g/min$ (Model 3). The predicted tissue perfusion between each model differed by less than 1.5%.

Model 1 predicted hemodilution in side branches ($B_1$-$B_6$ in Figure 17B) from $H_d/H_{sys}=0.74$ to 0.00. Hemodilution was experimentally observed as $H_d/H_{sys}=0.75$ in arterioles branching from the larger artery, down to $H_d/H_{sys}=0.55$ in more distal branches. Moreover, many capillaries receive little or no RBCs, such as vessel $B_6$ in Table VI and all green vessels in Figure 17B. For the vessels of the main trunk ($A_1$-$A_6$), hemoconcentration is predicted with the range of $H_d/H_{sys}=1.02$-$1.56$, this is in excellent agreement with experimental data of $H_d/H_{sys}=1.00$-$1.50$.

Model 2 predicts hemoconcentration for small side branches ($B_1$-$B_6$ in Figure 17C). Some vessels reach the unrealistically high value of $H_d/H_{sys}=2.35$, indicating that bulk flow through the vessel is entirely made of red blood cells. Hemoconcentration in the smaller side branches consequently cause hemodilution in the larger arterioles. In the main trunk ($A_1$-$A_6$), the relative hematocrit drops from 1.02 to 0.46. Hemodilution of the main artery with simultaneous hemoconcentration in side braches is opposite to the trends observed in vivo. Because of its unrealistic phase separation predictions, we did not further consider Model 2 in subsequent analysis.

The hematocrit distribution predicted by Model 3 is displayed in Figure 17D. The results show a physiological hemodilution of $H_d/H_{sys}=0.74$-$0.53$ for small side-branching vessels ($B_1$-
The computed range for the side branches is closer to experimental values than Model 1. In addition, Model 3 predicts that none of the capillaries are completely devoid of erythrocytes at steady state. In the main arterial trunk ($A_1-A_5$), hematocrit is concentrated from $H_d/H_{sys}=1.02-1.42$. The extent of hemoconcentration is slightly smaller, because more RBCs are discharged into the capillary bed.

Hierarchical distribution of hematocrit.

The hematocrit distribution in vessels of varying diameters was further investigated. The results are summarized in the histograms shown in Figure 18, where the blood vessels are grouped into different bins based on their discharge hematocrit and diameter. Darker colors indicate more concentrated discharge hematocrit values.

Model 1 predicts many capillaries with low hematocrit ($H_d/H_{sys}<0.13$, or $H_d<0.06$). Numerous capillaries have zero hematocrit; these vessels have been labeled as “zero RBC vessels.” Model 3 predicts that all capillaries have $H_d/H_{sys}>0.10$, matching the lower hematocrit threshold recorded experimentally$^{34,60}$. This phenomenon and its consequences for predicting oxygen transfer to tissue are discussed in more detail in the next section.

Tissue oxygen supply in the rat mesentery network

To study the impact of hematocrit distribution on tissue oxygenation, we collected experimental oxygen data in the microcirculation and in the extravascular tissue. The oxygen partial pressure measured with phosphorescence quenching microscopy (PQM) $^{49}$ was $pO_2=65.7\pm2.4\text{mmHg}$ for arterioles with $D=28.4\pm0.6\mu\text{m}$. Average tissue oxygen tension measured with PQM$^{50}$ were $pO_2=34.1\pm7.8\text{mmHg}$. The total oxygen consumption measured in the rodent mesentery using a dual-beam spectrophotometric method$^{59}$ was $3.40\pm0.21\text{mL/min/100g}$. 
Figure 18 Distribution of discharge hematocrit in small vessels as predicted by A. Model 1 and B. Model 3. Bars shown in white indicate vessels with no RBCs. Model 1 has a high incidence of zero RBC vessels, which are mostly capillaries. Model 3 predicts no RBC-free vessels.
Figure 19A depicts the oxygen in the blood and tissue predicted by Model 1. The computed tissue oxygenation is relatively low in comparison to the experimental values. Also, oxygen tension for smaller branching arterioles ($D<10\mu m$) was below 18mmHg in $B_5-B_6$. This prediction is well below PQM measurements\textsuperscript{50} of 62.6±2.9mmHg, as shown in Table VI. Additionally, the average mesentery tissue partial oxygen pressure predicted by Model 1 of 24.4±5.2mmHg is about 28% lower than the measured level of $pO_2$=34.1±7.8mmHg. The low tissue oxygen tension leads to a predicted oxygen consumption of 2.56mL/min/100g, roughly more than two thirds of the experimental level.

The oxygen tension in arterioles ($A_1-A_6$) for Model 3 was 63-65mmHg as shown in Figure 19B and Table VI; this is comparable to measurements obtained by PQM. The average tissue oxygen partial pressure predicted by Model 3 was $pO_2$=29.1±3.1mmHg, which is a similar range as the measured value of 34.1±7.8mmHg. In Model 3, more oxygen is distributed to the tissue than in Model 1. Model 3 gives oxygen consumption of 3.35mL/min/100g; this is closer to the experimental values than Model 1.

**The effect of low-hematocrit capillaries on oxygen tension**

An investigation was conducted to uncover the possible causes of low tissue oxygen tension predicted by Model 1. Oxygen exchange from vessel to tissue was determined by mass conservation for every single blood vessel, reported as mmol/s. Blood vessels were segregated into groups by diameter, and the mean oxygen exchange for each group was reported, as shown in Figure 20A. Oxygen exchange for each group is reported in bold and the percentage of oxygen exchange compared to the whole network is also reported. This figure illustrates that tissue oxygenation is very sensitive to small vessels with diameters less than 20μm, which accounted for more than 95% of the total network oxygen exchange.
Figure 19 Tissue oxygen distribution to the mesentery tissue. Contour maps of oxygen tension in the mesentery tissue computed using 77,500 square mesh cells with 20μm side length. **A.** Model 1, and **B.** Model 3, with respective vessel oxygen tension. Arrows indicate measured physiologic tissue oxygen tension of $34.1\pm7.8\text{mmHg}^{35}$ and predicted average tissue oxygen tension for Model 1 ($pO_2=24.4\pm5.2\text{mmHg}$) and Model 3 ($pO_2=29.1\pm3.1\text{mmHg}$).
The hematocrit content of these small vessels was then investigated. The predictions of Model 1 and Model 3 for the $H_d/H_{sys}$ value for each vessel in the mesentery network was compared against raw data\textsuperscript{34}. Again, vessels were separated into groups by their diameter, and the mean value for each group was determined as shown in Figure 20B. The mesentery raw data is shown as dark grey bars, the predictions of Model 3 as light grey speckled bars, and the predictions of Model 1 as white bars. Analysis of the original rat mesentery\textsuperscript{34} data shows that every diameter group has an average $H_d/H_{sys}$ greater than 0.70. Additionally, not one vessel in the original data was reported with $H_d/H_{sys}=0$. For each group, Model 3 predictions matched the measured data set within one standard deviation. The comparison of Model 1 predictions against measured data has a statistically significant $p$-value ($p<0.01$) for diameters less than 30μm. This undersupply of RBCs to small capillaries also denies adjacent extravascular cells to oxygen supply, because these small vessels are the site of oxygen exchange with the tissue, as shown in Figure 20A.
**Figure 20** The sensitivity of effect of oxygen exchange on small vessel hematocrit. **A.** The percent of oxygen exchange duty by vessels grouped by diameter. Mean oxygen exchange values in mmol/s are reported in bold, and their corresponding percent are shown underneath. Vessels with diameter less than 20μm accounted for more than 95% of the total network oxygen exchange. **B.** A comparison of Model 1 and 3 predictions of $H_d/H_{sys}$ against rat mesentery measurements\(^{34}\), as grouped by diameter. The collected mesentery data is shown as dark grey bars, the predictions of Model 3 as light grey speckled bars, and the predictions of Model 1 as white bars. For vessels with diameter less than 30μm, the large error between Model 1 predictions and measured mesentery data has a statistically significant $p$-value ($p<0.01$), denoted by an asterisk.
Hematocrit distribution in the cremaster muscle

As an additional model validation, plasma skimming model predictions were compared against raw measurements of the hamster cremaster muscle. The discharge hematocrit measurements\textsuperscript{61} were acquired with an intravital microscope connected to a television system. The relationship between fractional blood flow, $\gamma$, and the \textit{RBC flux ratio} in each daughter branch at every bifurcation is shown as open circles in Figure 21. A set of hamster cremaster bifurcations were designed using the microcirculatory sample trees given in the original paper\textsuperscript{61} in the size range of 3.6 to 6\textmu m. The fractional flow ratios between the parent and daughter branches were aligned with the original study for the analysis. The predictions of Model 1 and Model 3, shown as filled circles in Figure 21, reasonably correlate with the sigmoidal trend observed by Klitzmann\textsuperscript{61}, also shown. Model 1 predicts that 33\% of vessels are empty of RBCs, which are marked as filled gray circles and labeled as non-physiologic RBC free vessels in Figure 21A. Model 3 in Figure 21B shows no vessels with zero hematocrit over the entire bulk flow range in agreement the cremaster data.
Figure 21 Measured and computed RBC flux split as a function of volumetric blood flow. Empty circles showing measurements from the hamster cremaster muscle are compared against numerical predictions shown as filled circles from, A. Model 1, and B. Model 3. The logit function proposed by Klitzman is shown as a solid black line in C. While the experiments show no RBC free vessels, Model 1 includes many vessels carrying no RBCs marked as gray circles. Model 3 predicts no vessels with zero hematocrit in agreement with the experiment, as does the logit function.
**Discussion**

Computer predictions for the RBC distribution in large microvascular networks using a novel phase skimming law were presented and compared with predictions from two prior models in the literature. *Plasma skimming in a single bifurcation* was predicted correctly by Model 1. For bifurcations with almost even flow, Model 1 showed some deviations from the experimental data. Model 2 does not capture non-linear phase splitting phenomena in a single bifurcation. The inability of predicting phase separation in single bifurcation was also reported in the original description of this method[^31]. The robust prediction of Model 3 is continuous for all blood flow ranges, and closely matches measured data whether the daughter branches receive equal or disparate blood flows. This single bifurcation study shows that the comparison of measured physiologic data to model predictions is comparable between Model 3 and the more complex non-linear Model 1. It also shows that for a single bifurcation, Model 2 is incapable of producing physiologically meaningful results. In order to fully comprehend the physiological impact of the plasma skimming law however, these models must be compared using a microcirculatory network.

For *mesentery networks*, Model 2 concentrates RBC in side branches, in direct opposition to the plasma skimming phenomenon observed *in vivo*. This result does not support its main hypothesis for the existence of a hematocrit potential. Both Model 1 and Model 3 correctly predict plasma skimming in side branches that gradually become more concentrated in plasma in qualitative and quantitative agreement with measured data[^34,55]. The main difference concerns the capillary bed for which Model 1 predicts sections with no RBCs at all, while all capillaries in Model 3 have at least 10% of the systemic hematocrit. This minimum threshold of capillary hematocrit has been observed in both rodent and feline measurements[^34,60], and is reflected in the mesentery study presented in Figure 21.
The prediction of RBC-free vessels by Model 1 results in hemoglobin-bound oxygen perfusion calculations that deviate significantly from measured tissue oxygen tension. Model 3 matched the experimental PQM results within 10%, while Model 1 deviated more than 70% from the measured data (PQM: 3.40±0.21mL/min/100g, Model 1: 2.56mL/min/100g, Model 3: 3.35mL/min/100g). The error in Model 1 cannot be attributed to model uncertainty, because all parameters for mass transfer, metabolism and hindered oxygen diffusion were held at the same values in both computations. This error is due to the differences in capillary hematocrit.

Further investigation of the capillary bed hematocrit reveals the effects of problematically low hematocrit predictions by Model 1. The study of diameter-based oxygen exchange in Figure 20A using Model 3 reveals that microvessels with diameters less than 20μm are the major site of oxygen exchange. These capillaries contribute the most, due to their high surface area to volume ratio as well as their low resistance to oxygen mass transfer through the endothelium. Therefore, physiological hematocrit in the capillary bed is critical for accurate oxygen exchange predictions. Model 1 fails to adequately supply the capillary bed with the oxygen-enriched hematocrit it needs to properly supply the surrounding tissue. As shown in Figure 20B, Model 1 grossly undersupplies vessels with \( d < 20\mu m \) when compared against measured rat mesentery \( H_o/H_{sys} \) values.

The frequency of RBC-devoid vessels predicted by Model 1 directly depends on the level of a model-specific cutoff parameter, \( X_o \). This parameter determines the minimum volumetric bulk flow of a daughter branch to receive any RBC flux. As the definition of this threshold value has changed in previous version of Model 1, so has the prediction of RBC-devoid vessels. All versions of Model 1 predict some fraction of blood vessels to be devoid of RBCs, leading to RBC-free vessels. Even though at any part in time, a fraction of microvessels may contain low or zero hematocrit, a sustained lack of RBC perfusion would lead to tissue death and is not realistic for steady state simulations.
The large fraction of RBC-free vessels in Model 1 steady state raises concerns with its consistency of oxygen predictions. Steady state perfusion should be distinguished from dynamic snapshot observations of RBC distributions. Physiological studies have established that fluctuating bifurcation kinematics and RBC rouleaux formation render the RBC distribution in a vascular network a constantly changing spatiotemporal phenomenon. Branches with low hematocrit experience reduced effective viscosity and therefore a decrease in vascular resistance. This augments blood flow, which in turn elevates RBCs in that branch again, raising the effective viscosity. The ebb and flow of RBC splitting at a bifurcation is a dynamic phenomenon. This spatiotemporal patchiness must be approached dynamically; a microvessel observed as having zero hematocrit at one time point will contain RBCs in another. Since blood plasma is a poor oxygen carrier, capillaries cannot be permanently free of RBC without consequent tissue damage. Yet, temporal fluctuations are not reflected in the steady state predictions such as Model 1-3. Figures 5-8 show that Model 1 predicts large sections of the mesentery microcirculation are drastically low in RBC flux, leading to insufficient oxygen supply to surrounding tissue. Even as a temporal snapshot, Model 1 predicts a fraction of RBC-free vessels (33%) which greatly exceeds confocal microscopy dynamic hematocrit measurements (3.6%). In summary, steady state plasma skimming models should not yield physiologically unrealistic cases of vessels permanently free of RBCs. Temporal dynamics cannot be addressed with steady state model predictions, but can be studied with particle dynamics models.

Finally, the convergence times for Model 1 in the mesentery network (2198ms) were 2.3 times slower than Model 3 (968ms), as shown in Table VII. The predictive quality and computational complexity of the three models is summarized in Table VII.

Large-scale cerebral microcirculation. Model 1 requires the most expensive convergence time due to the non-linear plasma skimming law. CPU time difference was observed for the mesentery simulations shown in Table VII. To better illustrate the need for robust plasma...
skimming computations in blood vessel networks, an application to predict tissue oxygenation of a three-dimensional model of the human microcirculation in the brain was implemented. This physiologically accurate morphology of a $3 \times 3 \times 3$ mm subsection of the microcirculatory blood supply to the human secondary cortex has been established in previous work\textsuperscript{8}. This microcirculatory network has 36 penetrating arterioles and 12 draining veins connected via a contiguous capillary bed\textsuperscript{7,9}. The microcirculatory network of over 256,000 vessels was embedded into an extravascular volumetric mesh composed of 600,000 cubic tissue cells of 34$\mu$m face length. Predicted partial pressure drop from arterioles to capillaries was 18.12 mmHg, which is close to experimental data\textsuperscript{66} of 19.7 mmHg. Figure 22B shows the predicted microcirculatory hematocrit distribution between $H_d/H_{sys}=0.25-1.50$. Figure 22C shows oxygen tension with contours in three cortical layers at $z=0.30$ mm, 1.35 mm, and 2.40 mm below the pial surface.
### Table VII: Drawbacks to models predicting the spatial distribution of discharge hematocrit

<table>
<thead>
<tr>
<th>Issue</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasma Skimming in side branches</td>
<td>Y</td>
<td>N, opposite trend</td>
<td>Y</td>
</tr>
<tr>
<td>Hemoconcentration of main arterial tributaries</td>
<td>Y</td>
<td>N, opposite trend</td>
<td>Y</td>
</tr>
<tr>
<td>Physiologically range of capillary hematocrit $H_d$</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Avoidance of RBC free vessels, $H_d=0$</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Linear plasma skimming equations</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Convergence time, mesentery (ms)</td>
<td>2198</td>
<td>756</td>
<td>968</td>
</tr>
<tr>
<td>Convergence time, larger network (ms)</td>
<td>N</td>
<td>1256</td>
<td>1527</td>
</tr>
<tr>
<td>Oxygen Extraction (PQM: 3.40mL/min/100g)</td>
<td>2.56</td>
<td>n/a</td>
<td>3.35</td>
</tr>
<tr>
<td>Average Tissue Oxygen (PQM: 34.1±7.8mmHg)</td>
<td>24.4±5.2</td>
<td>n/a</td>
<td>29.1±3.1</td>
</tr>
</tbody>
</table>
Moreover, the biphasic hemodynamic Model 3 transferred more oxygen deeper into the tissues \( \text{pO}_2 = 40.84\pm0.06\text{mmHg} \) (\( z=2.40\text{mm} \)) compared to simulations performed at constant hematocrit, in which the deep layers only has \( \text{pO}_2 = 30.25\pm1.93\text{mmHg} \) (computations not shown). It is important to note that the biphasic hemodynamics produces more even tissue oxygenation; the three layers had almost the same oxygen tension (41.76\(\pm0.07\text{mmHg} \) at \( z=0.30\text{mm} \), 41.76\(\pm0.06\text{mmHg} \) at 1.35mm, and 40.84\(\pm0.06\text{mmHg} \) at 2.40mm) despite the partial pressure drop in the penetrating arterioles. This uniformity cannot be realized using constant hematocrit, in which the deep layer had lower oxygen tension than the surface layer (46.97\(\pm0.59\text{mmHg} \) at \( z=0.30\text{mm} \), 42.66\(\pm0.12\text{mmHg} \) at 1.35mm, and 30.25\(\pm1.93\text{mmHg} \) at 2.40mm). Therefore, biphasic blood rheology seems to play a role in ensuring even tissue oxygenation throughout the cortex.

The cortical tissue section could not be computed with Model 1, as the plasma skimming formula cannot address trifurcations occurring in the cerebral capillary bed. As on the smaller mesentery model, Model 2 inaccurately predicts hemodilution in the large arterial trunks and hemoconcentration in the smaller side branches. For the cerebral topology, the result is hemodiluted penetrating arterioles and nearly RBC-devoid capillaries near the white-gray matter interface.
Figure 22 Computed tissue oxygenation in a 3x3x3mm section of the secondary human cortex predicted by Model 3. **A.** Predicted blood pressures, red marks high arterial, blue lower venous pressure regions. **B.** Hematocrit distribution in a small subsection supplied by six penetrating arterioles and three draining veins. Oxygen perfusion to tissue in three layers of the cerebral cortex **C.** 0.30mm, **D.** 1.35mm, and **E.** 2.40mm. Average oxygen tension in the three layers was 41.76±0.07mmHg (0.30mm), 41.76±0.06mmHg (1.35mm), and 40.84±0.06mmHg (2.40mm). Cerebral tissue near the surface of the cortex is well supplied. Model 3 predicts physiologic oxygenation in deeper layers (2.40mm) due to hemoconcentration in the penetrating arterioles. In contrast, constant hematocrit computations gave lower oxygen tension in deep tissue (30.25±1.93mmHg, computations not shown).
Limitations. This study outlines a new method for predicting the spatial distribution of RBCs in microvascular networks. One limitation of this study is that predictions for all three methods were compared against data obtained from literature instead of novel microcirculatory measurements. Additionally, the oxygen unbinding was simplified in this study by assuming equilibrium saturation according to the Hill equation for a constant pH value. Furthermore, the plasma skimming coefficient may be organ or species specific. Because we only had access to rodent mesentery and hamster cremaster muscle data, future studies may be required to assert the drift parameter \( M \) for other organs or other species including humans. Plasma viscosity was assumed to be 1.0cP, whereas measured plasma viscosity is closer to 1.3cP. Finally, the study was conducted at steady state, while dynamic simulations would be needed for reproducing the time dependent fMRI signals.

Conclusions and Future directions. This article discussed the effect of nonideal microcirculatory hemodynamics on oxygen exchange in large microcirculatory networks. Two existing hematocrit distribution models were evaluated and found to be incomplete. Model 1 predictions of RBC-devoid capillaries led to a severe undersupply of oxygen to brain tissue, while Model 2 failed to capture the correct trends in the microcirculatory plasma skimming. A new kinetic plasma skimming model (KPSM) was introduced which can predict biphasic blood flow, and tissue oxygen transfer at the cellular level. Comparison with experimental data from the rat mesentery and the hamster cremaster muscle showed it to be at least as accurate than previous models. Moreover blood flow and hematocrit field computations with KPSM converge faster, because the plasma skimming law is linear. The novel, two phase model is easy to implement, because it only requires bifurcation geometry and kinematic parameters. It is readily applicable to trifurcations, anastomoses, and loops occurring in the capillary bed. The better match of oxygen tension in blood and tissue is further evidence for the suitability of Model 3 for large scale microcirculatory blood flow simulations. The application of Model 3 to the three-
dimensional cerebral microcirculation in the secondary cortex lays the groundwork for future
dynamic tissue oxygenation during simulated functional hyperemia.

Possible future works may include investigating the sensitivity of Model 1 on the feed
hematocrit to better match tissue oxygen tension gradients. It may be possible to reduce this
model's dependence on feed hematocrit, eliminating the need for the inner loop and greatly
enhance simulation times. However, Model 1 describing steady state would still be unable to
predict the RBC redistribution dynamics at a bifurcation.

Conversely, the novel kinematic phase splitting computations proposed in Model 3 can be
extended for dynamic simulations and 3D computational fluid dynamic blood flow predictions.
Dynamics could be accounted for with relative ease by simply incorporating a node hematocrit
accumulation in eq. 25. Three dimensional spatial resolution would require force balances that
explicitly quantify the effects of the RBC-RBC collisions and wall-induced forces. Ideas such as
the diffusive collision term and a convective wall dispersion effect as proposed by Graham would be a reasonable starting point. These driving forces, when simultaneously solved with the
biphasic Navier-Stokes momentum balances, would result in the direct computation of the CFL
layer thickness.

A robust method for determining plasma skimming is a milestone towards the larger goal of
coupling of hemodynamic response to neural depolarization and metabolism. The logical next
step would lead to a full coupling of cerebral blood flow and oxygen exchange. As stated by Hudetz, “...The principle mediators, their cellular sources and the molecular targets of flow-
dependent cerebrovascular regulatory mechanisms must be coordinated with the roles of
various microvascular components.” A systemic model of vascular response to neuronal firing,
such as the multimodal control approach proposed by Kleinfeld, requires a holistic
understanding of the spatial distribution of RBCs. This work is the first step in this direction.
**Supplemental 1**

**Phase and bulk velocity as a function of phase flow regime**

The ratio between the discharge and tube hematocrit can be computed analytically by integrating the volumetric flow of the RBC phase and the blood bulk over the cylindrical cross sectional area using RBC flow profile assumptions. In Figure 23A the flow profile of the RBC phase is assumed to have a plug flow profile with a constant cell concentration of $H_{core}$. The cylindrical radius $r_0$, the CFL thickness, $\delta$, and the radius of the cylindrical vessel, $r_0$, are shown in eq. 26. The variable thickness of the CFL is dependent on vessel discharge hematocrit, $H_d$, and vessel lumen diameter$^{32}$. As a first approximation, a constant CFL thickness was assumed to determine the tube hematocrit. The discharge hematocrit, not the tube hematocrit, is used to compute blood viscosity and the extent of plasma skimming and is not affected by this assumption. The high packing density of erythrocytes within the RBC phase leaves little room for plasma. The core concentration of erythrocytes, $H_{core}$, has been observed to be constant$^{68-69}$.

The tube hematocrit, $H_t$, in eq. 27 integrates the hematocrit plug profile over the cross sectional area. The tube hematocrit is also related to the cross sectional area of the blood vessel, $A_p$, and the cross sectional area core of the RBC phase, $A_e$, which is equal to $\pi (r_0 - \delta)^2$. To compute the tube hematocrit, $H_t$, a flat velocity profile pertaining to a single file flow regime is assumed. For the determination of $H_t$, this flat profile is numerically indistinguishable from the slightly curved plug profile that has been empirically observed in microvessels.

$$H_t(r) = \begin{cases} H_{core} & 0 \leq r \leq r_0 - \delta \\ 0 & r_0 - \delta \leq r \leq r_0 \end{cases}$$

$$H_t = \int_0^{r_0} \frac{2\pi r H_t(r)}{\pi r_0^2} dr = H_{core} \left(1 - \frac{\delta}{r_0}\right)^2 = H_{core} \frac{A_e}{A_p}$$

The discharge hematocrit is defined as the ratio of the volumetric RBC cell flux, $q_{RBC}$, divided by the bulk flux, $Q$, as in eq. 29. The bulk velocity profile, $v_z(r)$, is parabolic for laminar flow as given in eq. 28, where $v_{max}$ is the maximum velocity.
Figure 23 Flow profile integration of the bulk and hematocrit phase. Established laminar flow profile for the blood bulk, $v_z(r)$, and the plug flow profile $H_t(r)$ for the RBC phase with a local volume concentration of $H_{core}$. The RBC phase radially exists from $r=0$ to $r=r_0-\delta$, where $\delta$ is the thickness of the CFL and $r_0$ is the radius of the cylindrical vessel lumen. CFL thickness evaluated as 0.8μm.
\[ v_z(r) = v_{\text{max}} \left[ 1 - \left( \frac{r}{r_0} \right)^2 \right] \]

\[ H_d = \frac{q_{\text{RBC}}}{Q} = \frac{\int_0^{r_0} 2\pi r H_t(r) v_z(r) \, dr}{\int_0^{r_0} 2\pi r v_z(r) \, dr} = H_{\text{core}} \left( 1 - \frac{\delta}{r_0} \right)^2 \left[ 2 - \left( 1 - \frac{\delta}{r_0} \right)^2 \right] = H_t \cdot \frac{u}{V} \]

Using eqs. 27 and 29, the discharge to tube hematocrit ratio can be correlated as a function of CFL thickness, \( \delta \), and the vessel radius, \( r_0 \), as shown in eq. 30, or in terms of the velocity ratio between the RBC phase, \( u \), over the bulk, \( V \).

\[ \frac{H_t}{H_d} = \left[ 2 - \left( 1 - \frac{\delta}{r_0} \right)^2 \right]^{-1} = \frac{V}{u} \]

This equation can be rearranged to solve for the tube hematocrit, \( H_t \), as a function of the discharge hematocrit, \( H_d \), the outer radius of the vessel, \( r_0 \), and the thickness of the vessel wall, \( \delta \) as shown in eq. 31. This equation translates the tube hematocrit from the discharge hematocrit. This computation of tube hematocrit occurs after the completion of the iterative \textit{outer loop} which is used to solve the nonlinear discharge hematocrit distribution problem.

\[ H_t = H_d \cdot \left[ 2 - \left( 1 - \frac{\delta}{r_0} \right)^2 \right]^{-1} \]
**Supplemental 2**

**Computation of tissue oxygenation**

For tissue oxygenation, hemoglobin-bound, \( O_b \), and unbound oxygen, \( O_u \), must be distinguished. The concentration of unbound oxygen can be computed from the oxygen dissociation curves\(^{15,39} \). While bound oxygen is convected with the RBC phase; only the unbound oxygen is free to diffuse from the plasma into the tissue. At equilibrium, the ratio between \( O_b \) and total oxygen, \( O_{tot} \), can be described by the Hill equation given in eq. 32. The saturation of oxyhemoglobin, \( \sigma \), depends on the oxygen tension at pH=7.4 and 50% saturation\(^{39} \) \((P_{50}=29.3\text{mmHg})\), and the Hill constant\(^{39} \)(\( n=2.2 \)). Computed tissue and blood oxygen concentrations were converted to partial pressures as described elsewhere\(^{70} \).

Hill equation for oxygen saturation

\[
\sigma(O_b) = \frac{O_b}{O_{tot}} = \frac{p^n_c}{p^n_c + P_{50}^n}
\]  
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A dynamic tissue oxygenation model was presented previously by Boas\(^{38} \). Popel derived a similar curvilinear capillary oxygen extraction model\(^{15,39} \). These models have been expanded in this work to include a completely discretized extravascular space using a dual mesh technique described in detail previously\(^8 \). In brief, the tissue mesh is registered to the same domain as the vasculature network, where every vessel is assigned to a single tissue element, and each tissue element may contain multiple vessels. Oxygen is convected through the vessels using the simple transfer model of eq. 18, in which only the RBC-bound oxygen is balanced by accounting for convection and oxygen exchange with the tissue. Blood vessels are represented as line segments, and balance equations are applied at the nodes. Bound oxygen accumulates in a blood vessel with RBC volume, \( V_b \). Oxygen transport is explicitly dependent on the discharge hematocrit, entering and exiting from vessels according to the convective flux term with RBC phase velocity, \( u \). Mass transfer to the tissue is driven by the concentration difference between unbound oxygen, \( O_u \), and tissue oxygen, \( O_t \). According to the saturation equilibrium, only the
unbound oxygen is available for tissue transport, \( O_u = \sigma(O_b) \), as in eq. 32. Also \( S_b \) is the surface area of the endothelium and \( U \), the endothelial wall transport coefficient which is a function of wall thickness\(^8,38\).

**blood oxygen**

\[
V_b \frac{dO_b}{dt} = u \bar{v} O_b - S_b U (O_u - O_t) = u \bar{v} O_b - S_b U (\sigma(O_b) - O_t)
\]
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Blood oxygen is coupled to the tissue oxygen transport in eq. 34. For every element in the extravascular tissue mesh, oxygen accumulation is equal to extravascular oxygen diffusion, oxygen transfer across the endothelium and cellular metabolism. The adjusted tissue volume, \( V^*_t \), is the total tissue volume reduced by the volumina of all blood vessel segments contained in the tissue cell. The simulation parameter \( k=8.2 \times 10^{-6} \text{cm}^3 \text{O}_2/\text{cm}^3/\text{s} \) is the metabolic rate of oxygen consumption\(^71\), and \( D=1.04 \times 10^{-5} \text{cm}^2/\text{s} \) is the effective extravascular diffusion coefficient of oxygen\(^71\).

**tissue oxygen**

\[
V^*_t \frac{dC_t}{dt} = \bar{v} \cdot D \bar{v} O_t + \sum_{i=1}^{N} [S_{b,i} U \Delta (\sigma(O_{b,i}) - O_t)] - k V^*_t O_t
\]
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For the steady state simulations, accumulation in eqs.33 and 34 is equal to zero.
Supplemental 3

Implementation details of Model 3

The generic formulae of Model 3 can be used to construct RBC flux conservation envelopes around vessel junctions of any connectivity. Figure 24 shows two separate cases to better illustrate the implementation of the novel kinematic plasma skimming law.

The bifurcation described in Figure 24A has a known inlet hematocrit \(H_1\) and volumetric flow rates \(Q\). The plasma skimming coefficients \(\theta_2\) and \(\theta_3\) are determined from the diameter ratio between the respective daughter branch and the parent vessel, described in eq. 24. The conservation of RBC flux is shown in Figure 24A, with only the adjusted hematocrit \(H'\) as the unknown. The daughter branch discharge hematocrit is the product of the adjusted hematocrit \(H'\) and the plasma skimming coefficient for that branch.

The mass conservation of RBC flux through a trifurcation is constructed with exactly the same procedure, as shown in Figure 24B. A plasma skimming coefficient is determined for each branch, and the adjusted hematocrit \(H'\) is solved by mass conservation. Daughter branch discharge hematocrit values are determined exactly the same as in the case of a single bifurcation.
Figure 24 Construction of mass conservation equations using Model 3. The discharge hematocrit of the upstream vessel is $H_1$, and the volumetric bulk flow for each vessel, $Q$, is known. The plasma skimming coefficient, $\theta$, for each daughter branch is computed using eq. 24, for A. a bifurcation, and B. a trifurcation. The adjusted hematocrit, $H'$, for both case studies is computed by mass conservation. The daughter branch discharge hematocrit is the product of its plasma skimming coefficient $\theta$ for each branch and the adjusted hematocrit, $H'$. 

\[ Q_1H_1 - Q_2H'\theta_2 - Q_3H'\theta_3 = 0 \]
\[ Q_1H_1 - Q_2H'\theta_2 - Q_3H'\theta_3 - Q_4H'\theta_4 = 0 \]
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IV. THE CAPILLARY BED OFFERS THE LARGEST HEMODYNAMIC RESISTANCE TO THE CORTICAL BLOOD SUPPLY

(Previously published as Gould, Ian Gopal, Philbert Tsai, David Kleinfeld, and Andreas Linninger. "The capillary bed offers the largest hemodynamic resistance to the cortical blood supply." Journal of Cerebral Blood Flow & Metabolism 37, no. 1 (2017): 52-68.)

Abstract

The cortical angioarchitecture is a key factor in controlling cerebral blood flow and oxygen metabolism. Difficulties in imaging the complex microanatomy of the cortex have so far restricted insight about blood flow distribution in the microcirculation. A new methodology combining advanced microscopy data with large scale hemodynamic simulations enabled us to quantify the effect of the angioarchitecture on the cerebral microcirculation. High-resolution images of the mouse primary somatosensory cortex were input into with a comprehensive computational model of cerebral perfusion and oxygen supply ranging from the pial vessels to individual brain cells. Simulations of blood flow, hematocrit and oxygen tension show that the wide variation of hemodynamic states in the tortuous, randomly organized capillary bed is responsible for relatively uniform cortical tissue perfusion and oxygenation. Computational analysis of microcirculatory blood flow and pressure drops further indicates that the capillary bed, including capillaries adjacent to feeding arterioles (d<10μm), are the largest contributors to hydraulic resistance.
Introduction

Biochemical signaling between cerebral microcirculatory blood flow and the supply of oxygen to the brain is critical for normal brain function as well as disease states including ischemia\textsuperscript{1-5}, micro-infarcts\textsuperscript{6-8}, and functional hyperemia\textsuperscript{9-11}. The functional interaction of cerebral hemodynamics, angioarchitecture and brain cell metabolism is known as the neurovascular unit (NVU). It has been hypothesized that control of the NVU depends on the orientation and arrangement of the microvessels\textsuperscript{12-13}. Moreover, non-Newtonian hemodynamic effects such as plasma skimming or the Fahraeus-Lindqvist effect may contribute to homogeneous oxygen supply in the cerebral cortex\textsuperscript{14-16}. Experimental inaccessibility and microdimensions of the cortical tissue have so far limited the ability to verify these hypotheses. In this work, we combine an almost complete inventory of brain cells and blood vessels obtained from sizable sections of the mouse cortex with a first principles computational model to better elucidate microcirculatory blood and oxygen perfusion patterns.

The functional relationship between microcirculation, tissue topology, and oxygen supply has been the object of experimental and computational studies for over thirty years\textsuperscript{17-21}. The supply of oxygen from the blood to the surrounding tissue has been quantified in empirical\textsuperscript{22-23} and theoretical\textsuperscript{24-25} studies, but have typically been limited to a single blood vessel. However, single vessel studies fail to describe network effects. Recent attempts to explore networks employ hierarchal tree-like structures to model small sections of the microcirculation\textsuperscript{3,26-30}. However, experimental evidence has been unable to identify a hierarchal order to blood pressure\textsuperscript{31}, hematocrit\textsuperscript{22}, red blood cell velocity\textsuperscript{33} or oxygen saturation. Other studies employed random geometric space filling methods;\textsuperscript{34-35} unfortunately these structures did not conform to the vessel topology seen in microscopy. However, topology significantly affects oxygen exchange\textsuperscript{12,36}. Another study\textsuperscript{37} reconstructed a microcirculatory network from a thin section of the human cortex; yet in the resulting shallow computational domain most microvessels are
intersected by boundaries, thus failing to achieve three-dimensional network connectivity. This model is also subject to delicate boundary condition choices which weakened its predictive power. Another study\textsuperscript{38} combined human image data with a modified constructive geometric optimization algorithm\textsuperscript{39} to synthesize a physiologically realistic, randomized model of the NVU. The topology of artificially generated NVUs is statistically equivalent to the topology of real networks obtained by laser microscopy\textsuperscript{20}. However, that study concerns the human cortex but not the mouse.

This paper presents simulation results of blood supply and oxygen delivery in a large section of the mouse brain covering the pial network, penetrating vessels, the complete capillary bed and almost all neuronal and glial brain cells. Two-photon microscopy imaging data of the murine somatosensory cortex\textsuperscript{40} was used to create a physiologically accurate multi-scale computational model of the cortical microcirculation. Simulations predicted realistic values for red blood cell velocity, hematocrit and oxygen tension in blood vessels, extracellular space as well as intracellular compartments.

**Materials and Methods**

The methods section describes data acquisition of the four somatosensory cortex specimens in the mouse. The mathematical background for modeling non-Newtonian hemodynamics, oxygen transport across the blood brain barrier and metabolism in the extravascular space is given.

**Data acquisition**

In four specimens, homologous sections of the somatosensory cortex were extracted and imaged with two photon microscopy\textsuperscript{40-43}. Each section, with volumes $V_1=1.14$, $V_2=1.94$, $V_3=2.85$, and $V_4=2.71\text{mm}^3$ respectively, extends the full depth of the cortex down to the white matter, covering about 1-2\% of the gray matter of the entire mouse brain\textsuperscript{44}. Brain cell nuclei were labeled with a DNA stain and their locations vectorized\textsuperscript{41}; neuronal nuclei were further labeled
with a pan-neuronal marker. Neuronal cell density ranged from 120,727-208,509 cells/mm$^3$. Glial cell distribution was sparser with a range of 42,976-141,319 cells/mm$^3$.

All blood vessels were labeled with a fluorescent gel under conditions that preserved lumen interior diameter. The spatial arrangement and connectivity of blood vessels, including all capillaries, were recorded. Every vessel in the four data sets was assigned one of five labels: (i) pial artery, (ii) penetrating arteriole, (iii) capillary, (iv) penetrating venule, or (v) pial vein. Pial arteries and penetrating arterioles were separated into different groups according to the diameter and location within the section. Vessel segments close to the cortical surface (within 100 μm) with a diameter larger than 10 μm were considered pial arteries. Vessels branching from surface arterioles were labeled descending arterioles. The tree-like descending arterioles were traced until the capillary bed was reached. The capillary bed was separated from the penetrating arterioles assessing the branching order from the arterioles as well as a 6 μm diameter cutoff. Vessels that were within 3 branching orders of a large arteriole in the direction of blood flow were considered to be penetrating arterioles. No effort was made to differentiate pre-capillary arterioles from post-arteriole capillaries.

This was not performed in the parent study$^{40}$ and requires differential labeling of smooth muscle versus pericytes$^{84,85}$. For example, the molecular marker for smooth muscle actin, or proteoglycan NG2, would be needed to label both smooth muscle and actin, while the marker for intermediate filament desmin would be needed to label arteriolar smooth muscle$^{86}$ only. A similar segregation based on size and branching order was applied in reverse to label penetrating venules and surface pial veins; specifically, a capillary-penetrating venules cutoff for diameters less than 6 μm and a penetrating venules-pial veins cutoff for diameters less than 12 μm within a depth of 100 μm below the pia.
Biphasic blood flow computations

Microcirculation was modeled as a biphasic suspension consisting of red blood cells and plasma flowing through a network of interconnected cylindrical segments\textsuperscript{16}. Non-Newtonian blood viscosity was calculated as a function of the local hematocrit and vessel diameter\textsuperscript{15}. More theoretical background for bulk blood flow computations is given in Supplemental Information, and all boundary conditions are described in Table VIII. Hematocrit distribution is computed using a drift-flux model described previously\textsuperscript{16}. Red blood cells (RBC) and plasma distributions were computed using a kinetic plasma skimming model (KPSM)\textsuperscript{16} to determine the discharge hematocrit, \(H_d\), and the RBC velocity in each segment. In the mass conservation for red blood cells in eq. 35, the flux of RBCs through a vessel, \(Q_{RBC}\), is equal to the product of the bulk blood flow, \(Q\), and the discharge hematocrit. An uneven distribution of RBCs in each bifurcation results from the velocity difference between RBCs and plasma, known as plasma skimming. Red blood cell mass conservation is written for a single bifurcation in eq. 36. The difference in discharge hematocrit for two daughter branches, \(H_2\) and \(H_3\), and the parent vessel, \(H_1\), was determined by solving for the adjusted hematocrit, \(H^*\). The adjusted hematocrit depends on kinematic plasma skimming coefficients, \(\theta_i\), which are geometric functions of the cross-sectional area fraction of daughter to parent vessels, \(A_i/A_1\), and the drift parameter, \(M=5.25\), given in Table IX.

\[
\nabla \cdot (QH_d) = \nabla \cdot Q_{RBC} = 0 \tag{35}
\]

\[
Q_1H_1 - Q_2H_2 - Q_3H_3 = 0 \tag{36}
\]

\[
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Blood pressure boundary conditions were assigned to all pial vessels entering and leaving the domain using the choices described in Table VIII. A discharge hematocrit of 0.35 was set for each inlet on the pial surface. The model further assumed a fully developed hematocrit field at the outlet (no change of hematocrit across the last segment).

Oxygen convection in erythrocytes and plasma

Oxygen convection in the blood stream and transport into the tissue was solved using a previously presented dual-mesh technique. Oxygen bound to hemoglobin, $C_{HbO_2}$, travels at the velocity of the RBC phase, $u_{RBC}$, as in eq. 37. Axial oxygen diffusion within the cylindrical vessel segment was neglected. Furthermore, non-linear oxygen-hemoglobin dissociation kinetics from the erythrocytes to plasma were implemented. The rate of oxygen desaturation from hemoglobin to plasma, $\dot{R}_{R\rightarrow P}$, in eq. 37 was given by a first order kinetic rate law, described in eq. 47-49 of Supplemental Information, where additional details on the full binding kinetics are provided. It is important to note that the proposed oxygen dissociation kinetics obeys to the well-known Hill equation when reaching equilibrium.

$$-u_{RBC} \cdot \nabla C_{HbO_2} - \dot{R}_{R\rightarrow P} = 0 \quad 37$$

Free plasma oxygen, $C_{plO_2}$, was convected with plasma phase velocity, $u_{pl}$, given in eq. 38. Oxygen transported from the capillary bed across the endothelial membrane of the blood brain barrier (BBB) was driven by the concentration difference between free oxygen in the plasma and in the extracellular space, $C_{ECSO_2}$.

Oxygen extraction across the BBB from the blood to the extravascular space in eq. 38 is a function of vessel surface area, $S_b$, oxygen permeability of the endothelial tissue, $U$, and endothelial wall thickness, $w_b$. Wall thickness was modeled as a linear function of the vessel lumen diameter, $d$, for arteries, capillaries and veins as annotated in Table IX.
Table VIII Summary of boundary conditions used in the microcirculatory perfusion computations

<table>
<thead>
<tr>
<th>Boundary Condition</th>
<th>Biphasic Blood Flow</th>
<th>Oxygen</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pressure</td>
<td>RBC(^6)</td>
</tr>
<tr>
<td>Arterial Inlet</td>
<td>120mmHg</td>
<td></td>
</tr>
<tr>
<td>Venous Outlet</td>
<td>5mmHg</td>
<td>fully developed, (VH = 0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pial Arterial Inlet</td>
<td>68.4mmHg</td>
<td>68.4mmHg(^*)</td>
</tr>
<tr>
<td>Pial Venous Outlet</td>
<td>fully developed, (\nabla C_{RBC} = 0)</td>
<td>fully developed(^*), (\nabla C_p = 0)</td>
</tr>
<tr>
<td>Tissue Surface</td>
<td></td>
<td>No Flux</td>
</tr>
<tr>
<td>Tissue GW Interface</td>
<td></td>
<td>Cyclic</td>
</tr>
<tr>
<td>Tissue Boundaries</td>
<td></td>
<td>Cyclic</td>
</tr>
</tbody>
</table>

\(^*\)In equilibrium with RBC oxygen tension according to the Hill Equation
\[-u_{pl} \cdot \nabla c_{p1O_2} + \dot{R}_{R \rightarrow P} - S_b \frac{U}{W_b} (c_{p1O_2} - C_{ECSO_2}) = 0\]

At the pial arterial inlets, the bound oxygen tension was set to \(pO_2=68.4\text{mmHg}\), listed in Table VIII, as measured by two photon microscopy\(^6\). This value corresponds to RBC saturation of 83%. The concentration of free plasma oxygen was set under the assumption of equilibrium between the RBC and plasma phases according to the Hill equation. At pial outlets, both free and bound oxygen fields were assumed to be fully developed.

**Tissue oxygen diffusion and metabolism**

Tissue oxygen leaving the vasculature across the BBB enters the extracellular space (ECS). The ECS was discretized into a uniform Cartesian grid of a fixed edge length. Blood flow, pressure and oxygen profiles were shown to be independent of the domain discretization. Results of a comprehensive mesh independence study can be found in Supplemental Information. Each cubic tissue element may contain multiple blood vessels; therefore its oxygen supply stems from multiple segments, \(N_v\), as given in the summation term of eq. 39.

Extravascular oxygen can diffuse through the tissue characterized by the diffusion coefficient, \(D_{ECSO_2}\). The cortical surface was assumed to be impermeable to oxygen as shown in Table VIII. At the sides of the cortical section, cyclic boundary conditions were enforced by connecting faces on opposing sides of the specimen to emulate an infinite domain. A cyclic boundary condition was applied at the gray-white matter interface as well, connecting the left half to the right half. Because the specimens are thick, the boundary choices had a mild effect in the interior of the domain\(^3\).
Table IX Cerebral oxygen transport parameters used in this work

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Units</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{pl}$</td>
<td>Plasma oxygen solubility</td>
<td>$2.82 \times 10^{-5}$</td>
<td>mL O$_2$·mL$^{-1}$·mmHg$^{-1}$</td>
<td>Christoforides$^{47}$</td>
</tr>
<tr>
<td>$\alpha_t$</td>
<td>ECS oxygen solubility</td>
<td>$2.80 \times 10^{-5}$</td>
<td>mL O$_2$·mL$^{-1}$·mmHg$^{-1}$</td>
<td>Liu$^{46}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Hb· O$_2$ binding capacity</td>
<td>0.52</td>
<td>mL O$_2$·(mL RBC)$^{-1}$</td>
<td>Goldman$^{36}$</td>
</tr>
<tr>
<td>$D_{ECS}$</td>
<td>ECS oxygen diffusivity</td>
<td>$1.8 \times 10^3$</td>
<td>$\mu$m$^2$·s$^{-1}$</td>
<td>Mintun$^{48}$</td>
</tr>
<tr>
<td>$k_f$</td>
<td>Rate of Hb-O$_2$ dissociation</td>
<td>50.0</td>
<td>s$^{-1}$</td>
<td>This Work</td>
</tr>
<tr>
<td>$M$</td>
<td>Plasma skimming coefficient</td>
<td>5.25</td>
<td>--</td>
<td>Gould$^{16}$</td>
</tr>
<tr>
<td>$n$</td>
<td>Hb saturation Hill coefficient</td>
<td>2.7</td>
<td>--</td>
<td>Ellis$^{50}$</td>
</tr>
<tr>
<td>$P_{50}$</td>
<td>pO$_2$ for 50% Hb saturation</td>
<td>37</td>
<td>mmHg</td>
<td>Ellis$^{50}$</td>
</tr>
<tr>
<td>$k_m$</td>
<td>Mito. O$_2$ metabolism</td>
<td>3.5</td>
<td>s$^{-1}$</td>
<td>This Work</td>
</tr>
<tr>
<td>$R_{CMRO}$</td>
<td>O$_2$ metabolic rate (0$^{th}$ order)</td>
<td>2.6</td>
<td>$\mu$mol·g$^{-1}$·minute$^{-1}$</td>
<td>Cui$^{52}$</td>
</tr>
<tr>
<td>$k_{CMRO}$</td>
<td>O$_2$ metabolic rate (1$^{st}$ order)</td>
<td>1.0</td>
<td>s$^{-1}$</td>
<td>This Work</td>
</tr>
<tr>
<td>$S_g$</td>
<td>Glia cell surface area</td>
<td>1,780</td>
<td>$\mu$m$^2$</td>
<td>Rodríguez$^{53}$</td>
</tr>
<tr>
<td>$S_m$</td>
<td>Mito. surface area</td>
<td>3.75</td>
<td>$\mu$m$^2$</td>
<td>Hoppler$^{54}$</td>
</tr>
<tr>
<td>$S_n$</td>
<td>Neur. cell surface area</td>
<td>23,430</td>
<td>$\mu$m$^2$</td>
<td>Howard$^{55}$</td>
</tr>
<tr>
<td>$U^*$</td>
<td>O$_2$ mass transfer coefficient</td>
<td>$1.77 \times 10^3$</td>
<td>$\mu$m$^2$·s$^{-1}$</td>
<td>Popel$^{56}$</td>
</tr>
<tr>
<td>$w_b$</td>
<td>Endothelial Wall Thickness$^*$</td>
<td>1-5</td>
<td>$\mu$m</td>
<td>Linninger$^{38}$</td>
</tr>
<tr>
<td>$w_n$</td>
<td>Neur. membrane thickness</td>
<td>40</td>
<td>nm</td>
<td>Schmitt$^{57}$</td>
</tr>
<tr>
<td>$w_g$</td>
<td>Glial membrane thickness</td>
<td>20</td>
<td>nm</td>
<td>Schmitt$^{57}$</td>
</tr>
<tr>
<td>$w_m$</td>
<td>Mito. membrane thickness</td>
<td>10</td>
<td>nm</td>
<td>Sjostrand$^{58}$</td>
</tr>
<tr>
<td>$V_m$</td>
<td>Mito. volume</td>
<td>1.83</td>
<td>$\mu$m$^3$</td>
<td>Hoppler$^{54}$</td>
</tr>
<tr>
<td>$V_n$</td>
<td>Neur. cell volume</td>
<td>5,694</td>
<td>$\mu$m$^3$</td>
<td>Howard$^{55}$</td>
</tr>
<tr>
<td>$V_g$</td>
<td>Glial cell volume</td>
<td>869</td>
<td>$\mu$m$^3$</td>
<td>Williams$^{59}$</td>
</tr>
</tbody>
</table>

$^*$Formula for wall thickness: $w_b = \theta \cdot d + \delta$; arteries ($\theta=0.2$, $\delta=0.4$), capillaries ($\theta=0$, $\delta=1$), and veins ($\theta=0.021$, $\delta=0.94$)

$^**$Pial vessels were assigned a mass transfer coefficient of zero
It has been shown previously\textsuperscript{38} that the dual mesh technique used here produces the same results as the analytical Krogh cylinder for a single capillary. However, Krogh’s model cannot predict oxygen transfer in microcirculatory networks. Oxygen exchange in the cortex depends on two critical factors outside the scope of the Krogh model: (i) three-dimensional angioarchitecture as well as (ii) axial diffusion through the ECS.

Oxygen metabolism in the extravascular tissue was computed with two distinct versions described in the next section. The first assumed a first order rate law of oxygen consumption. The second approach also predicted subcellular oxygen gradients.

First order rate law for tissue oxygen consumption. The first approach assumed first order reaction kinetics. Accordingly, oxygen metabolism was equal to the product of the extracellular oxygen concentration, $c_{\text{EC}SO_2}$, the volume of each tissue cell, $V_{\text{EC}}$, and the first-order cerebral metabolic rate of oxygen consumption, $k_{\text{CMRO}}$, as in eq. 39.

$$\sum_{i=1}^{N_x} S_{b,i} \frac{U_i}{w_{b,i}} (c_{\text{plO}_2,i} - c_{\text{EC}SO_2}) + \vec{\nabla} \cdot D_{\text{EC}SO_2} \vec{\nabla} c_{\text{EC}SO_2} - V_{\text{EC}} k_{\text{CMRO}} c_{\text{EC}SO_2} = 0$$ \hspace{1cm} 39

Intracellular oxygen tension approach. The second, more detailed approach aimed at computing intracellular oxygen tension gradients between the extracellular space, the cell cytoplasm and the mitochondria. This subcellular metabolism is anisotropic because it incorporates the spatial distribution of neuronal and glial nuclei. Oxygen consumption in each tissue cell depended on the number of neurons, $N_n$, and glial cells, $N_g$. Oxygen transport into the interior of each neuron was driven by the concentration gradient between the ECS and the neuronal cytoplasm, $c_{\text{no}_2}$, as described in eq. 40. Transport across the neuronal cell membrane was limited by its surface area, $S_n$, and the membrane thickness, $w_n$. Oxygen supplied into each glial cell was likewise determined by the concentration gradient between the ECS and the glial cytoplasm, $c_{\text{gO}_2}$, and was regulated by the glial membrane surface area, $S_g$, and its thickness, $w_g$. 
Oxygen metabolism in neurons. The oxygen conservation balance for each neuron is given in eq. 41. Oxygen reaching the cytoplasm was transported into its mitochondria, \( C_{mno_2} \), the actual site of oxygen metabolism. The flux from the cytoplasm into the mitochondria was governed by the mass transport coefficient, \( U \), the mitochondrial surface area, \( S_m \), and its membrane thickness, \( w_m \). In this study, the inner and outer membranes of the mitochondria were assumed to form a single layer.

\[
\sum_{i=1}^{N_n} S_{b,i} \frac{U_i}{w_{b,i}} (C_{plO_2,i} - C_{ECSO_2}) + \vec{V} \cdot D_{ECSO_2} \vec{V} C_{ECSO_2} = 40
\]

\[
- \sum_{j=1}^{N_n} S_n \frac{U}{w_n} (C_{ECSO_2} - C_{nO_2,j}) - \sum_{k=1}^{N_g} S_g \frac{U}{w_g} (C_{ECSO_2} - C_{gO_2,k}) = 0
\]

Since mitochondria could not be imaged directly, their spatial distribution within the neuronal cell body was set as follows. Each neuron was assigned an average number of mitochondria\(^{61-62} \) \( M_n = 839 \), whose locations were spatially distributed according to a probability distribution function\(^{62} \) along the efferent dendrites and axon fiber using the cell nuclei coordinate as reference, shown in Figure 30A. Axons were assumed to be oriented perpendicular to the cortical surface. This process of random mitochondria distribution was repeated for every neuron. The spatial allocation of mitochondria enabled us to approximate anisotropic reaction rates as a function of the known position of nuclei.

Oxygen transported across the mitochondrial membrane was consumed by the electron transport chain. The reaction rate was assumed to be of first order with a rate constant \( k_m \). In eq. 42, \( C_{mno_2} \) is the concentration of oxygen within neuronal mitochondria, \( V_m \), is the mitochondrial volume. Oxygen tension in the ECS, cells and mitochondria was converted from molar concentrations using Henry’s solubility, \( \alpha_t \), given in Table IX.
Oxygen metabolism in glial cells. Oxygen concentration in the glial cytoplasm, \( c_{mnO_2} \), and mitochondria, \( c_{mgO_2} \), was computed using a similar approach as described for neurons according to eq. 43-44. The number of mitochondria, \( M_g = 283 \), for each glial cell was taken from fractional density data\(^{63-65}\). The spatial distribution of the glial mitochondria was assumed to lie within a sphere around the nucleus as shown in Figure 30B. The total rate of metabolized oxygen in each tissue cube depended on the number of mitochondria, which in turn is a function of the anisotropic spatial distribution of neurons and glial cells.

\[
S_m \frac{U}{w_m} (c_{nO_2} - c_{mnO_2}) - V_m k_m c_{mnO_2} = 0
\]

\[
S_g \frac{U}{w_g} (c_{ECSO_2} - c_{gO_2}) - \sum_{i=1}^{M_g} S_m \frac{U}{w_m} (c_{gO_2} - c_{mgO_2,i}) = 0
\]

\[
S_m \frac{U}{w_m} (c_{gO_2} - c_{mgO_2}) - V_m k_m c_{mgO_2} = 0
\]

Results

First, the topology of the microcirculation in the four primary somatosensory cortical sections was statistically examined. Next, blood flow and oxygen transport predictions are presented. Finally, trajectories of blood pressures, hematocrit and RBC oxygen saturation along paths from the arterial inlets to venous outlets were analyzed.

Morphological statistical analysis

The multi-scale dimensions of the cortical sections are displayed in Figure 25A-B. Blood vessels embedded in the cellular matrix are displayed at multiple length scales, from pial vessels at the cortical surface down to the capillary bed. Probability density functions (PDF) describing the distribution of vessel diameter, length, volume, and surface area, as well as vessel and neuronal density, are shown in Figure 26.
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Figure 25 Vectorized data of the multi-scale vascular and cellular morphology of the mouse cerebral cortex. **A.** Illustration of the multiscale resolution of the murine cerebral vasculature from the cortical surface vessels down to the cellular level. (Whole brain snapshot taken from the NIH supported KOMP Phenotyping Pilot project\textsuperscript{45}). **B.** Full view of the microvascular network with cerebral arterioles in red, draining veins in blue, and capillaries in purple. Neuronal cells are displayed in yellow and glial cells in green at the 0.5mm resolution. (Frames B\textsubscript{1} to B\textsubscript{3} show data in increasing magnification B\textsubscript{1}, 1.0mm×1.0mm×1.2mm, B\textsubscript{2}, 200μm×200μm×200μm, and B\textsubscript{3}, 25μm×25μm×25μm. At the finest resolution in B\textsubscript{3}, cell bodies of neurons and glial cells were added for clarity). Histogram of cell to capillary distance for **C.** neurons and **D.** glial cells.
Distances of glial cells and neurons to the nearest capillaries were computed and reported as a PDF, shown in Figure 25C-D. The mean distance between the neurons to the closest microvessel was 17.8μm. The mean glial-capillary distance was 18.2μm. The glial spacing in the third mouse specimen was shorter than the other three, as shown in Figure 25D.

For all metrics, the variance within each data set was compared to the average of all four mouse cortical sections. Overall, the distribution of vessel length, diameter and vessel density per volume were found to be statistically similar in all four data sets \((RSS<0.04)\). However, the surface area occupied by penetrating arterioles and venules was significantly smaller in the second data set; see Supplemental Information for additional details.

A PDF for vessel diameters was constructed in Figure 26A showing an average diameter of 3.8±0.3μm. The diameter distribution of the capillary bed has a mean of 3.5±0.2μm. Vessel length distribution ranged from 1-200μm as shown in Figure 26B. The number of capillaries as a function of cortical depth is given in Figure 26C. Capillary density was lowest near the cortical surface and at the gray-white matter interface at an approximate depth of 0.8-0.9mm. The volumetric ratio of blood vessels to tissue amounts to 0.8-1.5%, this result compares well to previous measurements\(^{20,40,66}\). Vessel surface area is plotted in Figure 26D showing that the capillary bed occupies over 85% of surface area in all cortical samples. Figure 26E shows the distribution of volume fractions for each of the four data sets and Figure 26F plots the distribution of neurons as a function of depth.

The volume distributed as follows; pial arteries (18.8±8.5%), penetrating arterioles (2.9±1.3%), capillaries (56.6±4.7%), penetrating venules (3.1±1.5%), and pial veins (18.7±6.2%). The total lumen of non-capillary vessels accounts for less than 45% of the entire microcirculatory blood volume. Data Set 2 was an outlier in this distribution, with a sparse distribution of penetrating arterioles (1.4%) and penetrating venules (0.8%). Over 92% of all junctions in the capillary bed are bifurcations, only 7% are trifurcations, and 1% exhibit higher order connectivity.
Figure 26 Statistical analysis of the four primary somatosensory cortical mouse data sets with superimposed hemodynamic simulation results. Probability density functions of anatomical parameters: A. vessel diameter, B. vessel length, and C. the number of capillaries located at a given depth. Distributions for pial arteries (PiaA), pial veins (PiaV), penetrating arterioles (PenA), penetrating venules (PenV) and capillaries (Cap) with respect to D. surface area, and E. lumen volume fraction. F. Probability density function of neuronal density at a given depth. G-I. Computational results for blood pressure, hematocrit, and RBC saturation. Color-coding for G. blood pressure from red (120mmHg) to blue (5mmHg), H. hematocrit from orange (0.99) to green (0.11), and I. RBC saturation from red (90%) to orange (2%).
**Microcirculatory angioarchitecture.** Figure 27 illustrates the anatomical hierarchy of the cortical angioarchitecture. The pial arteries form a network on the cortical surface. Long range pial arteries convey blood to more distal regions horizontally along the cortical surface. Penetrating arterioles siphon blood flow from the surface pials into the gray matter. These penetrating vessels carry blood perpendicular from the surface down to all six cortical layers. The distribution of microvessels in the capillary bed is isotropic with no apparent orientational preference. Finally, venules drain the capillary bed and penetrating venules bring blood back to the cortical surface where the pial veins discharge the blood into the venous sinuses.

**Hemodynamics**

Figure 26G-I also depicts computed blood pressures, hematocrit, and RBC oxygen tension for all four mouse data sets. The main computational results are summarized in Table X, which also shows comparisons to prior experimental studies. The distribution of RBC velocities matches previous measurements\(^6^8\) as can be seen in Figure 28A. The average capillary RBC velocity was 0.93±0.29mm/s, which falls within the range of measurements shown in Table X. Red blood cells in the penetrating arterioles travel at a speed of 14.18±2.02mm/s, and draining venules at 7.83±1.11mm/s. These speeds exceed RBC velocity in the capillary bed. Bulk blood velocity (RBCs and plasma together) through penetrating arterioles and veins was compared to recent ultrafast ultrasound localization microscopy measurements\(^8^3\). Reported blood velocity acquired by ultrasound in descending vessels ranged between 1 to 14mm/s, comparable to computational predictions in both penetrating arteries, 9.51±1.32mm/s, and penetrating venules, 5.26±0.74mm/s. The discharge hematocrit in the capillary bed agrees with two-photon microscopy studies\(^6^0\) from \(H_d=0.1-0.9\) as shown in Figure 28B.
Table X Comparison of model predictions against experimental measurements

<table>
<thead>
<tr>
<th></th>
<th>mm/s</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capillary Red Blood Cell Velocity</td>
<td>0.93±0.29</td>
<td>This Work</td>
</tr>
<tr>
<td></td>
<td>0.99±0.17</td>
<td>Charpak</td>
</tr>
<tr>
<td></td>
<td>2.03±1.42</td>
<td>Unekawa</td>
</tr>
<tr>
<td></td>
<td>1.60±0.70</td>
<td>Hudetz</td>
</tr>
<tr>
<td></td>
<td>0.77±0.51</td>
<td>Kleinfeld</td>
</tr>
<tr>
<td></td>
<td>0.50±0.44</td>
<td>Villringer</td>
</tr>
<tr>
<td></td>
<td>0.5±1.8</td>
<td>Hudetz</td>
</tr>
<tr>
<td></td>
<td>0.79±0.30</td>
<td>Ivanov</td>
</tr>
<tr>
<td></td>
<td>0.75±0.60</td>
<td>Ma</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cerebral Blood Perfusion***</th>
<th>mL/100g/min</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>78±16</td>
<td>This Work</td>
</tr>
<tr>
<td>1.0</td>
<td>(19-101)</td>
<td>Xu</td>
</tr>
<tr>
<td>2.0</td>
<td>70-170</td>
<td>Maeda</td>
</tr>
<tr>
<td>3.0</td>
<td>142±57</td>
<td>Gertz</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cerebral Oxygen Metabolism***</th>
<th>μmole/g/min</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.38±0.34</td>
<td>This Work</td>
</tr>
<tr>
<td>1.0</td>
<td>(0.6-1.7)</td>
<td>Zhu</td>
</tr>
<tr>
<td>2.0</td>
<td>1.31-2.96</td>
<td>Cui</td>
</tr>
<tr>
<td>3.0</td>
<td>1.5-3.2</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Penetrating Arteriole Vessel RBCs</th>
<th>mmHg</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>69.2±1.0</td>
<td>This Work</td>
</tr>
<tr>
<td>1.0</td>
<td>68±17</td>
<td>Sakadzic</td>
</tr>
<tr>
<td>2.0</td>
<td>65.6±1.69</td>
<td>Charpak</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Capillary RBCs</th>
<th>mmHg</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>38.4±4.0</td>
<td>This Work</td>
</tr>
<tr>
<td>1.0</td>
<td>43.3±2.0</td>
<td>Bailey</td>
</tr>
<tr>
<td>2.0</td>
<td>36-56</td>
<td>Sakadzic</td>
</tr>
<tr>
<td>3.0</td>
<td>66.3±1.6</td>
<td>Charpak</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Draining Venule Vessel RBCs</th>
<th>mmHg</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>35.8±3.0</td>
<td>This Work</td>
</tr>
<tr>
<td>1.0</td>
<td>~35-48</td>
<td>Sakadzic</td>
</tr>
<tr>
<td>2.0</td>
<td>39.4±0.7</td>
<td>Charpak</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Brain Tissue</th>
<th>mmHg</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>22.2±11.2</td>
<td>This Work</td>
</tr>
<tr>
<td>1.0</td>
<td>18-40</td>
<td>Erecinska</td>
</tr>
<tr>
<td>2.0</td>
<td>23</td>
<td>Charpak</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mitochondria</th>
<th>mmHg</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>21.9±11.1</td>
<td>This Work</td>
</tr>
<tr>
<td>1.0</td>
<td>~20</td>
<td>Mik</td>
</tr>
<tr>
<td>2.0</td>
<td>14.6±4.1</td>
<td>Bailey</td>
</tr>
</tbody>
</table>

*Rat Measurement
Omitting Data Set 2
***The entire range of computed values from data set 1-4 is indicated with a horizontal bar
Oxygen exchange

Vascular Oxygen Tension. Oxygen tension predictions in the blood vessels were compared to recent in vivo two-photon PO$_2$ microscopy mouse experiments$^{60}$ which measured arterial and venous RBC oxygen at different cortical depths. Figure 28C and Table X show that the predicted penetrating arteriole RBC oxygen content is fairly uniform between cortical layers, with an average of 69.2±1.0mmHg. The difference between the predicted arterial oxygen tension and measurements was less than 10%, which falls within the range of experimental error. The predicted venous RBC oxygen tension was between 34.2-41.3mmHg. These results agree with the venous RBC oxygen tension of 39.4±0.7mmHg recently measured by the Charpak$^{60}$ lab.

Tissue oxygen tension. Figure 29 illustrates the simulated oxygen tension for the extravascular space. Figure 29A shows that the tissue oxygen tension is everywhere lower than the arteriole and venule oxygen tension. The mean tissue oxygen tension was found to be 22.2±11.2mmHg, which is 45.1mmHg lower than the mean arterial tension, 67.3±3.6mmHg, and 16.0mmHg lower than the average venule, 38.2±9.0mmHg. Total oxygen consumption in different compartments is summarized in Figure 29B. Accordingly, tissues near arterioles (within a distance<10μm) were predicted to have higher oxygen metabolism, followed by tissues in the vicinity of venules. The average CMRO in the more distant tissues (distance>10μm) amounted to 1.15±0.93μmole/g/min.
Figure 27 Depiction of the anatomical hierarchy of arterial, venous and capillary microvessels in the primary somatosensory cortex for the first data set. Vessels are painted in colors corresponding to the blood pressure depicting arteries in red and veins in blue. Large surface pial vessels distribute blood along the surface of the cortex, and feed penetrating arterioles. Penetrating arterioles divert blood into deeper cortical layers. The capillary bed distributes blood uniformly in all directions. Venules collect the blood from the capillary bed and return it to the cortical surface. Pial veins convey the venous blood from the surface to the sinuses.
Figure 29C-F reports characteristic oxygen concentration profiles in the tissue for all four data sets. The high resolution of extravascular oxygen tension was calculated using fine mesh discretization discussed in the Supplemental Information. Three-dimensional oxygen tension patterns in blood vessels are depicted in Figure 26I. Here, tissue oxygen tension is plotted along three rays collinear with the x, y and z axes penetrating the domain center as depicted in the inlay of Figure 29C. Along all directions, the profiles show tissue oxygen tension spikes in the vicinity penetrating arterioles, whose locations are marked with red dotted lines. Oxygen tension is also elevated around draining venules marked with dotted blue lines. Between vessels, the tissue oxygen tension is relatively uniform with a mean of 22.2±11.2mmHg. This fairly even oxygen tension falls within the physiological range of 18-40 mmHg, which is highlighted as a gray shaded box for clarity. Although the boundary zones follow similar trends, they are omitted in Figure 29 to limit the analysis to the core. Reported profiles were invariant to finer mesh resolutions with edge lengths of 6.6μm, thus demonstrating mesh independence (see Supplemental Information).

**Prediction of intracellular oxygen gradients**

Subcellular oxygen tensions in the ECS, neuronal cytoplasm and neuronal mitochondria were predicted using the vectorized neuronal and glial data in combination with the spatial distribution procedure illustrated in Figure 30A for the glial mitochondria and Figure 30A B for neuronal mitochondria. For cortical layers I-IV oxygen tension differences between the ECS, neuronal cytoplasm and neuronal mitochondria are displayed in Figure 30A C. The schematic in Figure 30A D illustrates the differences between the ECS, neuronal cell cytoplasm (N), glial cell cytoplasm (G) and mitochondrial oxygen tension. The mean oxygen tension in the cytoplasm of the neurons in the four layers is 25.90±11.15mmHg, slightly lower than the oxygen tension in the extracellular space (25.91±11.16mmHg). The oxygen gradient across the neuronal cell membrane was $134\times10^{-6}$mmHg.
Figure 28 Comparison of predicted hematocrit distribution, RBC velocity and RBC oxygen tension to measured data. 

A. The predicted capillary RBC velocity matches measurements acquired with high-speed camera laser-scanning confocal microscopy\(^8^\). Both simulation and experiment show that more than 88% of RBCs travel at speeds below 2mm/s. 

B. The PDF for capillary hematocrit shows that the majority of capillaries have a hematocrit between 0.25-0.50 comparing well to two-photon measurements.\(^6^0\) 

C. Mean RBC oxygen tension at different depths from the cortical surface (50-500μm). Bars indicate arterial (red), capillary (gray) and venous (blue) RBC oxygen tension compared to measured data\(^6^0\) drawn as lines with connected dots in red for arteries and veins in blue.
The oxygen tension in the neuronal cytoplasm was $250 \times 10^{-6}$ mmHg above the mitochondria as shown in Figure 30C. Intracellular oxygen tension was simultaneously predicted for glial cells. The oxygen tension in the glial cytoplasm is $25.90 \pm 11.16$ mmHg, which is $134 \times 10^{-6}$ mmHg below the surrounding ECS. It should be noted that both kinetic models of oxygen consumption yield comparable oxygen metabolism rates. However, only the mitochondrial model allows predicting oxygen gradients between the ECS, the cytoplasm and the mitochondria. The first order oxygen metabolism model does not resolve individual intracellular oxygen differences because the three compartments are lumped.

Path analysis

To better understand spatial variations of hemodynamic states, path analysis from all arterial inlets to venous outlets was performed. Blood pressure, hematocrit, RBC saturation and plasma oxygen tension trajectories along several representative paths for mouse one were analyzed and plotted as a function of diameter in Figure 31. Each path begins at an arterial inlet and follows the direction of blood flow, making random choices at each bifurcation, thus traversing the capillary bed and returning to the surface through a draining pial vein. All possible paths were enumerated and the maximum and minimum pressures are painted as shaded regions in Figure 31B-F. The average trajectory of each hemodynamic state was plotted as a black solid line.

The pressure was recorded for all paths for each of the four data sets, and the average pressure drop is shown in Figure 31B. Minimum and maximum pressure along all paths (data not shown) are depicted as a shaded region. Blood pressure decreases monotonically in each path displayed in Figure 31C, which is consistent with the flow direction of the blood supply. The pressure drop is steepest in capillaries ($d<10\mu m$) including small vessels fed by adjacent penetrating arterioles. The locations of these steep pressure drops suggest that the capillary bed is the major site of blood flow resistance.
Figure 29 Oxygen tension in the murine cortical tissue. A. Average oxygen tension in the arterioles, tissue and venules in all four data sets, standard deviation as capped lines. The tissue is an oxygen sink and therefore lower than both arteries and veins. B. Oxygen metabolism as a function of proximity to penetrating vessel. Oxygen tension along a ray passing through the center of each of the four data sets (C-F) in the x-direction, y-direction, and z-direction. Dotted vertical lines illustrate the position of penetrating arterioles (red) and penetrating venules (blue), gray box indicates experimentally measured oxygen tension in the murine cortex (18-40mmHg).
In addition, five representative paths were traced individually in the first data set and are drawn as solid lines of different colors as illustrated in Figure 31A. The hemodynamic states of blood pressure, hematocrit, RBC saturation and plasma oxygen tension were taken along each of these paths. Hematocrit tends to concentrate in deep reaching penetrating arterioles due to plasma skimming as shown in Figure 31D. For example, in some paths (green path), the hematocrit of penetrating arterioles rises to $H_d=0.60$ which is higher than its pial supply vessel of $H_d=0.35$. Paths connecting to the capillary bed closer to the surface (orange path), tend to have lower hematocrit than paths traveling deeper into the cortex. The RBC content in the capillary bed is highly variable depending on the location and hematocrit of its feeders. Some segments are more concentrated, $H_d=0.60$, or more dilute, $H_d=0.11$, than the systemic hematocrit. In venules, the highly variable red blood cell concentration in the capillaries is remixed. Therefore, the discharge hematocrit in draining veins returns to $H_d=0.35$.

The RBC oxygen saturation remains fairly constant at 83% in the thick-walled surface arteries and penetrating arterioles as depicted in Figure 31E. Oxygen saturation then drops dramatically where the penetrating arterioles feed the thin-walled capillary bed. Depending on the path, RBC saturation decreased anywhere to 10% (purple and blue path) to very low values (green and orange path) in the capillary bed. This variability in oxygen saturation in the capillary bed depends on the path length and orientation. All paths eventually feed into the draining venules, from highly concentrated (58%, blue path) to low saturation (45%, orange path). This variability in RBC saturation is reflected in the plasma oxygen tension depicted in Figure 31F.
Figure 30 Predicted tissue, cellular, and intercellular oxygen gradients. Mitochondria were spatially distributed to different location with the respect to the cell nucleus according to a cell-specific PDF: A. PDF for mitochondria location around glial nucleus (x=0mm) B. PDF of mitochondria in neurons. C₁-C₄. Oxygen tension gradient between ECS and neuronal cytoplasm (ΔEN), neuronal cytoplasm and mitochondria (ΔNM), ECS and glial cell cytoplasm (ΔEG), and glial cell cytoplasm to glial mitochondria (ΔGM) are reported for cortical layers I-IV. D. Illustration of the differences between the ECS, neuronal cell cytoplasm (N), glial cell cytoplasm (G) and mitochondrial oxygen tension.
**Discussion**

The complex interaction of microcirculatory network topology, oxygen metabolism and hemodynamics was quantified by detailed simulations reaching down to the cellular level. Microvessels were labeled by size, cortical depth and hierarchy. Non-Newtonian biphasic hemodynamics, RBC velocity, RBC saturation and oxygen turnover were predicted throughout the primary somatosensory cortex of four animals. Intracellular oxygen gradients between the cytoplasm and mitochondrial oxygen tension inside neurons and glial cells were also computed. Through the interrogation of every path through the cortical blood supply, a quantitative picture of all *hemodynamic state transitions* inside the microcirculation emerges. The computational results identify capillaries adjacent to feeding arterioles and the capillary bed (d<10μm) as the major site of hemodynamic resistance.

**Hemodynamics and variability along microcirculatory paths**

Simulations show that even capillaries with identical blood flow, caliber and path length may convey red blood cells at different velocities. Though capillary diameter and path length contribute to blood flow resistance, the variability of RBC velocity within the capillary bed depends on hematocrit fluctuations. Plasma skimming concentrate RBCs in deeper reaching penetrating arterioles, while paths near the surface tend to be more dilute. Concentration of red blood cells in the penetrating arterioles ensures that deep tissue near the gray-white matter interface is well-supplied with oxygen and nutrients. The kinematic plasma skimming method (KPSM) was chosen over prior models because it can compute RBC splitting at trifurcations and higher order vessel junctions. Table X offers a comprehensive comparison of all predications against known experimental results. It shows that our model agrees reasonably with most known experimental values at the macroscopical blood flow level as well as subcellular properties such as mitochondrial oxygen tension.
Figure 31 Path analysis in a representative data set (mouse one). A. Anatomy of the cortical microcirculation with five typical flow paths. Each path follows the blood flow from an inlet pial artery through the capillary bed returning to the surface via draining venules. B1-B4. Mean pressure paths and range of microcirculatory blood pressure shown for all four data sets. Light gray shaded box indicates the capillary bed (vessels with diameter<10μm), where the main pressure drop occurs. This shaded region includes pre-capillary arterioles, capillaries and post-capillary venules. C-F. The computed hemodynamic trajectory of each flow path is reported for C. blood pressure, D. discharge hematocrit, E. RBC saturation, and F. plasma pO2. Upper and lower ranges of all paths (only five individual paths are shown) are drawn as a gray shaded region, illustrating the heterogeneity of the capillary bed. Averages of all paths are drawn as a black line. Note that averages do not well characterize the wide variety of hemodynamic state transitions that occur in the capillary bed.
Like hematocrit, RBC oxygen tension varies little in the surface pial arteries. Below the cortical surface in the microcirculation, the random arrangement of the blood vessels creates a multiplicity of paths producing a wide spectrum of blood pressures, hematocrit and RBC tensions. The path analysis further shows that blood pressures, hematocrit and oxygen tension cannot be attributed to blood vessels by diameter or membership within an ordered hierarchy. Moreover, there is no “standard” trajectory of hemodynamic state transitions; this finding has important implications for experiments.

Individual experimental point measurements only describe a single path, which in general do not coincide with other paths in the same cortical section or those acquired in a different animal. Discrepancies reported in the literature may not indicate experimental error, but merely reflect the wide variability of the natural hemodynamic states in the microcirculation. In order to confirm our predictions of the variance in the capillary bed, numerous measurements in three dimensional tissue samples instead of point measurements are needed.

**Microcirculatory resistance distribution**

The path analysis reported in Figure 31B clearly indicated that the largest pressure drops occur in the smallest vessels (d<10μm). Accordingly, it appears that these small vessels contribute the bulk of the hemodynamic resistance. While this model does not differentiate between pre-capillary arterioles or post-arteriole capillaries, it is clear that the majority of hydraulic resistance lies near and around the capillary bed, and not in the penetrating arterioles. Tracing individual paths through the microcirculation, as indicated by the colored lines in Figure 31C, show that the steepest pressure drops occur in the capillary bed.

**Limitations**

The comparison to experimental data shows that cerebral blood perfusion as well as cerebral oxygen metabolism is at the lower end of the experimental trends indicating a reduced inflow of blood and oxygen. We believe that some microvessels may not have been recognized
by the image reconstruction software so that the current model, although anatomically fairly complete, may still miss vessels present in the real cortex. Overall microcirculatory resistance may have been artificially increased by a systematic underestimation of microvessel inner diameter in the original reconstruction from two-photon images of the murine cortex. This issue was partially compensated for by our choice of a relatively high inlet pressure.

This overestimation of microcirculatory resistance in the original data set was overcome using an alternate method in Schmid et al. By “right-shifting” the entire diameter spectrum of the same microcirculatory networks, the mean inner microvessel diameter increased to 4.5 µm, decreasing overall microcirculatory resistance. Additionally, this separate study computed the hematocrit distribution (and hence hemodynamic resistance) using a discrete RBC-tracking plasma skimming method. It is unclear how this approach of computing microcirculatory hematocrit distribution compares to the plasma skimming method employed in this study. Due to these fundamental changes in the structure of the microcirculatory angioarchitecture and the biophysics of the hemodynamic simulation, this alternative simulation which utilizes the same vessel structure data set cannot be compared to or validated against this study.

The criterion for differentiating between small arterioles and capillaries relied on branching order and vessel diameter; actin and desmin labeling of the parent data set to differentiate between pre-capillary arterioles and post-arteriole capillaries is not available at this time. The original data sets contained arteriolar loops that did not connect to the capillary bed. These non-physiologic “dead-end loops” were corrected by connecting them to the capillary bed to ensure flow through every vessel. None of the four cortical samples had more than 30 dead-end-loops, which is equivalent to less than 0.1% of all blood vessel segments- a minimal change to the original data.

Not all smooth muscle and endothelial cells were detected; therefore the metabolic demands of these cell types could not be incorporated in this study which may underestimate oxygen extraction by muscle cells in the wall of larger arterial vessels. Furthermore, because
the position of mitochondria was not determined, a spatial distribution of mitochondria inside the neurons and glial cells was merely assumed according to a probabilistic density function. Extracellular and mitochondrial oxygen tensions between simulations and experiments matched well, but cytoplasmic oxygen tension is experimentally inaccessible at this time. Because glucose transport, carboxylic acid production, and pH calculation were not addressed in this work, oxygen binding kinetics were computed using a set pH=7.4. A pH sensitive computation of oxygen binding kinetics using the Adair model may be an appropriate step forward. A more complex model of oxygen and glucose metabolism could also shed insight into the controlling factors for CMRO.

Future work

The predicted wide range of hemodynamic values in the capillary bed underscores the difficulty in comparing point measurements between different experiments, animal specimens, laboratories or computer simulations. This work suggests that the variation of blood pressure, flow and oxygen tension may be wider than previously expected. Recent experimental studies of oxygen distribution in the cerebral microcirculation confirm the patchiness of hemodynamic states within the capillary bed. Accordingly, multiple measurements tracing numerous paths from the surface pials down to the capillary bed are needed for meaningful characterization of microcirculatory flow patterns and validation.

The capillary bed, specifically capillaries adjacent to feeding arterioles, was identified as the primary site of flow resistance. While dilation of a single capillary hardly changes global blood flow, a concerted dilation of capillaries in a sizeable cortical subsection would drastically reduce the hemodynamic resistance thus increasing blood perfusion to that region. Accordingly, adjustments of capillary bed resistance may serve to regulate tissue perfusion in response to brain injury. On the other hand, the smooth muscles of arteries and arterioles enable control over blood supply from the cortical surface to the deep layers. This second potentially fast
activation of the arterial blood supply via vasodilation and constriction may be activated during functional hyperemia. Detailed models of cerebral microcirculation such as the system presented here may in the future aide in determining the role of vasoconstriction of arterioles or pericytes in regulating cortical blood perfusion.
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Blood flow computations

Microcirculatory blood flow is modeled as a biphasic suspension composed of a plasma phase and a red blood cell phase. The bulk flow estimations are given in this section; the drift flux computation for the uneven distribution of red blood cells in bifurcations has been described in section Biphasic blood flow computations of this chapter.

Due to the low Womersley numbers (Wo<0.1) in the microvessels, pulsatile motion of blood can be ignored. Additionally, low Reynolds numbers in the microcirculation (Re<1) permit neglecting inertia so that steady conditions may be assumed for bulk flow. The microcirculation is represented as a network of interconnected cylindrical vessel segments. Mass conservation is enforced by the continuity eq. 45. The hydrostatic blood pressure drop across a vessel, $\Delta P$ is the product of the bulk flow, $Q$, through the vessel and its vascular resistance, $\alpha$. Each cylindrical vessel segment is assigned a hydraulic resistance approximated by the viscosity modified Poiseuille Law, described in eq. 46 which is a function of the dynamic viscosity of blood plasma, $\mu$, and the vessel's length, $L$, radius, $R$, and the in vivo viscosity adjustment, $\eta_{vivo}$. The viscosity adjustment depends on vessel radius and discharge hematocrit. The drift flux velocity between the plasma and RBCs is given in eq. 35-36 in the methods section. The bulk and hematocrit fields are solved iteratively until simultaneous convergence. Plasma viscosity was assumed to be 1.0cP; plasma viscosity has been measured to be 1.3cP.

\[
\vec{V} \cdot Q = 0 \tag{45}
\]

\[
\Delta P = Q\alpha = Q \cdot \frac{8\mu L}{\pi R^4} \cdot \eta_{vivo}(R, H_d) \tag{46}
\]
Supplemental 2

Nonlinear biphasic oxygen dissociation

Oxygen dissociation kinetics from oxygen bound on erythrocytes to the plasma was approximated as a first-order reversible reaction, shown in eq. 47. The oxygen dissociation reaction rate from the red blood cells to the plasma, \( \dot{R}_{R \rightarrow P} \), is governed by the first Adair forward reaction rate constant, \( k_f \), the backward dissociation reaction rate constant, \( k_b \), the hematocrit, \( H_t \), and the volume of the cylindrical blood vessel segment, \( V_b \).

\[
\dot{R}_{R \rightarrow P} = H_t V_b \left( k_f C_{HbO_2} - k_b C_{ptO_2} \right)
\]  

By introducing the equilibrium constant, \( K_{eq} = k_b / k_f \), the backward reaction rate constant can be eliminated as shown in eq. 48. The introduction of the equilibrium constant into the dissociation kinetics guarantees the reaction rates obey the Hill equation at equilibrium.

\[
\dot{R}_{R \rightarrow P} = H_t V_b k_f \left( C_{HbO_2} - K_{eq} C_{ptO_2} \right)
\]  

The equilibrium constant is equal to the ratio of the freely dissolved plasma oxygen concentration, \( C_{ptO_2} \), over the bound oxygen concentration shown in eq. 49. The bound oxygen concentration is the product of the total oxygen carrying capacity of RBC, \( \beta \), and the hemoglobin saturation, \( S \). Hemoglobin saturation is a function of plasma oxygen tension, \( pO_2 \), defined as the product of the plasma free oxygen concentration and the Henry’s solubility of oxygen in plasma, \( \alpha_{pt} \).

\[
K_{eq} = \frac{\beta \cdot S(C_{ptO_2} \cdot \alpha_{pt})}{C_{ptO_2}} \quad S(pO_2) = \frac{1}{1 + (P_{50}/pO_2)^n}
\]  

The physiological equilibrium saturation of RBC is determined by the Hill equation\(^{81-82}\), which describes hemoglobin saturation in terms of the oxygen tension at 50% oxygen saturation, \( P_{50} \), and the Hill coefficient, \( n \), defined in Table IX. A constant value of pH=7.4 was assumed.
**Supplemental 3**

**Distribution of surface area for each data set**

The distribution of vessel surface area between pial arteries, penetrating arterioles, capillaries, penetrating venules and pial veins was determined for each data set as shown in Table XI. The distribution of surface area to capillaries was over-represented in data set 2, and penetrating arterioles and venules were below standard deviation when compared to the average of all four data sets. Low blood flow and tissue perfusion were computed this second data set, indicating that these statistical morphological variations affect the microcirculatory hydraulic resistance.
<table>
<thead>
<tr>
<th>Data Set</th>
<th>Mouse 1</th>
<th>Mouse 2</th>
<th>Mouse 3</th>
<th>Mouse 4</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pial Arteries</td>
<td>2.6%</td>
<td>3.9%</td>
<td>3.6%</td>
<td>3.8%</td>
<td>3.5±0.5%</td>
</tr>
<tr>
<td>Penetrating Arterioles</td>
<td>1.3%</td>
<td>0.5%</td>
<td>1.9%</td>
<td>2.9%</td>
<td>1.6±0.9%</td>
</tr>
<tr>
<td>Capillaries</td>
<td>88.5%</td>
<td>93.1%</td>
<td>87.8%</td>
<td>87.1%</td>
<td>89.1±2.4%</td>
</tr>
<tr>
<td>Penetrating Venules</td>
<td>2.0%</td>
<td>0.8%</td>
<td>2.7%</td>
<td>2.4%</td>
<td>2.0±0.7%</td>
</tr>
<tr>
<td>Pial Veins</td>
<td>5.5%</td>
<td>1.7%</td>
<td>4.0%</td>
<td>3.9%</td>
<td>3.8±1.4%</td>
</tr>
</tbody>
</table>
**Supplemental 4**

**Mesh Independence Investigation**

This section demonstrates that computer predictions of the coupled hemodynamics and oxygen transport models were independent of mesh discretization. The edge length for the extravascular domain was gradually refined for each data set. The cylindrical vessel segments in the network were also refined so that the arc length of each vessel was commensurate with the edge length of the mesh. Predictions stabilized when edge length was in the order of 5-10μm as exemplified for total oxygen extraction shown in Figure 32. For the finest mesh resolution (6.6μm), more than 3 million equations had to be solved iteratively with an over-relaxed Gauss Seidel method requiring 14-24 CPU hours.
Figure 32 Mesh Independence Study. Oxygen extraction and profiles (data not shown) was computed for different edge lengths for each data set. In coarse meshes (50-100 μm), oxygen extraction was sensitive to edge length. As the computational domain for solving the reaction-diffusion equations was gradually refined, oxygen transport was no longer affected. For all four data sets mesh independence was achieved between 2.5-3.0 million equations corresponding to an approximate mesh edge length of 6.6 μm.
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Hierarchy of Hydraulic Resistance

The hydraulic conductivity as a function of branch order from the penetrating arteriole may be of interest in further determining the spatial distribution of resistance in the microcirculation. Each vessel within the capillary bed was assigned a minimum branch order based on the number of vessels traversed from its corresponding feeding penetrating arteriole. Should a vessel be connected by multiple paths to one or more penetrating arterioles (as is the case in the naturally anastomosed and highly interconnected capillary bed), the minimum order of branches to a penetrating arteriole was recorded. This categorization was limited as higher order capillaries could not be reliably categorized due to the multitude of feeding penetrators. As such, capillaries with branch order 7 or higher were excluded from the investigation.

Mean capillary diameter was plotted against branch order as shown in Figure 33A. Capillaries narrowed slightly as they increase in branching order, from 5μm at the first order branch to 4.1μm at the 4th through 7th order branches. This led to a corresponding increase in capillary hydraulic resistance as shown in Figure 33B. The average hydraulic resistance of capillaries connected to the feeding arteriole is nearly an order of magnitude lower than vessels with a branch order of 4th or higher. Simultaneously, higher branch order capillaries also display a higher variance for both diameter and resistance. This analysis demonstrates that the capillary bed cannot be modeled as a collection of resistors arranged in series. The contributions of high order branches to overall capillary bed resistance are both significant and highly variable.
**Figure 33** Morphological and hydraulic characteristics of the capillary bed as a function of branch order. Average values shown as a red box, distribution of values at each branch order shown in blue. **A.** Diameter of arterioles and capillaries as a function of branch order from the penetrating arteriole. The mean capillary diameter of 5μm decreases slightly with increasing branching order. **B.** Hydraulic resistance of individual vessels as a function of branch order. Mean capillary hydraulic resistance near the feeding arteriole is an order of magnitude lower than vessels with a branch order of 4th or higher.
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V. MORPHOLOGICALLY CONSISTENT MODEL REDUCTION OF BRAIN MICROCIRCULATION ACCURATELY COMPUTES CEREBRAL BLOOD FLOW RESPONSE

Abstract

Treatment of cerebrovascular diseases is often hampered by inaccurate diagnosis of the severity and distribution of underperfused cortical regions. A holistic, whole organ, model of the cortical vasculature would provide key insight into which regions of the cortex are critically low in blood supply and the impact of different intervention options. However, such a model would require complete closure of the arterial and venous cerebral vasculature through the microcirculation – a complex, interconnected microcirculatory structure that encompasses billions of vessels.

In this chapter two model reduction strategies are proposed to close the cerebral circulation, a serial resistance configuration and a conductive plate network. Construction details are described for each model, and their performance is compared on four cortical murine data sets. The serial model demonstrates a wide variation of estimated fractional capillary resistance between the four data sets, 43.20±23.16%, whereas the plate model consistently attributes the majority of the vascular resistance to the capillary bed, 89.14±6.37%. The serial model is unable to accurately predict the changing response to cortical perfusion following variation in arterial blood pressure when compared to the full microcirculation network whereas the plate network performance closely matches the simulated blood flow response.
Introduction

The metabolic demand of the human brain is so great that it demands 20% of the systemic volumetric blood flow. This extraordinary demand of cerebral blood flow is necessary to supply nutrients to neurons during functional activation. Blood flow is continuously shunted and redistributed between different territories of the brain in response to changing neuronal activity. Blood flow is tightly controlled by vasodilation and vasoconstriction of cerebral microvessels. This highly localized control of blood flow to different subsections of the human brain is not well understood, despite decades of study dedicated to the morphology and function of the cerebral microcirculation.

Architecture of the cerebral microcirculation has been studied extensively in humans\textsuperscript{1,2} macaque\textsuperscript{3} and mice\textsuperscript{4,5}. The relationship between blood flow and metabolic oxygen supply in small subsections of the cerebral cortex\textsuperscript{6–8} have been investigated with computational models. These \textit{in silico} models characterize every single blood vessel as cylinders with an assigned length and radii. This faithful representation of the cerebral microcirculatory architecture is computationally expensive. Recent models\textsuperscript{9}, which model <3% of the murine cortex, consist of more than 150,000 microvessels.

This modeling approach cannot be scaled to simulate the entire human brain without a massive increase in computational cost. With a density of 10,000 microvessels per cubic millimeter\textsuperscript{1} and a total volume near 1,500 cm\textsuperscript{3}, such a model of the human brain would consist of over 150 billion vessels. Mathematical methods that do not use matrix inversion or highly parallelizable linear algebra solvers may be deployed to make such a computation possible. However, a model reduction strategy could be deployed to decrease the number of equations needed to simulate the cerebral microcirculation.
Development of a successful model reduction approach requires a detailed investigation of cerebral hemodynamics. As few human data sets are available at this time, a study of the mouse cortex is presented which can be scaled to fit the human cerebrovasculature. The relationship between blood flow, blood pressure and hydraulic resistance has been studied extensively in four different 3D murine cortical subsections. The angioarchitecture of each subsection is divided into five vascular compartments: pial arteries, penetrating arterioles, capillaries, ascending venules and pial veins as shown in Figure 34. A detailed hemodynamic investigation of these five compartments across the four data sets is presented in Table XII. These microvascular compartments are the target of the model reduction presented in this Chapter.

This work presents two model reduction strategies, the serial resistance configuration and the conductive plate model. The serial resistance configuration presents the cerebral microcirculation as a series of resistors, each representing a single microvascular compartment. This approach is typical of whole body circulatory model where individual organs are represented as a single resistor. The conductive plate model retains the morphology of pial surface while simplifying the other vascular compartments. This is achieved by reducing the penetrating arterioles (PA) and ascending venules (AV) to single vessels and simplifying the interconnected capillary bed to a 2D plate.

An analysis of the model reduction strategies is presented, aimed at answering two important physiological questions: What are the relative contributions of arteries, capillaries and veins to the microvascular resistance? Which of the two simple resistance configuration best characterizes microvascular perfusion patterns?
**Figure 34.** The angioarchitecture and hierarchy of cortical microcirculation; the surface pial arteries, penetrating arterioles (PA), capillaries, ascending venules (AV), and pial surface veins in one of the murine data sets. Vessel color corresponds with blood pressure from arterial inlets (red) to venous outlets (blue). Surface pial arteries travel along the cortical surface, narrowing until they descend into the parenchyma as penetrating arterioles. These PA feed the capillary bed, which is in turn drained by ascending venules. The AV journey back to the cortical surface where the empty into the cortical surface veins.
Table XII Morphological and Hemodynamic Parameters of each mouse

<table>
<thead>
<tr>
<th></th>
<th>Mouse 1</th>
<th>Mouse 2</th>
<th>Mouse 3</th>
<th>Mouse 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. Surface Arteries</td>
<td>897</td>
<td>347</td>
<td>180</td>
<td>812</td>
</tr>
<tr>
<td>No. Surface Veins</td>
<td>1740</td>
<td>524</td>
<td>484</td>
<td>1573</td>
</tr>
<tr>
<td>No. PA vessels</td>
<td>1369</td>
<td>930</td>
<td>403</td>
<td>1613</td>
</tr>
<tr>
<td>No. AV vessels</td>
<td>934</td>
<td>384</td>
<td>476</td>
<td>2011</td>
</tr>
<tr>
<td>No. Capillaries</td>
<td>129251</td>
<td>157483</td>
<td>38004</td>
<td>132698</td>
</tr>
<tr>
<td>No. Total Vessels</td>
<td>134191</td>
<td>159668</td>
<td>39547</td>
<td>138707</td>
</tr>
<tr>
<td>No. PA Trees</td>
<td>20</td>
<td>10</td>
<td>24</td>
<td>38</td>
</tr>
<tr>
<td>No. AV Trees</td>
<td>66</td>
<td>39</td>
<td>81</td>
<td>139</td>
</tr>
<tr>
<td>Ratio AV/PA</td>
<td>3.30</td>
<td>3.90</td>
<td>3.38</td>
<td>3.66</td>
</tr>
<tr>
<td>Total No. PA + AV</td>
<td>86</td>
<td>49</td>
<td>105</td>
<td>177</td>
</tr>
<tr>
<td>Cortical Volume, mm$^3$</td>
<td>1.14</td>
<td>1.93</td>
<td>2.84</td>
<td>2.71</td>
</tr>
<tr>
<td>Cortical SA, mm$^2$</td>
<td>1.05</td>
<td>1.18</td>
<td>1.60</td>
<td>1.96</td>
</tr>
<tr>
<td>Perfusion, mL/100g/min</td>
<td>60.61</td>
<td>17.72</td>
<td>62.30</td>
<td>95.01</td>
</tr>
</tbody>
</table>
Methods

In this section the structure of the cerebral microcirculatory angioarchitecture is described, and network blood flow simulations are briefly outlined. Additional details on the network blood flow simulations are presented in previous work. The process of estimating blood flow resistance across each of the five vascular structures is also described. Finally, the construction of both the serial resistance configuration and the conductive plate network is shown. Four murine microcirculatory data sets are utilized during the construction of both the serial and plate models.

Cerebral microcirculatory angioarchitecture

Each data set consists of bifurcating pial arteries traveling along the cortical surface that dive into the cortex as penetrating arterioles as shown in Figure 34. These arteriole trees travel deep into the murine cortex until they feed into the capillary bed, a highly-interconnected network of narrow vessels. This cyclic graph is drained by ascending venules which rise to the top of the cortical surface where they are collected by pial veins. These five microvascular compartments are the target of the model reduction. The pressure drop and blood flow through these five vascular compartments in each of the four data sets is used as training data for the construction of both reduced order models.

Network blood flow simulations

Bulk blood flow is computed throughout the network by enforcing continuity across blood vessel junctions as shown in eq. 50. Each blood vessel is described as a cylindrical element with diameter, \( D \), and length, \( L \). Hydraulic resistance across each vessel is determined with the Hagen-Poiseuille equation described in eq. 51, where the
blood pressure drop across each vessel, $\Delta P$, is equal to the product of the hydraulic resistance, $\alpha$, and the bulk blood flow rate, $Q$. The hydraulic resistance for each blood vessel is a function of vessel length, $L$, diameter, $D$, and blood viscosity, $\mu$. Blood viscosity is a function of vessel diameter and hematocrit\textsuperscript{10}; hematocrit was set to 0.35 for every vessel.

\[ \nabla \cdot Q = 0 \]  
\[ \Delta P = Q \cdot \alpha \] 
\[ \alpha = \frac{128\mu L}{\pi D^4} \]

Boundary conditions are assigned as known pressure values at the arterial inlet and venous outlet of the network, $P_{in}=120\text{mmHg}$ and $P_{out}=5\text{mmHg}$. Bulk blood flow simulation performed on each of the four complete data sets before model reduction are referred to in this chapter as “full simulation” results.

**Resistance computation for each vascular group**

Blood vessels in each data set are labeled as described in the previous Chapter, forming delineated vessel groups, $g$, as shown in Figure 34. The feeding vessels for each group are identified and their diameter, $D_i$, and pressure, $P_i$, are taken from the full simulations for all inlet vessels, $N_{in}^g$. The mean inlet pressure, $\bar{P}_{in}^g$, is computed using a fourth power diameter weighted average as described in eq. 52. The mean outlet pressure, $\bar{P}_{out}^g$, is computed in a similar fashion for all outlet vessels, $N_{out}^g$. 


The arrangement of vessels in the penetrating arteriole vascular group requires a different approach to determine mean inlet and outlet pressure. Each of these groups is composed of several structurally independent trees, each with one inlet and multiple outlets. The mean inlet and outlet pressure for each tree is determined using the same approach described above. The mean inlet and outlet pressure for the entire vascular group is reported as the tree inlet diameter weighted average. The same process was repeated for ascending venules. If the mean outlet pressure of an upstream group (i.e. pial arteries) did not match the mean inlet pressure of a downstream group (i.e. PA), then the higher of the values was assigned as the pressure for both.

The hydraulic vascular resistance, $\alpha^g$, for each group is determined as shown in eq. 53, from the average pressure drops across the group and the bulk blood flow through the group, $Q^g$, taken from the full simulation results. The hydraulic resistance for each vessel group, $g$, is determined from the blood flow and pressure drop.

$$\alpha^g = \frac{\bar{p}_{in}^g - \bar{p}_{out}^g}{Q^g}$$

Serial resistance configuration

The serial resistance configuration is constructed as a set of five resistors, one for each vascular group, connected in series as shown in Figure 35A. The resistance of each vascular group is determined in two steps.
Figure 35. Generation of simplified blood flow models. A. Schematic of the serial resistor configuration and B. the conductive plate network. Resistances were fitted at nominal conditions of arterial inlet pressure of 120mmHg and venous outlet pressure of 5mmHg for all groups; surface pial arteries, penetrating arterioles, capillaries, ascending venules and surface pial veins.
In the first step, the resistance of each vascular group in each of the microcirculatory mouse networks is determined using the resistance computation described above. The results of these computations are described in detail in Table. In the second step, the vascular resistance of each group is averaged across all four data sets to determine the final vascular resistances of each group as shown in Table. The total hydraulic resistance across the entire structure was computed as the sum of the *serial resistors*.

**Conductive plate network**

The *conductive plate network* is an improved version of an earlier concept separately propositioned by Duvernoy\(^2\) and Kleinfeld\(^11\). As shown in Figure 35B, surface pial arteries are not modified from the original data set. Individual penetrating arterioles are reduced from a branching tree to a single vessel connecting the surface pial arteries to the capillary bed.

The resistance for each PA in each data set is determined using eq. 52 and 53 which is then plotted as a function of the feeding penetrating arteriole diameter (92 total). Using data collected from all four data sets, a fourth order linear regression is performed. The resulting diameter-resistance relationship, given in Figure 36A, is used to estimate the hydraulic resistance of each penetrating arteriole, \(R^2=0.4404\). Penetrating arteriole tree resistance is modeled as a function of the reciprocal diameter to the fourth power mirroring the form of the Hagen-Poiseuille equation.
Table XIII Hemodynamic parameters of each vessel structure

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mouse 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pin, mmHg</td>
<td>120.00</td>
<td>87.35</td>
<td>45.41</td>
<td>19.89</td>
<td>7.82</td>
</tr>
<tr>
<td>Pout, mmHg</td>
<td>87.35</td>
<td>45.41</td>
<td>19.89</td>
<td>7.82</td>
<td>5.00</td>
</tr>
<tr>
<td>ΔP, mmHg</td>
<td>32.65</td>
<td>41.94</td>
<td>25.52</td>
<td>12.07</td>
<td>2.82</td>
</tr>
<tr>
<td>Resistance, mmHg·s/nL</td>
<td>2.63</td>
<td>3.38</td>
<td>2.05</td>
<td>0.97</td>
<td>0.23</td>
</tr>
</tbody>
</table>

|         |            |     |      |     |            |
| **Mouse 2** |            |     |      |     |            |
| Pin, mmHg       | 120.00 | 118.39 | 101.50 | 11.31 | 7.26 |
| Pout, mmHg      | 118.39 | 101.50 | 11.31 | 7.26  | 5.00 |
| ΔP, mmHg        | 1.61   | 16.89 | 90.19 | 4.05  | 2.26 |
| Resistance, mmHg·s/nL | 0.26  | 2.74  | 14.62 | 0.66  | 0.37 |

|         |            |     |      |     |            |
| **Mouse 3** |            |     |      |     |            |
| Blood Flow, nL/min | 31.89 | 31.89 | 31.89 | 31.89 | 31.89 |
| Pin, mmHg       | 120.00 | 118.45 | 89.51 | 32.53 | 16.38 |
| Pout, mmHg      | 118.45 | 89.51  | 32.53 | 16.38 | 5.00 |
| ΔP, mmHg        | 1.55   | 28.94 | 56.98 | 16.15 | 11.38 |
| Resistance, mmHg·s/nL | 0.05  | 0.91  | 1.79  | 0.51  | 0.36 |

|         |            |     |      |     |            |
| **Mouse 4** |            |     |      |     |            |
| Blood Flow, nL/min | 46.32 | 46.32 | 46.32 | 46.32 | 46.32 |
| Pin, mmHg       | 120.00 | 92.27 | 48.45 | 22.42 | 8.92 |
| Pout, mmHg      | 92.27  | 48.45 | 22.42 | 8.92  | 5.00 |
| ΔP, mmHg        | 27.73  | 43.81 | 26.03 | 13.50 | 3.92 |
| Resistance, mmHg·s/nL | 0.60  | 0.95  | 0.56  | 0.29  | 0.08 |
Table XIV Fractional vascular resistance of the *Serial Resistance Configuration*

<table>
<thead>
<tr>
<th></th>
<th>Surface Arteries</th>
<th>Penetrating Arterioles</th>
<th>Capillaries</th>
<th>Ascending Venules</th>
<th>Surface Veins</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mouse 1</td>
<td>28.39</td>
<td>36.47</td>
<td>22.19</td>
<td>10.49</td>
<td>2.45</td>
</tr>
<tr>
<td>Mouse 2</td>
<td>1.40</td>
<td>14.68</td>
<td>78.43</td>
<td>3.52</td>
<td>1.96</td>
</tr>
<tr>
<td>Mouse 3</td>
<td>1.35</td>
<td>25.17</td>
<td>49.55</td>
<td>14.04</td>
<td>9.90</td>
</tr>
<tr>
<td>Mouse 4</td>
<td>24.12</td>
<td>38.10</td>
<td>22.64</td>
<td>11.74</td>
<td>3.41</td>
</tr>
<tr>
<td>Average</td>
<td>13.82±12.53</td>
<td>28.60±9.45</td>
<td>43.20±23.16</td>
<td>9.95±3.92</td>
<td>4.43±3.20</td>
</tr>
</tbody>
</table>
Figure 36. Linear regression of vascular resistance of penetrating vessels as a function of root diameter: A. penetrating arterioles (N=92) B. penetrating venules (N=325). Regression formula and $R^2$ shown in boxed insets. The regression formula was used to assign penetrating arteriole and venule resistances in the conductive plate network.
Surface veins and ascending venules were treated similarly to their arterial counterparts; surface pial veins are unmodified while ascending venules are reduced to a single vessel linking the capillary bed to the surface pial veins. Estimation of ascending venule resistance as a fourth order function of draining venule diameter ($R^2=0.0520$) is described in Figure 36B which utilizes all 325 ascending venules across the four data sets.

Penetrating arterioles and venules are connected to a two-dimensional conductive plate representing the capillary bed. This conductive plate was constructed as a 2D evenly spaced square lattice with dimensions of 1.5mm×1.5mm with grid spaces every 50µm resulting in a 30×30 framework. Venules are connected to the closest grid point on the 2D capillary conductive plate. These grid points are excluded when connecting the penetrating arterioles to the capillary bed. This exclusion prevented penetrating arterioles from connecting directly to ascending venules which would create an arteriovenous malformation and bypass the resistance of the capillary bed.

Each arc of the grid is treated as a cylindrical vessel with a diameter and hydraulic resistance as computed by eq. 51. The diameter of all capillaries is kept consistent for the entire plate, which is determined by a linear fitting function from the number of PA and AV. This function was constructed in two steps.

In the first step, the optimal conductance, $c$ (the reciprocal of resistance), of the capillary bed for each data set was computed as the outcome of a minimization problem. Blood flow through the conductive plate network, $\hat{Q}$, is a function of the plate conductance. The optimal plate conductance is obtained by minimizing the residual, $R$, between the conductive plate network blood flow, $\hat{Q}$, and the full model blood flow, $Q$, as given in
system 54. This is repeated across all four data sets as shown in Figure 37, and is reported as the length independent conductance for Mouse 1 (165.79), Mouse 2 (99.69), Mouse 3 (296.85), and Mouse 4 (597.33nL/mmHg/s/μm).

\[
\min_{\hat{c}} R = (Q - \hat{Q}(c))/Q
\]

In the second step, the optimal plate conductance is determined as a linear function of the number of PA and AV as shown in Figure 38A, \( R^2 = 0.9738 \). Linear functions of cortical surface area \( (R^2 = 0.8875) \), cortical volume \( (R^2 = 0.4319) \), and for the number of PA alone \( (R^2 = 0.9434) \) were also considered as shown in Figure 38B-D. However, the linear function of plate conductance dependent on the combined count of PA and AV is selected because this method demonstrated the tightest fit. This computed plate conductance is then transformed into an assigned capillary diameter by inverting the Hagen-Poiseuille equation. For this inversion a capillary viscosity of \( 1.191 \times 10^{-5} \) mmHg·s is assigned, the computed in vitro viscosity of a capillary with a diameter of 4.5μm and a discharge hematocrit of 0.35.

The resistance for each group is then determined using the group resistance procedure described previously. The resistance of each vascular group in each data set, including averages across all groups, is described in detail in Table.
Figure 37. Capillary plate conductance optimized to match the inlet arterial blood flow between the conductive plate model, $\hat{Q}$, and the full microcirculation network, $Q$. Plate conduction was varied by adjusting the uniform capillary diameter of the plate network until $|R|<0.10$. Final optimized capillary plate conduction was 165.79 (Mouse 1), 99.69 (Mouse 2), 296.85 (Mouse 3), and 597.33.14fL/mmHg/s/µm (Mouse 4). The dependent control variable of the optimization routine is reported independent of cylinder length, i.e. conduction / arc length.
Figure 38. Optimized length independent capillary plate conductance as a function of A. number of PA and AV, B. number of PA, C. cortical surface area, and D. the cortical volume of each data set. The linear fit of number of PA and AV to capillary plate conductance is the tightest fit ($R^2=0.9738$).
Results

Resistance distributions across each vessel group were compared between all four data sets for both the serial resistance configuration and the conductive plate network. The blood flow response of each model reduction strategies is compared to the performance of the full network model.

Resistance distribution

Resistances are compared for each vessel group in each data set for the serial resistance configuration as shown in Figure 39 and in Table . The serial model describes the vascular resistance as being evenly distributed between surface arteries, PA and the capillary bed for both Mouse 1 and 4. Mouse 2 and 3 have the majority of their vascular resistance residing within the capillary bed. In all four data sets, the serial model assigns little resistance to the AV or surface pial veins. The average fractional resistance distribution for the surface pial arteries (13.82±12.53%), PA (28.60±9.45%), capillaries (43.20±23.16%), AV (9.95±3.92%), and surface pial veins (4.43±3.20%) demonstrates a high variation between data sets.

Hydraulic resistances for each vessel group in the conductive plate network were determined using eq. 52 and 53. This computation was performed for each data set. Results are reported as a fractional resistance distribution in Figure 40 and in Table . The capillary bed is the major site of the microvascular resistance for Mouse 1 (89.73%), Mouse 2 (99.25%), Mouse 3 (84.98%) and Mouse 4 (82.61%) with an average of 89.14±6.37%. The fractional resistance attributed to the surface arteries (3.07±2.41%), the PA (1.81±1.11%), the AV (3.20±3.04%), and the surface veins (2.78±2.55%) is consistently low in all four data sets.
**Blood flow response**

Cortical perfusion was predicted for a wide range of physiological pressure drops using the *serial resistance configuration* and the *conductive plate network* in Figure 41A-D for all data sets. Inlet arterial pressure was varied from 100-140mmHg while the venous pressure was kept fixed at 5mmHg. Performance of the *serial* model, shown as a red line, and *plate* model, shown as a blue line, are compared against the performance of the full network model which is shown as a green line. In all four data sets, the *conductive plate model* more reliably predicts the blood flow response of the full microcirculatory network than the *serial resistance configuration*. Comparison of the computed perfusion of each model at an arterial inlet pressure of 120mmHg demonstrates that the *conductive plate* predictions ($M_1=1.67\%$, $M_2=70.40\%$, $M_3=6.15\%$, $M_4=13.36\%$) are much closer to the full network results than the serial resistance configuration ($M_1=8.90\%$, $M_2=119.25\%$, $M_3=57.59\%$, $M_4=70.79\%$).
<table>
<thead>
<tr>
<th></th>
<th>Surface Arteries</th>
<th>Penetrating Arterioles</th>
<th>Capillaries</th>
<th>Ascending Venules</th>
<th>Surface Veins</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mouse 1</td>
<td>6.96</td>
<td>2.68</td>
<td>89.73</td>
<td>0.26</td>
<td>0.36</td>
</tr>
<tr>
<td>Mouse 2</td>
<td>0.52</td>
<td>0.06</td>
<td>99.25</td>
<td>0.06</td>
<td>0.11</td>
</tr>
<tr>
<td>Mouse 3</td>
<td>1.81</td>
<td>1.65</td>
<td>84.98</td>
<td>6.23</td>
<td>5.33</td>
</tr>
<tr>
<td>Mouse 4</td>
<td>2.99</td>
<td>2.84</td>
<td>82.61</td>
<td>6.23</td>
<td>5.33</td>
</tr>
<tr>
<td>Average</td>
<td>3.07±2.41</td>
<td>1.81±1.11</td>
<td>89.14±6.37</td>
<td>3.20±3.04</td>
<td>2.78±2.55</td>
</tr>
</tbody>
</table>
Figure 39. Fractional resistance distribution between the five microcirculatory vascular compartments determined by the *serial resistor configuration*. The *serial* model gives different values for each group including the capillary resistance in the four data sets. The average resistance of each vascular compartment does not adequately represent any of the four data sets.
Figure 40. The distribution of fractional resistance as determined by the conductive plate network. The plate model gives similar values for each group with most of the vascular resistance residing in the capillary bed for all four data sets. The average resistance value of each vascular compartment accurately characterizes all four of the mouse data sets.
Figure 41. Cortical perfusion as a function of arterial inlet blood pressure for the full network (blue), serial resistor configuration (red) and conductive plate network (green). Changing blood flow response for the full network model and both model reduction approaches are shown for A. Mouse 1, B. Mouse 2, C. Mouse 3, and D. Mouse 4. The perfusion predictions of the plate model are consistently closer to the results of the full network than the blood perfusion computed by the serial configuration.
Discussion

Model Construction

In this chapter, the construction of both the serial resistance configuration and the conductive plate network are presented in detail. These methods are proposed as possible approaches to connect the feeding arteries to the draining veins along the pial surface of the brain, creating closure for a full cerebral circulatory model. The approach presented here in the mouse cortex model is constructed in a manner that can be scaled and applied to the human brain.

The proposed serial resistance configuration, while simple, neglects structural differences between each data set and attempts to represent the cerebral microcirculation as a lumped model. This serial model cannot account for connecting multiple feeding arterioles to multiple draining venules.

The conductive plate network retains the structure of the pial surface arteries and veins as well as the number of penetrating arterioles and ascending venules. The vascular resistance of both PA and AV was determined using a reciprocal fourth power function. While these methods provide a good fit approximating resistance in arteriole and venule trees with a base diameter less than 12µm, this approach underestimates vascular resistance in trees with wider base vessels. However, only 13.33% of PA and AV trees have a base diameter greater than 12µm.

As the majority of the microcirculatory resistance resides in the capillaries and vascular resistance is inconsistent between data sets do, it is necessary to scale the capillary bed conductance for each individual mouse cortex. The total count of PA and AV is more
closely correlated with the blood flow perfusion of each set than cortical surface area, cortical volume or the number of PA alone.

Resistance variation lower in the plat network

The fractional capillary resistances computed using the serial resistance configuration for the four data sets differed substantially (43.20±23.16%). This high degree of variation indicates that the serial configuration fails to consistently delineate the relative resistance contributions of arterioles, capillaries and veins.

However, the fractional capillary resistance computed by the conductive plate network is relatively even between data sets (89.14±6.37%). The plate model also characterizes the capillary bed as the site of the major microcirculatory resistance in all four data sets. The plate model clearly identifies the capillary bed as the major site of vascular resistance distribution in the cerebral microcirculation.

Conductive plate blood flow response matches full simulation

An investigation of the blood flow response to changing arterial pressure demonstrates the difference between the two models. The serial resistance configuration is unable to accurately predict blood flow in response to changing arterial inlet pressure. Figure 41 shows that blood flow is estimated nearly one-to-one for the first data set, while it severely underestimates data set 3 and 4, and slightly overestimates data set 2. The plate network however closely matches the predictions of the full network for all four data sets. Since the serial resistance configuration has only one aggregate resistance, it is unable to match the variation of microcirculatory resistances between each data set.
Comparison of model reduction strategies

Taken together, these results suggest that the serial resistance configuration is not well-suited for predicting microcirculatory blood flow reliably. The construction of the serial configuration neglects the changing architecture between each data set. Moreover, this approach is unable to accurately predict changing blood flow in response to changes in arterial inlet pressure. Any reduced order model of the cerebral microcirculation must be able to accurately predict this change in perfusion. Larger full organ cerebral models that implement a model reduction may be dynamic with pulsatile inlet pressures or may predict a decreased blood flow in a disease state.

The plate network captures the overall changes in microcirculatory resistance by parametrically constructing the PA, AV and the capillary plate to be hemodynamically equivalent to the full network. The plate network is able to match the full model blood flow predictions for wide range of physiological pressures. These properties demonstrate that the conductive plate network is a suitable surrogate for the microcirculation in a full cerebrovascular model.

The reduced order model drastically diminishes the computational burden for computing blood flow. The conductive plate network computes reasonable flow rates for entire cortical sections at only 2.10% of the computational cost of the detailed simulation (80.7 CPU milliseconds for the conductive plate network with 2,345 equations versus the 3,832.6ms required to compute blood flow in the rigorous full model with 153,112 equations on Mouse 2, the largest data set).
These observations offer three important conclusions; (i) The serial resistance configuration is not apt to describe microcirculatory resistance, (ii) The conductive plate network can serve as a cost-effective surrogate for predicting blood flow in the cortical microcirculation, and (iii) The microcirculatory resistance resides mainly in the capillary bed, including capillaries adjacent to feeding arterioles.

Future Work
The construction of the serial resistance configuration may be improved by scaling the overall network resistance to the volume or surface area of the original data set, which may partially account for the variations in hemodynamic resistance between data sets.

The influence of the capillary bed grid resolution on the performance of the conductive plate network is unknown. A mesh independence study would establish at what grid resolution the capillary resistance is not affected by changes in network density of the conductive plate. This would be accomplished by optimizing the capillary conductance at each grid resolution until a finer resolution would no longer affect the optimal plate conductance.

Currently, the connection of the penetrating arterioles and descending venules to the capillary bed demand a minimum path length (and therefore resistance) through the capillary bed. Increasing the resolution of the capillary bed conductive plate would affect this minimum resistance. This minimum capillary resistance could be controlled by adding a set length pre-capillary vessel between the penetrating arterioles and the capillary bed, as well as a post-capillary connecting the capillary bed to the ascending venules.
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VI. LARGE SCALE ONE-DIMENSIONAL FLUID STRUCTURE INTERACTION MODELS OF THE CEREBRAL VASCULAR TURE

Introduction

In the investigation of brain function, the functional magnetic resonance imaging (fMRI) measurement of the blood oxygen level dependent (BOLD) signal has become a widely used tool. However, the biophysical relationship that links blood oxygen content, blood flow and neuronal function is still not well understood. In the past decade, several finite element models have been established to better understand the relationship between neuronal activity and the dynamic functional map provided by the BOLD signal. These fMRI simulations of the BOLD signal are based off of closed network simulations oxygen convection, extraction and metabolism of the blood vessels and the surrounding tissue. However, these previous models assume rigid non-deforming vessels neglecting the distensibility of blood vessels. The effect of vessel deformation on hemodynamics during a functional control event and subsequent interpretation of the BOLD signal are unknown.

This investigation of auto regulatory and functional control of cerebral blood flow requires a robust computational method for solving the fluid-structure interaction (FSI) of passive compliance of distensible blood vessels. While previous research in the field has focused on the effects of changing vascular wall material properties these methods are typically limited to single vessel analysis. The dynamic distribution of blood flow throughout a cerebral microvessel network following a vasodilatory or constricting event requires a computational method that can solve this compliant vessel FSI problem for thousands of vessels, a computational cost that can be reduced by constructing the problem in 1D. Some methodology studies have been presented comparing the similarities between 1D and 3D approaches as well as the effects of enforcing different outlet boundary conditions and choices of flow profile.
By comparing the performance of existing numerical integrators and validating their results against measured data, the most accurate and efficient computational method can be selected to investigate regulatory control of cerebral blood flow in microcirculatory blood vessel networks. An investigation is presented comparing the results of four numerical integrators; a linear and a nonlinear one-step implicit finite difference method, the two-step Richtmeyer-Morton explicit Lax-Wendroff method and an implicit integration of a Method of Weighted Residuals known as the Collocation Method.

In the first part, the 1D governing equations of mass conservation and momentum balance are derived, as well as the mechanical tube law that describes the wall movement arising from a transluminal pressure differences. An extended discussion is included detailing the terms of the constitutive wall movement equation. Each of the numerical integrators is introduced, including the details of their discretization and details of their implementation. A detailed discussion of the boundary equations is included.

Three case studies are presented, a canine aortic branch, a human pulmonary artery bifurcation, and a simplified microvessel network including both bifurcations and unions. Numerical results for the first two case studies are validated against dynamic in vivo measurements. Following the case studies the merits of each numerical integrator and obstacles of each are presented, including a report on computational cost and accuracy. Finally, a discussion on the effects of signal reflections at bifurcations is included, as well as an investigation into open loop control.

**Methods**

The 1D dynamic, distensible tube problem simultaneously solves for the hydrostatic pressure, fluid velocity and the vessel diameter across a single vessel. In order to solve all three variables, three equations are needed. Mass conservation is rigorously enforced within the vessel and at each vessel junction, and the fluid momentum is conserved in both the radial and
axial direction. The dynamic hydrostatic pressure difference between the blood and the extravascular space drives wall deformations as governed by an elastic tube law.

For both the mass and momentum conservations equations, the 3D radial equations are proposed and reduced to a 1D nonlinear partial differential equation. A linear elastic tube law is introduced and discussed in three forms; as an algebraic, ordinary, and partial differential equation.

**Derivation of 1D Mass Conservation Balance**

The differential form of the law of conservation of mass requires that the sum of the density, $\rho$, accumulation and the divergence of the product of the velocity vector, $\vec{u}$, and fluid density is equal to zero as described in eq. 55.

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{u}) = 0 \tag{55}$$

Assuming that blood is incompressible and that the blood flow profile is symmetrical around the radial axis, mass continuity can be rewritten in terms of the axial, $u_x$, and radial, $u_r$, direction. This equation is rewritten in a more recognizable form by application of the product rule as shown in eq. 57.

$$\nabla \cdot (\vec{u}) = 0 \tag{56}$$

$$\frac{\partial u_x}{\partial x} + \frac{1}{r} \frac{\partial (ru_r)}{\partial r} = 0 \tag{57}$$

Integration of eq. 57 over the cross sectional area of the vessel from the center to the vessel radius, $R$, gives rise to the following form of the mass continuity shown in eq. 58.

$$2\pi \int_0^R \left[ \frac{\partial u_x}{\partial x} + \frac{1}{r} \frac{\partial (ru_r)}{\partial r} \right] r dr = 0 \tag{58}$$

$$2\pi \int_0^R \frac{\partial u_x}{\partial x} r dr + 2\pi \int_0^R \frac{\partial (ru_r)}{\partial r} dr = 0 \tag{59}$$
Substituting the first term in eq. 59 using the product rule we now achieve the form shown in eq. 60.

\[
2\pi \int_0^R \frac{\partial (u_x r)}{\partial x} \, dr - 2\pi \int_0^R u_x \frac{\partial r}{\partial x} \, dr + 2\pi \int_0^R \frac{\partial (ru_r)}{\partial r} \, dr = 0 \tag{60}
\]

The integral for the third term is evaluated, and the second term is eliminated by employing a no-slip boundary condition at the wall, \( [u_x]_R = 0 \).

\[
2\pi \frac{\partial}{\partial x} \int_0^R u_x r \, dr + 2\pi R[u_r]_R = 0 \tag{61}
\]

Enforcing that wall deformations occur in the radial direction only, the velocity in the radial direction, \( u_r \), at the vessel radius, \( R \), is evaluated as dynamic change in radius, \( [u_r]_R = \partial R / \partial t \).

\[
2\pi \frac{\partial}{\partial x} \int_0^R u_x r \, dr + 2\pi R \frac{\partial R}{\partial t} = 0 \tag{62}
\]

By the product rule, the second term can be transformed as shown in eq. 63, where the cross sectional area, \( A \), is written using the term \( A \). The integral of the first term is evaluated, using the definition of bulk fluid flow through a rigid cylinder given in eq. 64. Substituting eq. 64 into eq. 65, we obtain the 1D mass continuity in terms of volumetric flow and vessel cross sectional area.

\[
2\pi R \frac{\partial R}{\partial t} = \pi \frac{\partial (R \cdot R)}{\partial t} = \frac{\partial A}{\partial t} \tag{63}
\]

\[
Q = 2\pi \frac{\partial}{\partial x} \int_0^R u_x r \, dr \tag{64}
\]

\[
\frac{\partial Q}{\partial x} + \frac{\partial A}{\partial t} = 0 \tag{65}
\]
Derivation of 1D Momentum Conservation

Two derivations of the 1D momentum conservation derivation are presented in the literature representing differences in assumptions made around the shape of the blood flow profile.

The first approach accounts for the second order velocity changes in the plug flow profile when computing axial velocity gradients, which has been presented in more recent works which focus on a single vessel. The second method is presented in earlier works which focus on discretizing larger vessel networks, and these second order terms are neglected. Conservation of radial momentum is not computed, tube distensibility was determined using an instantaneous linear tube law. However, simplification of the conservation of radial momentum implies that blood pressure remains constant in the radial direction. The derivation of the simplified radial momentum conservation that leads to this assumption of the radial pressure profile can be found in Supplemental 3.

First Approach

The first approach to deriving the 1D momentum equations includes an approximation of the second order axial velocity terms in the blood flow profile. For symmetrical fluid flow around the radial axis, the $x$-momentum conservation equation states that the sum of the fluid acceleration, the axial and radial kinetic energy and the pressure gradient is equal to the viscous loss due to fluid friction, a function of the fluid kinematic viscosity, $\nu$.

$$\frac{\partial u_x}{\partial t} + u_x \frac{\partial u_x}{\partial x} + u_r \frac{\partial u_x}{\partial r} + \frac{1}{\rho} \frac{\partial p}{\partial x} = \frac{\nu}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u_x}{\partial r} \right)$$
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We can obtain the 1D transformation of axial momentum transport by integrating over the cross sectional area. The first term is substituted as described in eq. 64.

$$\frac{\partial Q}{\partial t} + 2\pi \int_0^R \left( u_x \frac{\partial u_x}{\partial x} + u_r \frac{\partial u_x}{\partial r} \right) r dr + \frac{1}{\rho} \int_0^R \frac{\partial p}{\partial x} r dr = \nu \cdot 2\pi \int_0^R \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u_x}{\partial r} \right) r dr$$
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By the product rule, the first integral can be replaced as shown in eq. 68.
The second term in eq. 68 is eliminated by employing a no-slip boundary condition at the wall, \([u_x]_R = 0\). The third term can be replaced by substitution by rearranging the continuity in eq. 57 reducing the term in eq. 68 to the form presented in eq. 69.

\[
2\pi \int_0^R \left( ru_x \frac{\partial u_x}{\partial x} + ru_r \frac{\partial u_x}{\partial r} \right) dr = 2\pi \int_0^R \left( ru_x \frac{\partial u_x}{\partial x} + \frac{\partial (ru_r u_x)}{\partial r} - u_x \frac{\partial (ru_r)}{\partial r} \right) dr
\]

The velocity profile of blood in tapered vessels is flat, as shown in eq. 70, except for the thin boundary layer near the vessel wall, \(\delta\), where the profile linearly transitions to zero following the no slip boundary condition, where \(\bar{u}_x\) is the plug-flow axial velocity outside the boundary layer.

\[
u_x = \begin{cases} 
\bar{u}_x & \text{for } r \leq R - \delta \\
\bar{u}_x(R - r)/\delta & \text{for } R - \delta < r \leq R 
\end{cases}
\]

With this definition of the velocity profile, the integral in eq. 69 can be expressed as a power series. By dropping the later terms and retaining only the first and second order axial velocity terms, a simplified version of eq. 68 is found, shown in eq. 71. The integral in eq. 69 can then be shown as the derivative in eq. 72.

\[
\int_0^R u_x^2 \cdot 2\pi r dr = A\bar{u}_x^2 = \frac{Q^2}{A}
\]

\[
2\pi \int_0^R \left( ru_x \frac{\partial u_x}{\partial x} + ru_r \frac{\partial u_x}{\partial r} \right) dr = \frac{\partial}{\partial x} \left( \int_0^R u_x^2 \cdot 2\pi r dr \right)
\]

Returning to the third term on the left hand side in eq. 67, the pressure gradient term, can be simplified by evaluating the integral across the cross sectional area.

\[
\frac{1}{\rho} 2\pi \int_0^R \frac{\partial P}{\partial x} r dr = \frac{1}{\rho} 2\pi \frac{\partial P}{\partial x} r^2 = \frac{A}{\rho} \frac{\partial P}{\partial x}
\]

The viscous loss term on the right hand side of eq. 67 can be expressed by evaluating the integral and using the velocity profile definition given in eq. 70.
\[
\nu \cdot 2\pi \int_0^R \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u_x}{\partial r} \right) r \, dr = \nu \cdot 2\pi \left[ r \frac{\partial u_x}{\partial r} \right]_R = \nu 2\pi \left[ r \frac{\partial u_x}{\partial r} \right]_R = \frac{-2\nu R \bar{u}_x}{\delta}
\]

We can then substitute these definitions of the fluid acceleration, axial and radial kinetic energy, pressure gradient and the viscous loss due to fluid friction into eq. 66 to obtain a more recognizable form.

\[
\frac{\partial Q}{\partial t} + \frac{\partial}{\partial x} \left( \frac{Q^2}{A} \right) + A \frac{\partial P}{\rho \partial x} + \frac{8\mu}{\rho R^2} Q = 0
\]

Assuming that the ratio of the wall thickness is to the vessel radius is 1:4, the same viscous loss estimation is computed as estimated in whole brain studies as shown in eq. 76. The kinematic viscosity, \( \nu \), is replaced with the dynamic viscosity over the fluid density, \( \mu/\rho \)

\[
\frac{\partial Q}{\partial t} + \frac{\partial}{\partial x} \left( \frac{Q^2}{A} \right) + A \frac{\partial P}{\rho \partial x} + \frac{8\mu}{\rho R^2} Q = 0
\]

Introducing the fluid friction term \( \gamma = \frac{8\mu \nu}{\rho} \), the momentum equation can be rewritten in a more familiar form.

\[
\frac{\partial Q}{\partial t} + \frac{\partial}{\partial x} \left( \frac{Q^2}{A} \right) + A \frac{\partial P}{\rho \partial x} + \gamma \frac{Q}{A} = 0
\]

**Second Approach**

The second approach of obtaining the 1D transformation of axial momentum is obtained by integrating over the cross sectional as shown in eq. 78, similar to the first approach. The first term is integrated and expanded as show in eq. 79, and the axial velocity is substituted with the new term, \( U \).

\[
2\pi \int_0^R \left( \frac{\partial u_x}{\partial t} + u_x \frac{\partial u_x}{\partial x} + u_r \frac{\partial u_x}{\partial r} + \frac{1}{\rho} \frac{\partial P}{\partial x} \right) r \, dr = 2\pi \int_0^R \frac{\nu}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u_x}{\partial r} \right) r \, dr
\]

\[
2\pi \int_0^R \frac{\partial u_x}{\partial t} r \, dr = \frac{\partial}{\partial t} Q = A \frac{\partial U}{\partial t} + U \frac{\partial A}{\partial t}
\]
The second term in the integral on the left hand side is substituted using the product rule as shown in eq. 80. Approximating the second order derivative of the axial blood velocity in the $x$-direction as a flat profile, $\bar{u}_x$, the integral in eq. 80 is evaluated as shown in eq. 81. By dropping the second order axial velocity term, the axial velocity of the plug blood flow profile is assumed to be independent of the radius and can be factored out of the integral.

$$
\pi \int_0^R 2u_x \frac{\partial u_x}{\partial x} r dr = \pi \int_0^R \frac{\partial u_x^2}{\partial x} r dr 
$$

By the product rule, the third term within on the left hand side of eq. 78 can be replaced as shown in eq. 82. Enforcing the no-slip boundary condition of $[u_x]_R = 0$ this reduces to the form shown in eq. 83.

$$
2\pi \int_0^R \left( r u_r \frac{\partial u_x}{\partial r} \right) dr = 2\pi \int_0^R \left( \frac{\partial (ru_r u_x)}{\partial r} - u_x \frac{\partial (ru_r)}{\partial r} \right) dr
$$

Approximating the axial blood flow profile as a flat value, $\bar{u}_x$, that is independent of the radius, $r$, the integral in eq. 83 is evaluated as shown in eq. 84. Enforcing that wall deformations occur in the radial direction only, the velocity in the radial direction, $u_r$, at the vessel radius, $R$, is evaluated as dynamic change in radius, $[u_r]_R = \partial R / \partial t$. Using the product rule as demonstrated in eq. 63, eq. 84 is rewritten as eq. 85.

$$
2\pi \int_0^R -u_x \frac{\partial (ru_r)}{\partial r} dr = -\bar{u}_x 2\pi R [u_r]_R = -\bar{u}_x 2\pi R \frac{\partial R}{\partial t}
$$

$$
-\bar{u}_x 2\pi \frac{\partial R}{\partial t} = -\bar{u}_x \frac{\partial A}{\partial t} = -U \frac{\partial A}{\partial t}
$$
The pressure gradient and viscosity term are evaluated using the same method as described in the first approach which yields eq. 86 for the momentum equation, which reduces to a more familiar form shown in eq. 87.

\[
\frac{A \, \partial U}{\partial t} + U \frac{\partial A}{\partial t} + A \frac{\partial}{\partial x} \left( \frac{U^2}{2} \right) - U \frac{\partial A}{\partial t} + A \frac{\partial P}{\rho \, \partial x} + \gamma \cdot U = 0 \quad 86
\]

\[
\frac{\partial U}{\partial t} + \frac{\partial}{\partial x} \left( U^2 \frac{2}{2} + \frac{P}{\rho} \right) + \gamma \cdot U = 0 \quad 87
\]

One limitation of this 1D formulation of the momentum equations is the oversimplification of viscous effects. The momentum conservation described in eq. 66 neglects the loss of momentum due to the second order viscous dissipation (viscous diffusion). Dropping this term simplifies the momentum equations to a hyperbolic system, unlike the original Navier-Stokes system. Implementation of these equations on bounded domains typically leads to reflections\textsuperscript{10} unless special care is taken at the boundaries, which are described in this report.

**Linearized Momentum Equation**

Not all solution methods can integrate partial differential equations. By presenting a linearized form of the momentum equation, multiple solution methods can be tested and applied side by side. A classical approach to solving the moving wall problem involves the spectral or normal mode analysis of the linearized Navier-Stokes equations at certain laminar flow conditions\textsuperscript{11}. By fixing the inlet pressure with an average value between systole and diastole, the nominal cross-sectional area, $\bar{A}$, and volumetric blood flow, $\bar{Q}$, can be determined for a single blood vessel. By use of the product rule, the nonlinear momentum equation can be rewritten using these nominal values as shown in eq. 88.

\[
\frac{\partial \bar{Q}}{\partial t} + 2 \bar{Q} \frac{\partial \bar{Q}}{\partial x} + A \frac{\partial P}{A \, \partial x} - \frac{\gamma}{A} \bar{Q} = 0 \quad 88
\]
For systems with large fluctuations between in area and flow between systole and diastole, such as large blood vessel, the approximation of the nominal value may strongly affect the solution. Solving these systems with the linearized momentum equations may require a *fixed point iterative scheme* to match solutions found using the linearized version.

**Tube Law**

A final equation is needed to solve the distensible vessel problem, a mechanical law of the vessel wall displacement in response to a pressure difference across the luminal wall. Although the vessel wall is composed of a tunica intima and media layer (which are in turn made up of endothelial cells, smooth muscle, elastin and other connective material), these material properties become homogenous when a radial stress is introduced\(^{12}\) by relating the circumferential stress of the wall to the pressure difference across the wall. By treating the elastic deformation of the vessel as a Hookian spring, a constitutive relationship between pressure and area is formed. The homogenous elastic material property is a product of the Young’s Modulus, \(E\), and the vessel wall thickness, \(h\). The linear form of the elastic tube model can be determined, as shown in eq. 89. The difference between the vessel radius at rest, \(R^0\), and in response to a change in lumen pressure relative to a fixed extravascular pressure, \(P_{\text{ex}}\), When \(P = P_{\text{ex}}\), \(R = R^0\).

\[
\frac{Eh}{R^0} \left(1 - \frac{R^0}{R}\right) - (P - P_{\text{ex}}) = 0
\]  
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This form of the tube deformation assumes that the lumen radius, or cross sectional area, responds instantaneously to a change in lumen pressure. To account for phase lag between lumen radius and pressure, a damping term is introduced. These terms have been developed in the standard viscoelastic model\(^{12}\) shown in eq. 90, which described the vessel wall deformation as a function of the relaxation time for constant stress \(\tau_1\) and strain \(\tau_2\).
\[
\frac{Eh}{R^0} \left( 1 - \frac{R^0}{R} \right) - \frac{Eh}{R^0} \tau_1 \frac{\partial}{\partial t} \left( \frac{R^0}{R} \right) - (P - P_{ex}) - \tau_2 \frac{\partial p}{\partial t} = 0
\]

This equation differs slightly from the extended tube law proposed by Formaggia and Quarteroni\textsuperscript{13} which is derived from a generalized string model\textsuperscript{14}. This mechanistic wall displacement model accounts for both viscoelastic and longitudinal stress along the surface of the vessel, neglecting inertial forces and axial viscoelastic force described in eq. 91.

\[
\frac{Eh}{R^0} (R - R^0) - \kappa \frac{\partial R}{\partial t} - \beta \frac{\partial^2 R}{\partial x^2} - (P - P_{ex}) = 0
\]

This generalized model of wall displacement lacks the strain term of the materialistic model proposed in eq. 90. It should be noted that both of these mechanistic wall deformation models neglect the mass of the tube wall, ignoring the effects of inertial forces\textsuperscript{15}. Additionally, both of these models ignore the effects of historical loading and unloading strain of the vessel wall on the stress. To explore the effects of damping and enforcing longitudinal stress, the tube law presented in eq. 91 was used.

**Inflow Boundary Conditions**

At the input, the pressure is assigned as an input forcing function. The distensible tube law was enforced in eq. 91 was enforced to determine the wall movement in response to pressure changes across the lumen wall. At the inlet boundary, the tube law was modified by shifting the second order differential of the longitudinal stress term to the right, which is known as the uncentered approximation\textsuperscript{16}.

The volumetric flow rate at the inlet is determined as a function of the pressure by applying the momentum equation at the first node. This allows for the inlet volumetric flow rate to initially develop as a function of the inlet pressure gradient and then in response to the flow gradient.
Outflow Boundary Conditions

At the outlet, mass is conserved by assigning the steady-state mass conservation at the outlet, described in eq. 92.

\[ \frac{\partial Q}{\partial x} = 0 \]  

Similarly to the inlet, the longitudinal stress term differential in the tube law was shifted to the left at the outlet, employing the uncentered approximation.

At the outlet, a fixed pressure was assigned, which led to wave reflections at the outlet as shown in Figure 42. A distensible virtual node was introduced connected to the outlet to ensure that waves could propagate through the outlet (a) without being reflected, and (b) maintaining a smooth pressure spatial profile from inlet to outlet. This non-reflective outlet boundary condition is described in the following section.
Figure 42 Effects of reflective outlet boundary condition on the pressure wave. Applying a single inlet pressure impulse through a short 16cm vessel causes reflections that bounce from inlet to outlet, lessening in intensity due to the loss of energy from viscous friction. These results were computed with the collocation method.
Non-Reflective RCR Outlet

When the outlet boundary values are not known from measured values, three outlet boundary conditions have been developed to estimate the peripheral flow rates\textsuperscript{17} fixed pressure outlet, resistance boundary condition, and the three-part Windkessel Model, also known as the RCR. Different choices in the outlet boundary conditions lead to changes in the outlet pressure gradients and, in the case of the fixed pressure outlet and resistance boundary condition, erroneous backflow in the form of a wave reflection. Wave reflection at the outlet are amplified by dropping the viscous diffusion terms in the 1D Navier-Stokes equations described in eq. 77 or eq. 87, which simplifies the problem to a hyperbolic system sensitive to boundary implementations\textsuperscript{10}. To address this wave reflection, only the RCR model is discussed here.

The RCR model is a “circuit” which is attached to the outlet of the vessel which acts as an analog for the peripheral resistance and capacitance of the downstream vascular tree, as shown in Figure 43. In this circuit, the drop in voltage is analogous to the blood pressure drop and the current represents the blood flow.
Figure 43 Schematic of the outlet non-reflective RCR circuit, also known as the Windkessel balloon model. The first resistor, $R_1$, must be low enough to ensure that flow and pressure leave the vessel and enter the capacitor, $C$, which acts as a distensible balloon. The second resistor, $R_2$, must be much lower than $R_1$ so that as the capacitor releases energy it leaves the system toward the terminal pressure, $P_{term}$, and not back into the blood vessel.
The outlet circuit is composed of an inlet resistor, \( R_1 \), an outlet resistor, \( R_2 \), and a virtual node with capacitance, \( C \). By Kirchhoff’s law, the pressure drop from the terminal node of the vessel, \( P_N \), to the virtual node, \( P_V \), through the \( R_1 \) resistor with a flow of \( Q_N \), can be described by eq. 93. The pressure drop from the virtual node to “ground,” or the terminal pressure of the circuit, \( P_{term} \), goes through either the \( R_2 \) resistor or is absorbed by the capacitor as described in eq. 94. Taking the derivative of eq. 93 with respect to time, substitution and rearrangement, the term \( P_V \) can be cancelled for an outlet pressure boundary condition for \( P_N \) as shown in eq. 95.

\[
R_1 Q_N = P_N - P_V \tag{93}
\]

\[
R_2 Q_N = P_V - P_{term} + R_2 C \frac{\partial P_V}{\partial t} \tag{94}
\]

\[
P_N + R_2 C \frac{\partial P_N}{\partial t} = P_{term} + (R_1 + R_2) Q_N + R_1 R_2 C \frac{\partial Q_N}{\partial t} \tag{95}
\]

This virtual outlet node acts as a distensible “balloon” ensuring that the outlet pressure signal can leave the system. The resistance of \( R_1 \) must be low enough to ensure that the signal can leave the system, but high enough to limit the signal from traveling back into the vessel.

The parameters for the non-reflective outlet boundary conditions are not chosen physiologically, they are numerically selected to filter the outlet signal to match physiological observations. A manual optimization routine was undertaken to choose values of \( R_1 \), \( R_2 \) and \( C \) to minimize wave reflections as evaluated by visual inspection. Terminal boundary conditions were deemed unacceptable if the amplitude of the reflected cross sectional area signal was greater than 25% the absolute amplitude of the incident signal in a test case of a single sigmoidal pulse.

Reflection Coefficient

The reflection coefficient, \( R_f \), was computed at the terminal outlet of the network simulation using the approach\(^{26}\) described in Sherwin et al. The reflection coefficient, \( R_f \), is a ratio of the
change in pressure across the reflected wave, $\delta P_N$, to the change in pressure in the incident wave, $\delta P_N$, of the target terminal outlet vessel, $N$. Assuming an instantaneous linear elastic tube law, the change in pressure is equivalent to the change in area, $\delta A_N$. The change in area in the reflected wave, $\delta A_N$, is the difference between the change in area in the downstream vessel, $\delta A_{N-1}$, and the target vessel, $\delta A_N$, as shown in eq. 96.

$$R_f = \frac{\delta P_N}{\delta P_N} = \frac{\delta A_N}{\delta A_N} = \frac{\delta A_{N-1} - \delta A_N}{\delta A_N} = 1 - \frac{\delta A_{N-1}}{\delta A_N}$$  

An outlet $R_f$ of -0.013 is reported for the network simulation, smaller than the reported range of outlet $R_f$ of -0.4 to -0.5 in 1-D network simulation of the human body. It is assumed that this minimal reflection coefficient is acceptably small, as a literature search did not uncover reported $R_f$ values in microvessel network studies.

Integration Methods

We present four different dynamic numerical integrators for solving the distensible vessel problem; a linear and nonlinear implicit finite difference method, the Richtmeyer-Morton two-step Lax-Wendroff method and a Method of Weighted Residuals known as the Collocation Method. Both explicit and implicit integrations are described for the Lax-Wendroff method including a brief discussion of the merits of each. The Collocation method is also described, dynamically integrated using an implicit Euler step.

Linear and Nonlinear Finite Difference with Euler Integrator

A finite difference discretization on a collocated grid was formulated using an implicit Euler time integration scheme. The problem was solved using both the nonlinear momentum conservation presented in eq. 77 and the linearized form presented in eq. 88. Using the blood flow form of the mass conservation balance presented in eq. 65 and the linearized form of the
momentum conservation, the entire system becomes a linear set of ordinary differential 
equations which can be transformed into algebraic equations using either the implicit or explicit 
Euler integration approach.

The resulting set of algebraic equations was solved using the solver suite available in 
MATLAB. The nonlinear set of algebraic equations was solved using (FSOLVE) which 
employed the Trust Region method. The linear set of algebraic equations was solved using the 
backslash operator, which employed LU decomposition. To maintain consistency, the equations 
here are presented here in residual form, including the linear and nonlinear form of the 
momentum balance.

**Mass Conservation**

\[
\frac{A^t_i - A^t_{i+1}}{\Delta t} + \frac{1}{\Delta x} \left( Q^t_{i+1} - Q^t_i \right) = 0
\]

**Nonlinear Momentum Balance**

\[
\frac{Q^t_{i+1} - Q^t_i}{\Delta t} + \frac{1}{\Delta x} \left[ \left( \frac{Q^2}{A} \right)^{t+1}_{i+1} - \left( \frac{Q^2}{A} \right)^{t+1}_{i} \right] + \frac{A^t_{i+1}}{\rho \Delta x} \left( p^t_{i+1} - p^t_i \right) - \gamma \left( \frac{Q}{A} \right)^{t+1}_{i} = 0
\]

**Linearized Momentum Balance**

\[
\frac{Q^t_{i+1} - Q^t_i}{\Delta t} + \frac{2\bar{Q}}{A \Delta x} \left[ Q^t_{i+1} - Q^t_i \right] + \frac{A}{\rho \Delta x} \left( p^t_{i+1} - p^t_i \right) - \gamma \frac{\bar{Q}}{A} Q^t_{i+1} = 0
\]

**Tube Law**

\[
(p^t_{i+1} - p_{ex}) - E_L \left( \frac{A^t_{i+1}}{A^t_i} - 1 \right) - \kappa \left( \frac{A^t_{i+1} - A^t_i}{\Delta t} \right) - \beta \left( \frac{A^t_{i+1} - 2A^t_i + A^t_{i-1}}{\Delta x^2} \right)
\]
The three equations describing the distensible vessel problem, the mass conservation of eq. 65, the second approach to the momentum balance in eq. 87, and the tube law of eq. 89, describe a quasi-linear first order hyperbolic system. The first two equations of this system, the mass conservation and momentum balance, can be written in the general form of hyperbolic partial differential equations described in eq. 101.

\[
\frac{\partial u(x,t)}{\partial t} + \frac{\partial f(u(x,t))}{\partial x} = 0
\]

The dynamic update of these equations can be written in the form of the two-step Richtmeyer-Morton Lax-Wendroff scheme. This finite difference based numerical method for solving hyperbolic partial differential equations is second-order accurate in both space and time. The implementation of the Lax-Wendroff integrator for the distensible tube problem (including bifurcations and unions) is based off an understanding of the implementation proposed in Zagzoule.

The simplicity of implementation is an attractive feature of this simple finite difference scheme. Even more so when one considers the strategy offered by the explicit formulation, in which the solution of the hyperbolic wave problem is propagated forward from inlet to outlet without the need for simultaneously solving large sets of algebraic equations. However, this method exhibits a nearly-discontinuous dispersive response in response to shocks, which limits its usefulness in modeling impulse response problem. The implicit formulation is useful for smoothing the numerical shock profile. Since the pulsatile pressure inlet for the distensible blood vessel problem is smooth and continuously differentiable, this formulation is not needed for this problem type. Details of the explicit discretization and notation on the two-step Richtmeyer-Morton Lax-Wendroff scheme are located in the Supplemental 1, including details on handling boundaries, bifurcations, unions and narrowing channels.
Parallel Computations

This two-step discretization in time and space explicitly solves blood pressure, velocity and vessel cross sectional area for each time step. This method relies exclusively on the values of each of these states in the previous time step at the node in question and the neighboring nodes. These values for the new time step can therefore be solved in any order and are not dependent on one another. Therefore, these computations can be easily solved in parallel, as the computation of each state for each time step can simply be distributed across multiple processors which compute the new time step independently. The ability of the two-step Lax-Wendroff integrator to independently compute the values of the new timeline extends to boundaries, bifurcations, and union as well as demonstrated in subsequent sections.

CFL Condition

At low magnitudes of the damping and longitudinal stress coefficients presented in the tube law, the system tends toward the behavior of a completely hyperbolic system. For the explicit formulation the stability of a hyperbolic system\textsuperscript{23} is shown dependent on the Courant-Friedrichs-Lewy (CFL) condition, shown in eq. 102 where \( c \) is the speed of the pressure wave velocity through the tube.

\[
\left( \frac{|Q|}{A} + c \right) \frac{\Delta t}{\Delta x} \leq 1
\]

As the system is not completely hyperbolic due to the presence of the damping and longitudinal stress terms, the ratio of \( \Delta t \) to \( \Delta x \) shown here is the upper limit that must lead to a convergent solution; larger ratios of \( \Delta t \) to \( \Delta x \) may still converge. This criterion also assures the stability of the uncentered approximation\textsuperscript{24} utilized at the boundary conditions. Application of the CFL convergence criterion
Collocation Method with Euler Integrator/Method of Weighted Residuals

The Method of Weighted Residuals (MWR) is an approximation technique for solving differential equations. The solution of these differential equations is considered to be well-approximated by a finite sum of a test function.

The value of this test function at selected grid points is assigned by a weighting function. Much like finite differences, MWR attempts to minimize the error at specific grid points. However, MWR minimizes the error between the sum of the test functions and the actual solution across all grid points simultaneously, enforcing a continuous solution based on the shape of the test function^{25}.

Presented is the MWR known as the Collocation Method, which uses a Dirac δ function as a weighting function. Specifically, Lagrangian polynomials are used to approximate the solution at selected grid points.

Lagrangian Polynomials

Lagrangian polynomials obey the same properties of the Dirac δ function at selected grid points as described in eq. 103, while providing a continuous surface appropriate for the physiological solution of the distensible vessel problem.

\[ \delta(x - x_i) = \begin{cases} 1 & \text{if } x = x_i \\ 0 & \text{otherwise} \end{cases} \quad 103 \]

For a 3\textsuperscript{rd} order polynomial as shown in Figure 44, three Lagrangian polynomials are constructed which obey the definition of the Dirac δ function, as shown in eq. 104.

\[
L(x_1) = \frac{(x - x_2)(x - x_3)}{(x_1 - x_2)(x_1 - x_3)} \quad 104
\]

\[
L(x_2) = \frac{(x - x_1)(x - x_3)}{(x_2 - x_1)(x_2 - x_3)}
\]
With these definitions of the test function, we can now construct a definition of the weighting functions for the three variables that define our system, $A$, $Q$, and $P$, which are, respectively, $a$, $q$, and $p$ as shown in eq. 105-107.

$$L(x_3) = \frac{(x-x_1)(x-x_2)}{(x_3-x_1)(x_3-x_2)}$$

These analytical definitions of $A$, $Q$, and $P$ allow for a continuous solution to be calculated for the entire vessel. Additionally, due to the shape of the polynomial test function, the function is also continuously differentiable.

**Euler Integration solved with Collocation**

As the residual between the test function and the actual solution must be minimized at all points simultaneously, the linearized form of the momentum equation shown in eq. 88 is employed to construct a set of linear algebraic equations.

Since these equations must be solved simultaneously, there is no advantage to solving the dynamic advancement explicitly which only introduces convergence limitations and forces a small selection of $dt$ as enforced by the CFL convergence criterion described in eq. 102.

For each of the formulations described below, the notation $L_i'(x_k)$ refers to the first order differentiation of the $i^{th}$ Lagrangian polynomial evaluated at the grid point $x_k$, where $k = \{1,3\}$. 

$$A(x) = \sum_{i=1}^{3} a_i L_i(x) \tag{105}$$

$$Q(x) = \sum_{i=1}^{3} q_i L_i(x) \tag{106}$$

$$P(x) = \sum_{i=1}^{3} p_i L_i(x) \tag{107}$$
The values of $\bar{Q}$ and $\bar{A}$ are held constant for the entire vessel and do not need to be updated or indexed.

**Mass Conservation**

$$\frac{A_{k}^{t+1} - A_{k}^{t}}{\Delta t} + \sum_{i=1}^{3} q_{i} L_{i}^{t}(x_{k}) \quad k = \{1,5\} \quad 108$$

**Momentum Balance**

$$\frac{Q_{k}^{t+1} - Q_{k}^{t}}{\Delta t} + \frac{2 \bar{Q}}{\bar{A}} \sum_{i=1}^{3} q_{i} L_{i}^{t}(x_{k}) + \frac{\bar{A}}{\rho} \sum_{i=1}^{3} p_{i} L_{i}^{t}(x_{k}) + \frac{\gamma}{\bar{A}} Q_{k}^{t+1} = 0 \quad k = \{1,5\} \quad 109$$

**Tube Law**

$$\left(p_{i}^{t+1} - P_{ex}\right) - E_{L} \left(\frac{A_{i}^{t+1}}{A_{i}^{t}} - 1\right) - \kappa \left(\frac{A_{i}^{t+1} - A_{i}^{t}}{\Delta t}\right) - \beta \sum_{i=1}^{3} p_{i} L_{i}^{t}(x_{k}) \quad k = \{1,5\} \quad 110$$
MWR Splines: $C_0$ and $C_1$ continuity

For solving network models of the vasculature, it is necessary to ensure that $C_0$ (positional) and $C_1$ (first-order differential) continuity is enforced between the connecting polynomial equations shown in eq. 108-110. This is known as constructing a spline. By indexing the first and last grid points of adjacent polynomials as being defined identically, $C_0$ continuity was enforced by the definition of the Lagrangian test function, as shown in Figure 44.

To ensure that $C_1$ continuity was enforced for each spline, a new equation was introduced at each junction node for $A$, $Q$, and $P$ as described in eq. 111-113, respectively.

\[
\sum_{i=1}^{5} a_{1,i}L'_{1,i}(x_4) - \sum_{i=1}^{5} a_{2,i}L'_{2,i}(x_4) = 0 \tag{111}
\]

\[
\sum_{i=1}^{5} q_{1,i}L'_{1,i}(x_4) - \sum_{i=1}^{5} q_{2,i}L'_{2,i}(x_4) = 0 \tag{112}
\]

\[
\sum_{i=1}^{5} p_{1,i}L'_{1,i}(x_4) - \sum_{i=1}^{5} p_{2,i}L'_{2,i}(x_4) = 0 \tag{113}
\]
Figure 44 Lagrangian polynomials and indexing scheme for the calculation of continuous splines. Each vessel section is represented by a single $3^{rd}$ order polynomial, and $C^0$ continuity is enforced by the definition of Lagrangian polynomials as shown above. Each section is indexed locally, and a global index is shown beneath the cylinder schematic.
Results

To compare and validate these four methods, 2 case studies were conducted; a single vessel study of a canine aorta and the bifurcation of a sheep pulmonary artery. The canine study was compared against measured values\(^{10}\) and simulation results\(^{27}\). Dynamic simulations of a simple cerebral microcirculation network were performed and harmonic steady-state, signal propagation and integration continuity are analyzed.

Canine Aorta Case Study

A case study was performed on a canine aorta, a large vessel measuring 8.0765mm in diameter. The physiological parameters of the vessel geometry and wall movement can be found in Table XVI, which were measured using sonomicrometer. The aortic input pressure was measured using a pressure microtransducer\(^{28}\), and the wall displacement was measured using ultrasonic sonomicrometer aided by ultrasonic crystals.

Simulations were performed using the damping and longitudinal stress tube law described in eq. 91, using the coefficients and simulation parameters presented in Table XVI. The \(\kappa\) and \(\beta\) coefficients of the tube law were determined using an optimization routine (results not shown). At the inlet, pressure was approximated using a fifteen term Fourier Signal, flow was determined by the momentum balance and the area was computed using the tube law.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood Viscosity</td>
<td>( \mu )</td>
<td>3.5</td>
<td>g/m/s</td>
<td>\textsuperscript{10}</td>
</tr>
<tr>
<td>Blood Density</td>
<td>( \rho )</td>
<td>1050</td>
<td>kg/m(^3)</td>
<td>\textsuperscript{10}</td>
</tr>
<tr>
<td>Vessel Wall Young’s Modulus</td>
<td>( E_L )</td>
<td>22</td>
<td>kPa</td>
<td>\textsuperscript{28}</td>
</tr>
<tr>
<td>Vessel Wall Thickness</td>
<td>( w )</td>
<td>1</td>
<td>mm</td>
<td>--</td>
</tr>
<tr>
<td>Resting Radius</td>
<td>( R^0 )</td>
<td>8.0765</td>
<td>mm</td>
<td>\textsuperscript{10}</td>
</tr>
<tr>
<td>Vessel Length</td>
<td>( L )</td>
<td>16</td>
<td>cm</td>
<td>\textsuperscript{10}</td>
</tr>
<tr>
<td>Time Step</td>
<td>( \Delta t )</td>
<td>0.15</td>
<td>ms</td>
<td>--</td>
</tr>
<tr>
<td>Viscoelastic Damping Coefficient</td>
<td>( \kappa )</td>
<td>500</td>
<td>kg/m(^3)/s</td>
<td>--</td>
</tr>
<tr>
<td>Longitudinal Stress Coefficient</td>
<td>( \beta )</td>
<td>-100</td>
<td>kg/m/s(^2)</td>
<td>--</td>
</tr>
<tr>
<td>Primary Outlet Resistance</td>
<td>( R_1 )</td>
<td>20</td>
<td>MPa\cdot s/m(^3)</td>
<td>--</td>
</tr>
<tr>
<td>Secondary Outlet Resistance</td>
<td>( R_2 )</td>
<td>1</td>
<td>kPa\cdot s/m(^3)</td>
<td>--</td>
</tr>
<tr>
<td>Outlet Compliance</td>
<td>( C )</td>
<td>1</td>
<td>cm(^3)/Pa</td>
<td>--</td>
</tr>
</tbody>
</table>
The phase lag between the pressure wave and the area wave was computed at the vessel midpoint and compared against measurements from the canine model. The dynamic results of the pressure and area for each integrator are shown in Figure 45 as compared to the original measured data, with the residual sum of squares computed for each trajectory.

Note that the reported RSS value for both pressure and cross sectional area is dependent on the magnitude of range of recorded values; the RSS for pressure (80-130mmHg) is much higher than for the cross sectional area (15.5-18.0mm). Of the four compared methods, the nonlinear finite difference method gave the highest RSS value for cross sectional area (1.47) and pressure (781.87). Of the three remaining methods, the RSS value was comparatively low for the Lax-Wendroff method (RSS=54.21) and the Collocation method (RSS=51.52).

**Note: Splines and the Collocation Method**

The Collocation method required additional special attention to ensure proper application of this method weighted residuals. As shown in Figure 46, the number of splines used to approximate the signal had a significant effect on the reproduction of the propagated pressure and area signal. Too few segments, as shown in Figure 46C and Figure 46D resulted in an incorrect signal approximation, causing boundary reflections. Furthermore, no significant increase in signal fidelity was detected by increasing the spline from 5 to 10 segments.
Figure 45 Validation of numerical methods against measurements from the canine aorta. An inlet pressure wave collected from *in vivo* measurements was applied to a single straight distensible vessel and wall displacement was computed using the A. nonlinear and B. linear finite difference method, C. the two-step Lax Wendroff method, and D. the implicitly integrated collocation method.
Figure 46 Effects of using consecutive splines with the collocation method using A. 1, B. 2, C. 5, and D. 10 segments. By increasing the number of 3\textsuperscript{rd} order Lagrangian polynomials to represent the canine aorta, outlet boundary reflections were eliminated and the numerical simulation approached the measured values. No significant change in RSS was detected between 5 and 10 segments.
**Integrator Comparison: Point Trajectories**

In addition to comparing radius and pressure, flow matched well between the four different integrators described in Figure 47 which shows the comparison of the colored computed dynamic trajectories at the inlet (red), 5cm from the inlet (blue), 10cm from the inlet (green) and the outlet (black).

The collocation method, as shown in the third row, appears to have a slightly slower wave speed as shown by the slight increase in spread between trajectories. Conversely, the nonlinear one-step finite difference method, shown in the bottom row, shows a slightly faster wave speed as the trajectories are more closely packed together. However, this particular mode of result comparison does not allow for an in-depth realization of the differences between the methods.
Figure 47 Dynamic oscillatory results of the four integrators at the proximal (red), 33% (blue), 66% (green), and distal segments (black) of a single vessel. Integrators are, from top row to bottom; Lax-Wendroff, Linear Finite Difference (FD), Collocation, Nonlinear FD. The spatial signal propagation is nearly immediate for the Nonlinear FD method as evidence by the lack of time lapse between the four colored lines. Similarly, the time lapse of signal propagation from inlet to outlet is longest when calculated by the Collocation method.
Integrator Comparison: Axial Profiles

The axial profile of the radius, pressure and flow across the entire vessel was determined at the inlet signal’s peak base, t=17.1ms (red), at the peak, t=145.6ms (blue), at the secondary peak, t=307.8ms (green), and at the valley at the end of the period, t=614.0ms (black) as shown in Figure 48. Small differences are detected between the profiles; at the vessel peak the collocation method predicts a lower outlet pressure than the other three methods, though it is unclear whether it is due to the signal not yet reaching the outlet or whether the vessel’s axial profile is more rigid. Both the finite difference methods, linear and nonlinear, have a higher pressure and flow at the outlet node when the inlet signal reaches its peak.

Integrator Comparison: State Space Diagrams

The state-space diagram in Figure 49 clearly shows the phase lag between the three waves travelling through the vessel as predicted by each of the integrators. The collocation method predicts the largest pressure-flow state-space diagram while the nonlinear finite difference method describes the narrowest state-space diagram of the four integrators. Though the tube law contains both damping and longitudinal stress terms, the area-pressure state-space diagram is very narrow, to the point of almost being linear. A close-up as well as sensitivity study of the tube law is shown in Figure 50.

This sensitivity analysis shown in Figure 50 describes the relative effects that the longitudinal stress term, $\beta$, and the damping term, $\kappa$, have on the area-pressure state-space diagram. This analysis was performed on the Lax-Wendroff integrator only, and shows that the longitudinal stress term has little effect on the overall state-space diagram. The damping term has a more pronounced, though still small, effect on the phase lag between the area and pressure.
Figure 48 Dynamic oscillatory results of the four integrators at t=17.1ms (red), t=145.6ms (blue), t=307.8ms (green), and t=614.0ms (black) of a single vessel. Integrators are, from top row to bottom; Lax Wendroff, Linear Finite Difference, Collocation, Nonlinear Finite Difference. The axial profile of the Collocation method appears to be more rigid than the other three methods.
Figure 49 State space comparison of all four methods (Lax Wendroff, Linear Finite Difference, Collocation, Nonlinear Finite Difference) using the linear tube law.
Figure 50 Sensitivity analysis of longitudinal stress, $\beta$, and damping term, $\kappa$, on the phase lag between the area and pressure, as shown in the state space diagram. The phase lag induced by the longitudinal stress term is small compared to the effects of the damping term.
The effects of employing the viscoelastic tube law are compared to the effects of using the longitudinal stress with damping tube law in Figure 51. This study show that the two tube laws produce very different results; the tube law of eq. 91, shown in column 1, gives a different radius-pressure state-space diagram than the tube law of eq. 90, shown in column 2. The phase lag between the area and pressure is much more sensitive to small changes to the $\tau_1$ and $\tau_2$ coefficients than the $\kappa$ and $\beta$ coefficients. The change in cross sectional area at comparable luminal blood pressure values demonstrates that the viscoelastic tube law is more sensitive to parametric changes than the longitudinal stress with damping tube law.
Figure 51 Comparison between damping and longitudinal stress model and viscoelastic model. A direct comparison is difficult as even the linear version of the two methods gives different results as shown in the first and second column. The pressure-radius state-space diagram is more sensitive to small changes in the viscoelastic parameters, $\tau_1$ and $\tau_2$, than the damping and longitudinal stress coefficients, $\kappa$ and $\beta$. 
Bifurcation

The propagation of an oscillating pressure, area deformation, and flow signal was computed through an ovine (sheep) pulmonary arterial branch\textsuperscript{27}. The main arterial trunk, whose radius tapers from 10mm down to 9mm over a length of 6cm, has a small side branch 2cm from the inlet with a radius of 5mm which is 2.5cm long. The kinematic properties and fluid dynamic parameters of the problem are listed in Table XVII. The same blood fluid dynamic values of density and viscosity shown in Table XVI were used in the case study as well.

This bifurcation was only solved using the Collocation method and the Lax-Wendroff approach. Both the linear and nonlinear implicit finite difference approaches were dropped due to their long computational time which is discussed in more detail in the discussion section. The dynamic area, pressure and flow signal is compared between the Lax-Wendroff method, the Collocation approach and a Discontinuous Galerkin method employing a quasilinear viscoelastic tube law\textsuperscript{27}, QLV, at the proximal end of the parent vessel and main trunk daughter branch in Figure 52. This QLV model was not implemented; rather results from an implementation provided in the literature\textsuperscript{27} were obtained for the purpose of comparison.
<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vessel Wall Young’s Modulus</td>
<td>$E_l$</td>
<td>700</td>
<td>mmHg</td>
<td>27</td>
</tr>
<tr>
<td>Vessel Wall Thickness</td>
<td>$h$</td>
<td>1</td>
<td>mm</td>
<td>--</td>
</tr>
<tr>
<td>Feeding Artery Proximal Radius</td>
<td>$R_{1,p}^0$</td>
<td>10.0</td>
<td>mm</td>
<td>27</td>
</tr>
<tr>
<td>Feeding Artery Distal Radius</td>
<td>$R_{1,d}^0$</td>
<td>9.7</td>
<td>mm</td>
<td>27</td>
</tr>
<tr>
<td>Feeding Artery Vessel Length</td>
<td>$L_1$</td>
<td>2.0</td>
<td>cm</td>
<td>27</td>
</tr>
<tr>
<td>Main Trunk Branch Proximal Radius</td>
<td>$R_{2,p}^0$</td>
<td>9.7</td>
<td>mm</td>
<td>27</td>
</tr>
<tr>
<td>Right Daughter Branch Distal Radius</td>
<td>$R_{2,d}^0$</td>
<td>9.0</td>
<td>mm</td>
<td>27</td>
</tr>
<tr>
<td>Right Daughter Branch Length</td>
<td>$L_2$</td>
<td>2.5</td>
<td>cm</td>
<td>27</td>
</tr>
<tr>
<td>Left Daughter Branch Proximal Radius</td>
<td>$R_{3,p}^0$</td>
<td>5.0</td>
<td>mm</td>
<td>27</td>
</tr>
<tr>
<td>Left Daughter Branch Distal Radius</td>
<td>$R_{3,d}^0$</td>
<td>4.0</td>
<td>mm</td>
<td>27</td>
</tr>
<tr>
<td>Left Daughter Branch Length</td>
<td>$L_3$</td>
<td>2.50</td>
<td>cm</td>
<td>27</td>
</tr>
<tr>
<td>Viscoelastic Damping Coefficient</td>
<td>$\kappa$</td>
<td>500</td>
<td>kg/m$^3$/s</td>
<td>--</td>
</tr>
<tr>
<td>Longitudinal Stress Coefficient</td>
<td>$\beta$</td>
<td>-100</td>
<td>kg/m/s$^2$</td>
<td>--</td>
</tr>
<tr>
<td>Primary Outlet Resistance</td>
<td>$R_1$</td>
<td>20</td>
<td>MPa·s/m$^3$</td>
<td>--</td>
</tr>
<tr>
<td>Secondary Outlet Resistance</td>
<td>$R_2$</td>
<td>1</td>
<td>kPa·s/m$^3$</td>
<td>--</td>
</tr>
<tr>
<td>Outlet Compliance</td>
<td>$C$</td>
<td>1</td>
<td>cm$^3$/Pa</td>
<td>--</td>
</tr>
</tbody>
</table>
Figure 52 Dynamic trajectory of area, pressure, and flow at the proximal ends of the parent vessel and the main trunk bifurcation in the ovine arterial pulmonary bifurcation as computed by both the Lax-Wendroff (red) and Collocation (blue) method, compared to a QLV model. As the flow does not match between the methods presented in this report and computational results provided in the literature, a mass conservation analysis was undertaken as shown in Figure 53.
The wall displacement of the main trunk daughter branch smaller compared with the parent vessel and the pressure decrease slightly. Flow evenly splits between daughter branches, however the smaller side branch is not shown as no results from the implementation of QLV model were provided in the literature.

The Collocation method and the Lax-Wendroff method match each other with no significant deviation. However, the difference between these methods and the QLV model differ significantly. The difference in wall movement and flow predictions between the Collocation and Lax-Wendroff method and the QLV model may be possibly be due to differences in the material property, numerical integrator, or the use of an alternative momentum equation that incorporate the profile function of blood.

A mass conservation analysis shown in Figure 53 demonstrates that the results computed by the Lax-Wendroff method satisfy mass conservation for each vessel. The top row depicts the mass conservation at the proximal end of each vessel with a dx=0.25mm.

However, a similar analysis cannot be performed for the results of the QLV model, as only results are reported for the proximal and distal node of the parent vessel only. Analyzing the mass balance using the dynamic trajectory of flow at the proximal and distal node of the parent vessel and the change in area at the proximal node, as shown in the bottom row of Figure 53, indicates that an analysis with incomplete data would lead to misleading results.
Figure 53 Mass Conservation of sheep pulmonary artery bifurcation as computed by the Lax-Wendroff method for the parent vessel, the main trunk daughter branch, and the smaller side branch. Analysis of a small vessel section with a \( dx=0.25\text{mm} \) shows residual below numerical error, the green line, for each branch. However, extending the balance envelope to the entire vessel for the computation of \( Q \) while restricting the wall deformation measurement to either the proximal or distal node, as shown in the bottom row, results in a misleading analysis.
Network Simulations

The linear and nonlinear implicit one-step finite difference methods were dropped as a possible method for simulating bifurcations due to the low match between simulated values and recorded values in the single vessel case study. The nonlinear finite difference method also proved to be computationally infeasible based on its performance in the single vessel case study, with a simulation time more than twenty times longer than the competing methods. The linearized finite difference method was dropped from further analysis as its simulation time was also considerably longer than the Collocation or Lax-Wendroff method; simulation times ran for nearly ten times longer (results not shown).

As shown by the state-space diagrams for the single vessel case study, the results computed by the Collocation method and the Lax-Wendroff method do differ slightly. However, when compared against empirical data, both methods match the physiological measurements closely. Unlike the Collocation method, the Lax-Wendroff approach does not require the inversion of a matrix to solve each time step, and the solution of the dynamic state for each vessel at each time step is calculated algebraically.

Additionally, though the collocation method only requires solving a fraction of the elements needed for the single vessel as Lax-Wendroff method does (5 3rd order polynomials versus 50 finite difference elements), this may prove to be a disadvantage in the network simulations. Network structures of the vasculature, especially in the brain, are composed of many small segments to capture the tortuous vessel path. These segments may be small enough to be represented by a single finite difference element, but will still need to be represented by at least a single 3rd order polynomial for the Collocation method. This may artificially increase the number of elements needed to represent a network beyond what is needed to solve the same problem using the Lax-Wendroff method. The Lax-Wendroff method is therefore recommended as the method of choice for solving the distensible vessel problem on larger vascular networks.
The linear elastic model tube law was implemented to compute the vessel distension as a result of changes in lumen blood pressure.

**Simplified Microvessel Network**

A simplified cerebral microcirculation is proposed as shown in Figure 54. This single inlet single outlet microvessel network consists of a penetrating arteriole feeding a capillary bed which is then drained by a solitary ascending venule. The capillary bed consists of three bifurcations and three unions. Overall, the network has over six hundred vessels whose physiologic and hemodynamic properties can be found in the table embedded in Figure 54. The properties of the RCR outlet boundary conditions are the same as described in Table XVII.

**Dynamic Results**

Employing the Lax-Wendroff integrator, the blood pressure, velocity and lumen diameter was computed for every time step in response to an applied pressure signal (period = 0.6s) at the inlet of the penetrating arteriole. The system in initialized with velocity equal to zero and pressure equal to the extravascular lumen pressure \( P_{ex} = 88.86\text{mmHg} \) everywhere with a resting lumen diameter 16.15\( \mu \text{m} \) and harmonic steady state is reached by the fifth period. Repeated application of the input signal does not change the oscillatory fluctuations of the pressure after 3.0s as shown in Figure 55.
<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood Viscosity</td>
<td>3.5 g/m/s</td>
</tr>
<tr>
<td>Blood Density</td>
<td>1050 kg/m$^3$</td>
</tr>
<tr>
<td>Vessel Wall Young’s Modulus</td>
<td>360 kPa</td>
</tr>
<tr>
<td>Vessel Lumen Diameter</td>
<td>16.15µm</td>
</tr>
<tr>
<td>Average Vessel Length</td>
<td>2.4±0.5µm</td>
</tr>
<tr>
<td>Vessel Wall Thickness</td>
<td>1µm</td>
</tr>
<tr>
<td>Number of Segments</td>
<td>608</td>
</tr>
</tbody>
</table>

**Figure 54** Simulation parameters and network properties of microvessel network. This cerebral microcirculatory single inlet / single outlet network model consists of a penetrating arteriole (left) a draining venule (right) and an interconnected capillary bed in the middle.
Figure 55 Harmonic steady state analysis of oscillatory signal in microcirculatory network. Blood pressure signal at A, penetrating arteriole inlet and B, descending venule outlet were compared for period 1, 3, 5 and 7. The blood pressure signals for periods 5 and 7 overlap for both the arteriole inlet and venule outlet, indicating that harmonic steady state is achieved by period 5. As each period is 0.6s, harmonic steady state is achieved at t=3.0s.
Dynamic blood pressure, velocity and percent lumen cross sectional area change was recorded at four key points in the microcirculatory structure as shown in Figure 56 starting at $t=3.6$, after harmonic steady-state is achieved.

Signals were recorded at the deep pre-capillary arteriole, Figure 56A, the post-arteriole and pre-venule vessels of the capillary bed, Figure 56A-B, and in the descending venule, Figure 56D. Though the peak to peak distance between each pressure signal does not change, the slope of the signal decay is steeper in the venules than in the arterioles. This increase in slope in signal decay in the descending venules is observed in the percent change in lumen cross sectional area as well. Amplitude of the blood velocity signal decreases in the capillary bed, which is expected following a bifurcation where the diameters of the daughter branches are equal to the parent branch. The blood velocity magnitude increases slightly in the descending venule and no longer exhibits high negative backflow as demonstrated in the penetrating arteriole.
Figure 56 Dynamic blood pressure, velocity and percent change in cross sectional area at A. The deep penetrating pre-capillary arterioles, B. post-arteriole and C. pre-venule capillaries and D. the ascending venules. Gray bar in velocity and area plots indicates value of zero.
The spatial distribution of blood pressure at different time points is shown in Figure 57. At 
t=3.6s, the increase blood pressure from the previous period is still lingering in the ascending 
venule as shown in Figure 57A. As the pressure peak from the new period enters the 
penetrating arteriole, the ascending venule has returned to the resting exterior lumen pressure 
of $P_{ex} = 88.96 \text{mmHg}$. As the peak of the pressure signal enters into the capillary bed by 
t=3.90s, there is some recirculation and backflow. This jagged signal is observed in Figure 57B-
C. The peak of the pressure signal leaves the system by t=4.20s as shown in Figure 57D and 
the new period begins as shown in Figure 57E. The relationship between the overall length of 
the microcirculatory system and the period of the input signal is such that one or zero signal 
peaks are present within the network at a time.

**Validation of Continuously Differentiable Signal**

The results shown in Figure 56 demonstrate jagged peaks and valleys for blood pressure, 
velocity and cross sectional area. These irregular peaks may be the product of signal reflection 
at bifurcations or recirculation in the capillary bed. However, these spikes may be artifacts 
introduced by the explicit Lax-Wendroff solver. To clarify whether the jaggedness of the results 
shown in Figure 56 are meaningful physiological results or integrator numerical errors, the 
shape of the signal was investigated in detail as shown in Figure 58.

Figure 58A depicts a signal spike at t=0.25s which may be a real hemodynamic peak in 
blood pressure, or may be an integrator artifact. As the time step for the explicit Lax-Wendroff 
integration is very small ($\Delta t=150 \mu s$) a filter was applied when recording time steps. By 
escalating the sampling rate of the filter and thereby heightening the signal resolution, as show 
in Figure 58B, it is clear that the signal around the spike at t=0.25s is continuously differentiable 
and therefore not a numerical artifact of the explicit integrator.
Figure 57 The dynamic blood pressure distribution in a small microcirculatory test network. Blood pressure throughout the test network was visualized at different time points as indicated by the empty circles on the input pressure signal shown in the top left corner. Blood pressure is shown from 130mmHg (red) to 80mmHg (blue) at each time point.
Figure 58 Investigation of signal smoothness at different sampling rates. A. At the coarse signal sampling rate of $\Delta t=7.5\text{ms}$, it is unclear whether the peak at $t=0.25\text{s}$ is real or an integrator artifact. Black dots indicate the actual data points extracted from the results of the Lax-Wendroff integration. B. A higher resolution sampling rate of $\Delta t=1.5\text{ms}$ clarifies that the signal around this peak is continuously differentiable and smooth.
**Discussion**

This report compares the predictions of four separate numerical integrators for solving the distensible vessel problem; an Implicit Nonlinear One-Step Finite Difference method, an Implicit Linear One-Step Finite Difference method, the Two-Step Lax-Wendroff scheme, and the Collocation Method of Weighted Residuals. Each numerical integrator was tested on a single vessel case study of the canine aorta, and then only the Lax-Wendroff and Collocation method were compared for the bifurcation case study in the sheep arterial pulmonary branch.

Comparison of the performance of these four integrators when compared to measured results and the computational cost for each, the Lax-Wendroff method was determined to be the most accurate and efficient of the four methods. While both the Lax-Wendroff and Collocation MWR computed similar results in the canine aorta case study, the Collocation method is limited by matrix inversion, which is prohibitive in larger microcirculatory systems.

Simulation of the FSI problem was performed on a simplified cerebral microcirculation network. Analysis of the network simulation revealed a jagged dynamic blood pressure, velocity and cross sectional area profile at select vessels within the microcirculatory network. In this section, the effects of bifurcations are analyzed as a possible cause for these signal spikes. In addition, an open loop control mechanism is proposed as a possible model for blood flow distribution following a neuronal firing event.

**Phase Lag between Pressure and Flow**

In the single vessel case study, there was no appreciable lag between the pressure signal and the flow signal. Additionally, pressure, velocity and area signals in the network model are characterized by sharp peaks and valleys which are absent in the single vessel studies. Though these sharp peaks are shown to be differentiable in Figure 58, their presence remains unexplained. These jagged peaks may be due to signal reflections at the bifurcations. Though there has been much discussion over how the flow signal precedes the oscillatory pressure
signal\textsuperscript{17,29-30}, the pressure signal seemed to precede the flow signal in the single vessel model when the pressure signal was used as an input, as the flow field only arises from the pressure gradient in the momentum equation. This displacement between the pressure and flow signal in the daughter branch may lead to small accumulations in either pressure or velocity and create sharper gradients between adjacent vessels. Even though these systems reach harmonic equilibrium, these micro-gradients may persist, resulting in the jagged signals observed in the network models.

**Determining Outlet RCR Parameters**

For the network simulation, an alternate approach proposed by Alastruey et al. was undertaken to systematically compute the parameters of the outlet RCR circuit\textsuperscript{45}. This method specified setting the value of $R_1$ equivalent to the characteristic impedance of the terminal branch, $Z_0$, which relies on the wave speed, $c_0$. The derivative of cross sectional area to pressure at the terminal vessel was determined numerically from the inelastic tube law. Using this approach, the $R_1$ value was set to 3.71 x MPa·s·m\textsuperscript{3}.

\[
Z_0 = \frac{\rho c_0}{A_0} \quad c_0 = \frac{1}{\sqrt{\frac{\rho}{A_0} \frac{dA}{dp}}}
\]

In the approach described in Alastruey, the $R_2$ parameter was utilized to distribute flow accordingly between different outlets. As the network simulation presented here has only a single outlet, this term was assumed to be zero. The parameter $C$ was assigned using the value prescribed in the paper of 9.45 mm\textsuperscript{3}/Pa. These new outlet boundary conditions resulted in a comparably small $R_f$ of -0.079 at the terminal outlet to the system chosen by manual optimization, -0.013. Because the systematic approach performed comparably while avoiding the
arduous task of manual optimization, it is recommended that this approach be used to determine the parameters of the RCR circuit in future dynamic studies of the microvasculature.

**Blood Flow Control**

One of the most important functions of the cerebral vasculature is the dynamic redirection of blood flow following a change in the metabolic requirements of the brain. It is this change in blood flow, combined with a change in metabolic demand from the surrounding tissue that leads to the BOLD signal in fMRI. The ability of the cortical circulation to selectively supply choice sub-regions of the cortex is a critical function of the microcirculation.

Blood flow, pressure, velocity and cross sectional area were all computed following a closed-loop vasodilation event in the simplified network model presented in the Results. Analyzing the hemodynamic response to a vasodilation event requires a period averaging scheme to accurately assess whether blood flow, has changed meaningfully in response to a vessel caliper control event. The harmonic blood flow signal in a select vessel is shown in gray lines in Figure 60 with the corresponding period averaged values overlaid in black. Each blood flow signal is computed in response to an increase in the penetrating arterial input pressure, from the baseline signal (+0) to +30mmHg.
Figure 59 The effects of vessel bifurcation on phase lag between the pressure and flow signal and accompanying state space diagrams. In the parent vessel, the flow wave follows the pressure wave slightly. In the main trunk daughter branch, the phase lag between the flow and pressure signals is decreased, while in the side branch the phase lag is increased. This alignment in phase in the main trunk daughter branch is due to the similar area of the two vessels (d=10mm in the parent vessel, d=9mm in the daughter branch) that allows for the pressure signal to be passed through with little reflection while the flow signal is slightly reflected by the decreased change in flow. In the side daughter branch, the flow single is reflected similarly to its sister branch, however the pressure wave is slowed down significantly more due to the large change in area (d=10mm in the parent vessel, d=5mm in the side branch).
Figure 60 Four different blood flow signals in the upper branch of the cerebral microcirculation capillary bed indicated by the arrow as shown in the left panel. Each blood flow signal shown in gray is computed in response to a pressure input signal with an offset between +0 to +30mmHg in 10mmHg increments. The period averaged signal is shown in black lines for each flow signal. Flow increases by 4.37nL/min from 2.39 to 6.76nL/min in response to a 30mmHg increase in penetrating arterial input pressure.
Figure 61 Fluctuations in period averaged flow measurements in four select vessels. The average blood flow through a vessel for a period may fluctuate from period to period at harmonic steady state. Average blood flow values have a two period cycle at harmonic steady state in these four select vessels. Mass is conserved between the arteriole inlet vessel C (6.46nL/min) and the venous outlet vessel D (6.46nL/min), as well as at the union of the upper capillary A (2.46nL/min) and the lower capillary B (4.00nL/min).
Even though the system has reached harmonic equilibrium, as demonstrated in Figure 55, the period averaged flow is not consistent from period to period. As demonstrated in Figure 61, the average blood flow has a cycle of two periods that it oscillates between. This pattern is exhibited in multiple vessels in the simplified microcirculatory system. These fluctuations of periodic blood flow averages are less in vessels that are farther away from the penetrating arteriole.

Open-loop control was implemented as a step function widening the resting lumen caliper, $A_0$, at $t=6s$. The site of control is a single capillary indicated by the black arrow, its cross sectional area was increased by 10% (resting diameter $= 16\mu m$). The resulting change in period averaged blood flow is shown in Figure 62 in the downstream capillary, sister vessel, feeding arteriole and draining venule. This change was measured in response to a 10%, 20% and 30% increase in $A_0$. As the resting state cross sectional area of the capillary widens, blood flow through the downstream vessel initially decreases then climbs steadily to the new harmonic steady state level. Conversely, flow through the sister vessel in lower half of the capillary bed immediately increases and then drops steadily. Both the feeding arteriole and the draining venule experience perturbations less than 0.25nL/min and then resume to harmonic steady values prior to the step increase in $A_0$. The period to period fluctuations in average blood flow do decrease after the control event.

The phenomenon of an initial decrease in blood flow in following a vasodilation event would not be observable in a rigid vessel model. Blood flow in non-distensible network models following a vasodilation open-loop control event establish to a new blood flow immediately. As this dynamic effect is lost, the blood flow signals produced here have not yet been observed in microvessel hemodynamic models.
Figure 62 Dynamic blood flow response to an open-loop vasodilation event in the capillary bed at $t=6.0s$. Dilation of a capillary in the upper half of the capillary bed, shown by the black arrow, affects the dynamic blood in A. downstream vessels, B. the lower half of the capillary bed, C. the pre-capillary feeding arteriole, and D. the post-capillary draining venule. Blood flow in the downstream vessel increases in response to the widening vessel, while blood flow correspondingly drops in the sister vessel in the lower half of the capillary bed. Period to period fluctuations are flattened by the Arteriole inflow and venule outflow are unaffected.
Future Work

Currently, the parameters for these open-loop control mechanisms are not validated against physiologically measured data. This work has demonstrated the robustness of the two-step Lax-Wendroff integrator to compute FSI simulations over a distributed blood vessel network. The methodological validation presented here demonstrates that these simulated results can be meaningfully compared against a set of experimentally collected data. A study that compares simulated blood flow or area expansion to measured values in a distributed network could be used to predict measurements for blood pressure and velocity which are difficult to measure. Additionally, the modeling approach could be used to elucidate the sites on control in a distributed network. The work shown here only describes the effect on blood flow following a capillary expansion in a simplified network. However, the pial arteries, penetrating arterioles or pre-capillary arterioles are also potential sites for vasodilation to occur. By comparing vasodilation induced measured blood flow changes to a library of simulated responses in a more realistic network, the correct site of control can be identified. These simulated experiments may be instrumental in identifying the sites of control following functional activation, glial network stimulation, or injury leading to a significant contribution to better understanding cerebral hemodynamics.
Supplemental 1

Lax-Wendroff

The three equations describing the distensible vessel problem, the mass conservation of eq. 65, the second approach to the momentum balance in eq. 87, and the tube law of eq. 89, describe a quasi-linear first order hyperbolic system. The first two equations of this system, the mass conservation and momentum balance, can be written in the general form of hyperbolic partial differential equations described in eq. 101.

\[ \frac{\partial u(x,t)}{\partial t} + \frac{\partial f(u(x,t))}{\partial x} = 0 \]

The dynamic update of these equations can be written in the form of the two-step Richtmeyer-Morton Lax-Wendroff scheme\(^\text{18}\). This finite difference based numerical method for solving hyperbolic partial differential equations is second-order accurate in both space and time. The implementation of the Lax-Wendroff integrator for the distensible tube problem (including bifurcations and unions) is based off an understanding of the implementation proposed in Zagzoule\(^\text{9}\).

The simplicity of implementation is an attractive feature of this simple finite difference scheme. Even more so when one considers the strategy offered by the explicit formulation, in which the solution of the hyperbolic wave problem is propagated forward from inlet to outlet without the need for simultaneously solving large sets of algebraic equations. However, this method exhibits a nearly-discontinuous dispersive response in response to shocks\(^\text{19}\), which limits its usefulness in modeling impulse response problem. The implicit formulation is useful for smoothing the numerical shock profile\(^\text{38-39}\). Since the pulsatile pressure inlet for the distensible blood vessel problem is smooth and continuously differentiable, this formulation is not needed for this problem type.
The notation describing the Lax-Wendroff method is described in Figure 63, with the index $t$ for each timeline and $i$ for each spatial grid point from the proximal end of the vessel, $i = 0$, to the distal, $i = L$, where $L$ is the length of the vessel. It should be noted that the function value at a grid midpoint is often evaluated as $f_{i+1/2}^n = \frac{f_i^n + f_{i+1}^n}{2}$.

As with any dynamic system, the entire system $(A, U, P)$ must be known everywhere for $i$ at the initial state $t = 1$. From this initial state, the update for the half time step at $t = 1\frac{1}{2}$ is determined for the cross sectional area, $A$, using the mass conservation in eq. 115, for the volumetric flow rate, $Q$, using the momentum balance in eq. 116, and for the blood pressure, $P$, using the tube law in eq. 118.
Figure 63 Schematic of Lax Wendroff Richten-Meyer two-step indexing scheme. The bottom row, the initial state, is the known states of $A$, $U$, and $P$ at the nodes $i = 1$, $2$ and $3$. Step 1 advances these values to the off-grid points $i = 1\frac{1}{2}$ and $2\frac{1}{2}$. Finally, Step 2 determines the values of $A$, $U$, and $P$ at every node for the full advancement in time.
Step 1

Step 1 determines the value of $A$, $Q$, and $P$ at the half step in both time and space, shown as the second row in Figure 63.

\[
A_{i+1/2}^{t+1} = \frac{A_i^t + A_{i+1}^t}{2} - \frac{\Delta t}{2\Delta x} \left[ (AU)_{i+1}^t - (AU)_i^t \right]
\]

\[
U_{i+1/2}^{t+1} = \frac{U_i^t + U_{i+1}^t}{2} - \frac{\Delta t}{2\Delta x} \left[ \left( \frac{U_i^2}{2} \right)^t + \frac{P_i^t}{\rho_i} - \left( \frac{U_{i+1}^2}{2} \right)^t + \frac{P_{i+1}^t}{\rho_{i+1}} \right] - \frac{\Delta t}{2} \mathbf{v} \cdot \left( \frac{U_i}{A} \right)^t_{i+1/2}
\]

\[
\left( \frac{U}{A} \right)^t_{i+1/2} = \frac{1}{2} \left[ \left( \frac{U}{A} \right)^t_i + \left( \frac{U}{A} \right)^t_{i+1} \right]
\]

\[
P_{i+1/2}^{t+1} = E_L \left( \frac{A_{i+1/2}^{t+1}}{A_{i+1/2}^t} - 1 \right) + \kappa \left( \frac{2}{\Delta t} A_{i+1/2}^{t+1} + \frac{A_i^t + A_{i+1}^t}{\Delta t} \right) + \beta \frac{\Delta t}{\Delta x^2} (A_{i+1}^t - 2A_i^t + A_{i-1}^t) + P_{ex}
\]

Note that the value of $A$, $Q$, and $P$ for the half step is explicitly dependent on the values at $t = 1$, each value can be found through algebraic substitution, it is no necessary to simultaneously solve a set of equations. For each determination of Step 1, the Area of for each index of $i$ must be solved prior to determining the value of $P$ due to the dependence of the tube law on the definition of $A_{i+1/2}^{t+1}$. The value of $A_{i+1/2}^t$ is the value of the initial conditions for $A$ at the half spatial index, which can be found by geometric averaging.

Special Considerations at the Boundaries

All three equations require the definition of values from the previous time step at $i + 1$ to be known, which breaks down at the outlet, $i = N$, where $N$ is the maximum number of nodal discretizations. However, there is no need to solve for $i = N + \frac{1}{2}$, these half steps are only evaluated for the set $i = \{1, N - 1\}$.

The tube law requires the definition of $i + 1$ and $i - 1$, which is breaks down at the inlet where $i = 1$. In this case, a one-sided form of the second order differential is used, as shown in eq. 119.
\[
P_{i+1/2}^{t+1/2} = E_L \left( \frac{A_i^{t+1/2}}{A_i^{t+1/2}} \right) + \kappa \left( \frac{2}{\Delta t} \frac{A_{i+1/2}^{t+1} + A_{i-1/2}^t}{\Delta t} \right) + \frac{\beta}{\Delta x^2} (A_{i+1}^t - A_i^t) + P_{ex}
\]

Step 2

Step 2 determines the value of A, Q, and P advancement from by “Leapfrogging” from the half time step to \( t + 1 \) at grid points of the original spatial indexing scheme, as shown as the third row of Figure 63.

\[
A_i^{t+1} = A_i^t - \frac{\Delta t}{\Delta x} [(AU)_{t+1/2}^{i+1/2} - (AU)_{t-1/2}^{i-1/2}]
\]

\[
U_i^{t+1} = U_i^t - \frac{\Delta t}{\Delta x} \left( \left( \frac{U_i^2}{2} \right) + \frac{P_i^{t+1/2}}{\rho_{i+1/2}} - \left( \left( \frac{U_i^2}{2} \right) + \frac{P_i^{t+1/2}}{\rho_{i-1/2}} \right) - \gamma \Delta t \cdot \frac{(U_i^2)}{A_i^{t+1/2}} \right.
\]

\[
\left( \frac{U_i}{A_i} \right)^{t+1/2} = \frac{1}{2} \left[ \left( \frac{U_i}{A_i} \right)^{t+1/2} + \left( \frac{U_i}{A_i} \right)^{t+1/2} \right]
\]

\[
P_i^{t+1} = E_L \left( \frac{A_i^{t+1}}{A_i^t} \right) - 1) + \kappa \left( \frac{A_i^{t+1} + A_i^t}{\Delta t} \right) + \frac{\beta}{\Delta x^2} (A_{i+1}^t - 2A_i^t + A_{i-1}^t) + P_{ex}
\]

As in Step 1, the value of \( A_i^{t+1} \) must be solved before the tube law is evaluated for the update of P.

Special Considerations at the Boundaries

At the inlet, \( i = 1 \), the pressure is assigned by the forcing function and the cross sectional area is evaluated by rearranging the tube law, as described in eq. 124.

\[
A_1^{t+1} = \left( -P_1^{t+1} - E_L + \frac{\kappa}{\Delta t} A_1^t - \frac{\beta}{\Delta x^2} A_{1+1}^t + \frac{\beta}{\Delta x^2} A_1^t + P_{ex} \right) / \left( -E_L + \frac{\kappa}{\Delta t} \right)
\]

As there is no value for \( i - \frac{1}{2} \) at the inlet boundary, where \( i = 1 \), an uncentered approximation is enforced for the determination of Q at the inlet, as described in eq. 125.

\[
U_1^{t+1} = U_1^t - \frac{\Delta t}{\Delta x} \left( \left( \frac{U_1^2}{2} \right)^t_{1+1} - \left( \frac{U_1^2}{2} \right)^t_{1-1} \right) - \frac{\Delta t}{\Delta x \rho} (P_{1+1}^t - P_1^t) + \gamma \Delta t \left( \frac{U_1}{A_1} \right)^t
\]
At the outlet, the area is determined by employing an explicit form of eq. 124. Outlet flow is determined by enforcing the momentum balance using the uncentered approximation shown in eq. 126.

\[
U^{t+1}_N = U^t_N - \frac{\Delta t}{\Delta x} \left[ \left( \frac{U^2}{2} \right)_N^t - \left( \frac{U^2}{2} \right)_{N-1}^t \right] - \frac{\Delta t}{\Delta x \rho} (P^t_N - P^t_{N-1}) + \gamma \Delta t \left( \frac{U}{A} \right)_N^t
\]  

Parallel Computations

This two-step discretization in time and space explicitly solves blood pressure, velocity and vessel cross sectional area for each time step. This method relies exclusively on the values of each of these states in the previous time step at the node in question and the neighboring nodes. These values for the new time step can therefore be solved in any order and are not dependent on one another. Therefore, these computations can be easily solved in parallel, as the computation of each state for each time step can simply be distributed across multiple processors which compute the new time step independently. The ability of the two-step Lax-Wendroff integrator to independently compute the values of the new timeline extends to boundaries, bifurcations, and union as well as demonstrated in subsequent sections.

CFL Condition

At low magnitudes of the damping and longitudinal stress coefficients presented in the tube law, the system tends toward the behavior of a completely hyperbolic system. For the explicit formulation the stability of a hyperbolic system is shown dependent on the Courant-Friedrichs-Lewy (CFL) condition, shown in eq. 102 where \( c \) is the speed of the pressure wave velocity through the tube.

\[
\left| \left( \frac{Q}{A} \right) + c \right| \frac{\Delta t}{\Delta x} \leq 1
\]  

As the system is not completely hyperbolic due to the presence of the damping and longitudinal stress terms, the ratio of \( \Delta t \) to \( \Delta x \) shown here is the upper limit that must lead to a
convergent solution; larger ratios of $\Delta t$ to $\Delta x$ may still converge. This criterion also assures the stability of the uncentered approximation\textsuperscript{49} utilized at the boundary conditions. Application of the CFL convergence criterion
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Bifurcations, Unions and Narrowing Channels

The vessels discussed so far are non-bifurcating, straight idealized cylinders. In realistic vascular networks propagating pressure and velocity waves are partially reflected at the junction and partially transmitted to both downstream daughter branches\(^50\). At every vessel junction, the pressure, flow rate, and cross sectional area for the parent vessel and daughter branches must be computed by imposing suitable interface conditions\(^9,26\) that fulfill the following conditions\(^50\):

- The pressure is a single value function, i.e. the distal pressure of the parent vessel is equal to the proximal pressure of the daughter branches.
- The flow must be continuous from the parent branch to both daughter branches; though the velocity can be discontinuous.

Using the same approach outlined in the literature\(^9\), only the two-step Lax-Wendroff integration method was used to solve these vessel junction case studies.

Bifurcations

Using the two-step Lax-Wendroff integrator to advance time steps, explicit knowledge is required of all neighboring nodes from the previous time step. Each vessel is discretized with a proximal node, distal node and a midway point. Therefore, each bifurcation is constructed as three nodes – one distal node of the parent vessel and two proximal nodes of both daughter branches. As the blood pressure, velocity and cross sectional area must be solved for each of these nodes, a total of nine algebraic equations must be solved, three for the parent vessel and three for each daughter branch.
Figure 64 Schematic of bifurcation indexing scheme. Each vessel is assigned a local index from its proximal to distal end. The distal index of the parent vessel is in the same spatial position as the proximal node of both daughter branches. The value of $P$ is the same between these three nodes, $P_B$, however the values of the cross sectional area, $A$, or the blood velocity, $U$, may not be as described in eq. 132-134. The length of each vessel is $\Delta x_1$, $\Delta x_2$, and $\Delta x_3$. 
For a single bifurcation, as shown in Figure 64, the volumetric flow rate across the bifurcation at each time step is conserved as described in eq. 128. By the principle of pressure continuity shown in eq. 129-130 are enforced, resulting in distal node of the parent vessel having the same pressure as the proximal node of the daughter vessels as shown in Figure 64. The pressure at the bifurcation node is defined as $p_B^{t+1}$, defined in eq. 131.

\[
(AU)_{1,3}^{t+1} - (AU)_{2,1}^{t+1} - (AU)_{3,1}^{t+1} = 0
\]

\[
p_{1,3}^{t+1} - p_{2,1}^{t+1} = 0
\]

\[
p_{1,3}^{t+1} - p_{3,1}^{t+1} = 0
\]

\[
p_B^{t+1} = p_{1,3}^{t+1} = p_{2,1}^{t+1} = p_{3,1}^{t+1}
\]

Though these vessels all have the same pressure, their area may not all be equivalent. Enforcing the linear elastic tube law presented in eq. 89, another three equations are obtained. Equal pressure for the parent and daughter branches at the vessel junction node may lead to large differences in vessel radius depending on the vessel’s initial condition.

To obtain the final three equation need to solve this system, a face mass conservation was enforced across the parent and daughter branches as described in eq. 132-134.

\[
\frac{A_{1,3}^{t+1} + A_{1,2}^{t+1}}{2} - \frac{A_{1,3}^{t+1} + A_{1,2}^{t+1}}{2} + \frac{(AU)_{1,3}^{t+1} - (AU)_{1,2}^{t+1}}{\Delta x_1} = 0
\]

\[
\frac{A_{2,2}^{t+1} + A_{2,1}^{t+1}}{2} - \frac{A_{2,2}^{t+1} + A_{2,1}^{t+1}}{2} + \frac{(AU)_{2,2}^{t+1} - (AU)_{2,1}^{t+1}}{\Delta x_2} = 0
\]

\[
\frac{A_{3,2}^{t+1} + A_{3,1}^{t+1}}{2} - \frac{A_{3,2}^{t+1} + A_{3,1}^{t+1}}{2} + \frac{(AU)_{3,2}^{t+1} - (AU)_{3,1}^{t+1}}{\Delta x_3} = 0
\]

By rearranging eq. 132-134 equations to solve for flow, a mass conservation balance can be constructed as shown in eq. 135-140 from the mass conservation is eq. 128. The shorthand terms $R$ and $S$ in eq. 138-139 are introduced to simplify notation.
In eq. 141-143 below, the inelastic tube law is used to define the area at the bifurcation node as a function of the resting area, the vessel’s Young’s modulus, the extravascular pressure and the blood lumen pressure.

\[
(AU)_{1,3}^{t+1} = (AU)_{1,2}^{t+1} - \frac{\Delta x_1}{2\Delta t} (A_{1,3}^{t+1} + A_{1,2}^{t+1} - A_{1,3}^t - A_{1,2}^t)
\]

\[
(AU)_{2,1}^{t+1} = (AU)_{2,2}^{t+1} + \frac{\Delta x_2}{2\Delta t} (A_{2,1}^{t+1} + A_{2,2}^{t+1} - A_{2,1}^t - A_{2,2}^t)
\]

\[
(AU)_{3,1}^{t+1} = (AU)_{3,2}^{t+1} + \frac{\Delta x_3}{2\Delta t} (A_{3,1}^{t+1} + A_{3,2}^{t+1} - A_{3,1}^t - A_{3,2}^t)
\]

\[
R = (AU)_{1,2}^{t+1} - (AU)_{2,2}^{t+1} - (AU)_{3,2}^{t+1}
\]

\[
S = \frac{\Delta x_1}{2\Delta t} (A_{1,3}^t + A_{1,2}^t - A_{1,2}^{t+1}) + \frac{\Delta x_2}{2\Delta t} (A_{2,1}^t + A_{2,2}^t - A_{2,2}^{t+1}) - \frac{\Delta x_3}{2\Delta t} (A_{3,1}^t + A_{3,2}^t - A_{3,2}^{t+1})
\]

\[
R + S = \frac{\Delta x_1}{2\Delta t} A_{1,3}^{t+1} + \frac{\Delta x_2}{2\Delta t} A_{2,1}^{t+1} + \frac{\Delta x_3}{2\Delta t} A_{3,1}^{t+1}
\]

Substituting eqs. 141-143 into eq. 140, and replacing the term \(p_{bi}^{t+1}\) for each of the bifurcation pressure variables as defined in eq. 131. The term \(A_T\) is then introduced, as defined in eq. 144 to give the familiar form of the inelastic tube law shown in eq. 145, which can be rearranged to solve for \(p_{bi}^{t+1}\) as shown in eq. 146.

\[
A_T = A_{1,3}^0 + A_{2,1}^0 + A_{3,1}^0
\]

\[
E_l (R - A_T) = p_{bi}^{t+1} A_T - P_{ex} A_T
\]
\[ P_{B}^{t+1} = \frac{E_l}{A_T} (R + S - A_T) + P_{ex} \]

Once the bifurcation pressure is solved, then the area of each vessel at the bifurcation can be solved by substitution using eq. 141-143, as well as the velocity using eq. 135-137.

**Unions**

Unions can be solved in a similar manner, with the branching junction pressure solved explicitly followed by solving the area and velocity by substitution. Solution of the blood pressure, velocity and cross sectional area change at the union requires explicit solution of each of these variables at the terminal nodes of the parent vessel and the proximal node of the single daughter branch, requiring nine separate equations.

Similar to the solution of the bifurcation, the steady state equation of mass conservation at the vessel junction is the first equation, as shown in eq. 147, followed by the two pressure continuity equations, eq. 148 and eq. 149.

\[ (AU)^{t+1}_{1,3} + (AU)^{t+1}_{2,3} - (AU)^{t+1}_{3,1} = 0 \]

\[ P^{t+1}_{1,3} - P^{t+1}_{2,3} = 0 \]

\[ P^{t+1}_{1,3} - P^{t+1}_{3,1} = 0 \]

The dynamic equations for mass conservation at the face are required to explicitly solve the area and velocity of the new step using the values from the old time step as shown in eq. 150-152.
Figure 65 Schematic of union indexing. Each vessel is assigned a local index from proximal to distal end, where the distal index of both parent vessels has the same spatial coordinate as the proximal node of the daughter branch. The value of \( P \) is the same at all three nodes at the junction, however the values of \( A \) and \( U \) may not be. The length of each vessel is \( \Delta x_1 \), \( \Delta x_2 \), and \( \Delta x_3 \).
Finally, the bifurcation pressure equations are introduced to describe the relationship between pressure and cross sectional area as shown in eq. 153-155. As the pressure for the distal nodes of the parent branches and the proximal node of the daughter branch are identical, the bifurcation pressure can be solved explicitly.

\[
\begin{align*}
\frac{A_{1,3}^{t+1} + A_{1,2}^{t+1}}{2} \Delta t - \frac{A_{1,3}^{t} + A_{1,2}^{t}}{2} \Delta t + \frac{(AU)_{1,3}^{t+1} - (AU)_{1,2}^{t+1}}{\Delta x_1} &= 0 \\
\frac{A_{2,3}^{t+1} + A_{2,2}^{t+1}}{2} \Delta t - \frac{A_{2,3}^{t} + A_{2,2}^{t}}{2} \Delta t + \frac{(AU)_{2,3}^{t+1} - (AU)_{2,2}^{t+1}}{\Delta x_2} &= 0 \\
\frac{A_{3,2}^{t+1} + A_{3,1}^{t+1}}{2} \Delta t - \frac{A_{3,2}^{t} + A_{3,1}^{t}}{2} \Delta t + \frac{(AU)_{3,2}^{t+1} - (AU)_{3,1}^{t+1}}{\Delta x_3} &= 0
\end{align*}
\]

Rearranging the conservation balance equations from eq. 147 and eq. 150-152, the substitution variables R and S can be defined to give the form shown in eq. 156 and eq. 157.

\[
\begin{align*}
A_{1,3}^{t+1} &= \frac{A_{1,3}^{0}}{E_L} (P_{1,3}^{t+1} - P_{ex}) + A_{1,3}^{0} \\
A_{2,3}^{t+1} &= \frac{A_{2,3}^{0}}{E_L} (P_{2,3}^{t+1} - P_{ex}) + A_{2,3}^{0} \\
A_{3,1}^{t+1} &= \frac{A_{3,1}^{0}}{E_L} (P_{3,1}^{t+1} - P_{ex}) + A_{3,1}^{0}
\end{align*}
\]

Combined the inelastic tube law shown in eq. 153-155, the bifurcation pressure can be solved directly as shown in eq. 159-161.
Narrowing or Widening Channels

As with the bifurcation and union, a special case must be constructed for vessel junctions where two vessels meet that do not have the same diameter. The distal node of the upstream vessel and the proximal node of the downstream vessel are assigned separate node indices and share the same spatial coordinate as shown in Figure 66.

As the pressure, velocity and cross sectional area must be determined for both upstream distal node and downstream proximal node, a total of six variables must be solved requiring six equations. As with bifurcations and unions, junction mass conservation, eq. 162, and pressure continuity, eq. 163, are the first set of equations.

\[
(AU)_{1,3}^{t+1} - (AU)_{2,1}^{t+1} = 0
\]

\[
P_{1,3}^{t+1} - P_{2,1}^{t+1} = 0
\]

Mass conservation equations for each face adjacent to the vessel junction are the second set of equations, shown in eq. 164-165.
Figure 66 Schematic of narrowing or widening channel indexing. Each vessel is assigned a local index from proximal to distal end, where the distal index of the upstream vessels has the same spatial coordinate as the proximal node of the downstream vessel. The value of $P$ is the same at both nodes at the junction, however the values of $A$ and $U$ may not be. Vessel length is $\Delta x_1$ and $\Delta x_2$.
The final set of equations are the linear elastic tube law for both the distal node of the upstream vessel and the proximal node of the downstream vessel, as shown in eq. 166 and eq. 167.

\[
\begin{align*}
A_{1,3}^{t+1} + A_{1,2}^{t+1} &= \frac{A_{1,3}}{\Delta t} + \frac{A_{1,2}}{\Delta t} + \frac{(AU)_{1,3}^{t+1} - (AU)_{1,2}^{t+1}}{\Delta x_1} = 0 \\
A_{2,2}^{t+1} + A_{2,1}^{t+1} &= \frac{A_{2,2}}{\Delta t} + \frac{A_{2,1}}{\Delta t} + \frac{(AU)_{2,2}^{t+1} - (AU)_{2,1}^{t+1}}{\Delta x_2} = 0
\end{align*}
\]

Rearranging the conservation balance equations from eq. 162 and eq. 164-165, the substitution variables R and S can be defined to give the form shown in eq. 168 and eq. 169, whose sum is defined in eq. 170.

\[
R = (AU)_{1,2}^{t+1} - (AU)_{2,2}^{t+1}
\]

\[
S = \frac{\Delta x_1}{2\Delta t} (A_{1,3}^t + A_{1,2}^t - A_{1,2}^{t+1}) - \frac{\Delta x_2}{2\Delta t} (A_{2,2}^t + A_{2,1}^t - A_{2,1}^{t+1})
\]

\[
R + S = \frac{\Delta x_1}{2\Delta t} A_{1,3}^{t+1} + \frac{\Delta x_2}{2\Delta t} A_{2,1}^{t+1}
\]

Combined the inelastic tube law shown in eq. 166-167, the bifurcation pressure can be solved directly as shown in eq. 171-173.

\[
A_T = A_{1,3}^0 + A_{2,1}^0
\]

\[
P_{B}^{t+1} = \frac{E_L}{A_T} (R + S - A_T) + P_{ex}
\]
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Radial Momentum Conservation

Conservation of radial momentum is shown below in eq. 174, the radial form of the incompressible axisymmetric Navier-Stokes equation assuming an angular velocity of zero.

\[
\frac{\partial u_r}{\partial t} + u_x \frac{\partial u_r}{\partial x} + u_r \frac{\partial u_r}{\partial r} + \frac{1}{\rho} \frac{\partial P}{\partial r} = \frac{v}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u_r}{\partial r} \right) \tag{174}
\]

Evaluating this equation requires conversion into dimensionless quantities as described in Canic and Kim\textsuperscript{44}. This conversion to non-dimensional variables requires a characteristic vessel inner radius, \(R_0\), vessel length, \(\lambda\), radial velocity, \(U_0\), and axial velocity, \(V_0\).

\[
r = R_0 \bar{r} \quad \quad x = \lambda \bar{x}
\]

\[
t = \frac{\lambda}{V_0} \bar{t} \quad \quad \bar{P} = \rho V_0^2 \bar{\bar{p}}
\]

\[
u_x = V_0 \bar{u}_x \quad \quad u_r = U_0 \bar{u}_r
\]

A small parameter \(\varepsilon\) is introduced to signify a near-negligible number. The ratio of \(R_0/\lambda\) and \(U_0/V_0\) can both be defined as \(\varepsilon\).

Replacing these dimensionless variables into the radial momentum conservation equation gives the form shown in eq. 175.

\[
\frac{V_0 U_0}{\lambda} \frac{\partial \bar{u}_r}{\partial \bar{t}} + \frac{V_0 U_0}{\lambda} \bar{u}_x \frac{\partial \bar{u}_r}{\partial \bar{x}} + \frac{U_0^2}{R_0} \bar{u}_r \frac{\partial \bar{u}_r}{\partial \bar{r}} + \frac{V_0^2}{R_0} \frac{\partial \bar{P}}{\partial \bar{r}} = \nu U_0 \frac{\partial}{\partial \bar{r}} \left( \bar{r} \frac{\partial \bar{u}_r}{\partial \bar{r}} \right) \tag{175}
\]

Multiplying both sides by \(R_0\) and dividing by \(V_0^2\) the following form is obtained in eq. 176.

\[
\frac{U_0 R_0}{V_0 \lambda} \frac{\partial \bar{u}_r}{\partial \bar{t}} + \frac{U_0 R_0}{V_0 \lambda} \bar{u}_x \frac{\partial \bar{u}_r}{\partial \bar{x}} + \frac{U_0^2}{V_0^2} \bar{u}_r \frac{\partial \bar{u}_r}{\partial \bar{r}} + \frac{\partial \bar{P}}{\partial \bar{r}} = \nu U_0 \frac{\partial}{\partial \bar{r}} \left( \bar{r} \frac{\partial \bar{u}_r}{\partial \bar{r}} \right) \tag{176}
\]

Considering that \(\varepsilon = R_0/\lambda\) and \(\varepsilon = U_0/V_0\), all of terms except for the pressure term have a coefficient of \(\varepsilon\) or \(\varepsilon^2\) and can be ignored. The form eq. 177 emerges, demonstrating that the blood pressure remains constant in the radial direction over the vessel cross-sectional area.
\frac{\partial \bar{p}}{\partial \bar{r}} = 0
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VII. MODELING HEMODYNAMIC RESPONSE AND DIVERSION OF BLOOD FLOW FOLLOWING FUNCTIONAL HYPEREMIA IN THE CEREBRAL MICROCIRCULATION

Abstract

Neurovascular coupling between neuronal activity and functional hyperemia in the cerebral microcirculation has been qualitatively characterized by spatio-temporal fMRI measurements. However, quantitative (or calibrated) fMRI has not been established as a reliable technique, limiting its deployment as a research and clinical tool. It is unclear which dynamical features of the fMRI BOLD signal are governed by changes in CBV, blood flow or changes in deoxygenated hemoglobin. Mathematical models can delineate how these phenomena contribute to the composite signal in each vascular compartment (surface vessels, PA, AV, and capillary bed). We present a 3D cerebral microcirculatory nonlinear FSI blood flow model which accounts for both mass and momentum conservation. The architecture of the simplified blood flow network was automatically generated using a space-filling algorithm that accounts for all major structures in the cortical microangioarchitecture. Hemodynamic results are described at steady state and at harmonic equilibrium. Dynamical CBV and blood flow results were simulated in response to three vasodilatory scenarios: dilation of SMCs surrounding surface pial arterioles, dilation of a single PA and relaxation of all pre-capillary arteriole pericytes within a select region. Simulations reveal that the largest increase in flow follows vasodilation in the surface pial arteries; however, dilation of small pre-capillary arterioles leads to a more local increase in blood flow. Additionally, a significant phase lag between PA and AV was recorded, which may affect fMRI BOLD signal in a way that has not yet been fully understood. These simulation results provide a descriptive and quantitative basis for deeper understanding of the features of the fMRI signal, distinguishing between changes in CBV, blood flow and hemoglobin deoxygenation. Conception of these metrics is necessary for establishing a quantitative basis for the fMRI BOLD signal.
Introduction

The cerebrovasculature is responsible for supplying, directing and regulating 20% of the systemic blood flow to the human brain\textsuperscript{32}, however the distribution of cerebral blood flow and oxygen following neuronal stimulation is still poorly understood\textsuperscript{19,23}. Activation of neuronal territories and up regulation of blood flow is detectable by functional Magnetic Resonance Imaging (fMRI)\textsuperscript{9,10}. This measurement is acquired by detecting changes in the magnetic susceptibility of tissue, specifically as diamagnetic oxygenated hemoglobin unbinds oxygen in response to neuronal metabolism becoming paramagnetic deoxygenated hemoglobin. This change of magnetic susceptibility due to oxygen unbinding in the vasculature is referred to as the Blood Oxygen Level Dependent (BOLD) signal.

The BOLD signal is an indirect measurement of neuronal activity consisting of a wide array of physiological changes\textsuperscript{19}. During neuronal firing, vasodilators are released which increases blood flow and oxygen is consumed within the neuronal soma. This increase in blood flow to microcirculation and decrease of oxygen tension in the tissue causes oxygen to unbind from hemoglobin. This increase in blood flow in response to neuronal activity is called *functional hyperemia*. However, efforts to extract *quantitative* cerebral blood flow (CBF) measurements from BOLD is hampered by poor understanding of how cerebral blood volume (CBV) and deoxygenated hemoglobin change during functional hyperemia\textsuperscript{8,11,22}. Additionally, it is not well established how sensitive fMRI is to CBV and blood flow changes in the different vascular compartments; surface pial arteries, penetrating arterioles, the capillary bed, or ascending venules. Changes in CBV during functional hyperemia independently affect the BOLD signal, as water protons in each compartment (including extravascular transport) have different MR relaxation times at baseline\textsuperscript{10}. These changes are independent of the concentrations of deoxygenated hemoglobin.
A review of what has been observed in each of these vessel structures and hypothesis of what role they play in functional hyperemia follows. The contribution of previous computational models to quantify CBV and CBF changes during neuronal activation is presented as well. Mechanisms of neurovascular coupling, release and distribution of neurotransmitters and deoxygenation of hemoglobin is outside of the scope of this paper.

Changes in cerebral microcirculation compartments following functional hyperemia

The cerebral microcirculation is divided into five distinct compartments; pial arteries, penetrating arterioles, pre-capillary arterioles, capillaries, ascending venules and pial veins. These structures have been characterized in-depth in prior work\textsuperscript{12,16,40}. A brief overview of the properties of the cerebral microcirculation is included, focused on hemodynamic changes that affect the interpretation of the BOLD signal. Pial arteries and pial veins rest on the surface of the cortex as a bifurcating 2D graph. The terminal leaves of these surface pial trees penetrate the cortical parenchyma, becoming penetrating arterioles (PA) or ascending venules (AV), respectively. The capillary bed, an interconnected mesh-like vessel network embedded within the cortex, is connected to the PA by pre-capillary arterioles. The capillary bed is drained by AV.

Pial Vessels

Pial arteries undergo significant changes in CBV following neuronal stimulation\textsuperscript{7,9}. Pial veins CBV only respond to longer stimulations, and even then the response is lower than the changes measured in pial arteries. Pial arteries are surrounded with a thick layer of smooth muscle cells (SMC) which increase the vessel wall compliance, possibly acting as a low-pass filter dampening the pulsations of the heart\textsuperscript{40}. Pial veins are much stiffer than pial arteries, however they do undergo significant CBV changes from baseline during functional activation\textsuperscript{26}. Anastomoses in the pial arterial vasculature provide pathways for rapid flow.
distribution following vessel vasodilation or micro occlusions\textsuperscript{2,36}, which may also account for more prolonged and farther reaching changes in CBV during functional hyperemia.

\textit{Penetrating vessels}

It has been well established that PA supply a far larger region than a single whisker barrel cortex\textsuperscript{3,18,45}. Penetrating arterioles may not be specific enough to act as actuators for a distributed blood flow control system, as activation may lead to increased flow to multiple FBU columns. These smaller vessels deep within cortical tissue have been observed to undergo larger CBV changes than surface vessels\textsuperscript{9,17,26,39,43}. Simulated blood flow changes in a morphologically realistic vasculature model demonstrate that the affected territory increases the further upstream the vascular changes are\textsuperscript{33}, which has been reaffirmed in more recent studies on single PA\textsuperscript{29}.

Penetrating arterioles lose their SMC covering after the first or second branching order. Blood flow through these thinner vessels “pre-capillary” arterioles are controlled by pericytes, isolated contractile cells that have been demonstrated to respond to neurotransmitters and ischemic events\textsuperscript{28,42}. Blood flow through these small pre-capillary arterioles has a strong correlation with neuronal dynamics\textsuperscript{13}.

\textit{Mathematical modeling}

Comprehensive mathematical models of dynamical post-capillary vessel CBV and blood flow changes following neuronal activation are critical to understanding fMRI measurements. Network vascular models of the cerebral microcirculation have demonstrated the dynamic effects of oxygen extraction on the interpretation of the BOLD signal\textsuperscript{8,9,11}. Single and network vessel computational models have demonstrated that hematocrit distribution is necessary for computing the distribution of oxygen at baseline\textsuperscript{24,37} and following functional hyperemia. These models consist of modeling blood flow through a network of interconnected compliant
compartment governed by mass conservation and the Hagen-Poiseuille law\textsuperscript{4,12}. Quantitative models of fMRI signal following changes in CBV, oxygenation and magnetic field strength\textsuperscript{41} have determined that the fMRI signal is affected by hemodynamic changes in both the micro and macro vasculature.

**Modeling fMRI BOLD signal**

A quantitative model of fMRI signal and modeling for different MRI parameters has been simulated\textsuperscript{9} predicting CBV, blood flow and blood oxygenation values compared to the earlier established Davis model\textsuperscript{6}. This study revealed that the largest CBV changes were measured within the cortical tissue and not at the surface of the cortex and that the largest CBV changes were in small arterioles. The lumped vascular compliance term in these fMRI models was used as a fitting parameter, and arterial lumen diameter was assigned as a sigmoidal input. Additionally, these models lack momentum conservation as flow is computed at each time step as a function of pressure distribution recalculation\textsuperscript{4}. These compartmental models predict the BOLD signal response with high accuracy and compare well to previous work simulating fMRI signals. These models have yet to account for two dynamical features of the BOLD signal: initial dip and post-stimulus undershoot. Initial dip is a transient decrease in fMRI signal immediately following stimulus. Post-stimulation undershoot is the dip in BOLD signal below baseline following the end of stimulation which is then recovered. Inclusion of momentum conservation and a first-principles vessel compliance model may capture these spatiotemporal fluctuations in CBV and blood flow.

**Modeling presented in this work**

In this work, we present a fully dynamic nonlinear fluid structure interaction (FSI) blood flow network model of the human cerebral vasculature that accounts for mass and momentum conservation. Each blood vessel is modeled as a linearly elastic deformable cylinder, whose
lumen diameter responds to changes in blood pressure and velocity. A mathematical network model of the human cerebral microcirculation has been generated using an automatic geometric space-filling algorithm presented in an earlier work. Blood pressure, velocity, flow and lumen caliper for each vessel is solved using a two-step Richtmeyer-Morton Lax-Wendroff solver. This two-step explicit method was selected over Runge-Kutta or Riemann solvers because it does not require computationally costly iterative matrix inversions.

This solver was programatically implemented for each vessel, bifurcation and vessel union in the microvessel network. The details on model generation and the mathematical model are described in the Materials and Methods section. An investigation of hemodynamic values in different vessel types at harmonic equilibrium and after a vasodilation event is described in the Results section.

**Materials and Methods**

This section describes the generation of the 3D blood vessel networks and the equations of motion used to solve the fluid structure interaction (FSI) problem, including details on boundary conditions. The mathematical background for the solution of the FSI equations using the two-step Richtmeyer-Morton Lax-Wendroff solver is found in Supplemental 1 and Supplemental 2 of the previous chapter. This formulation was originally proposed by Zagzoule.

**Model Generation**

A 3D blood vessel network of the human cerebral microcirculation is shown in Figure 67 was generated as a set of interconnected cylindrical tubes with an assigned length and diameter. The generated network consists of a surface pial arterial network, PA, pre-capillary arterioles, an interconnected distributed capillary bed, AV and a surface pial venous network with 3.00 x 2.99 x 2.77mm dimensions (volume of 24.83mm$^3$). This cyclic graph of logically connected cylindrical segments was generated using a modified Constrained Constructive Growth (CCO) algorithm developed by our group, as described in detail in a previous work.

The constraints of the generated tree presented here are the same as presented in earlier work; however the strategy of penetrating vessel generation and connection of capillary vessels has been revised. A brief overview of this vessel generation technique is described below.

The pial arterial vessel network was grown from a backbone vessel with a diameter of 50μm positioned at the top of the domain at the surface of the cortex. Pial arterial segments were added successively by selecting a random point limited to the top layer of the domain and connecting it to the existing tree. The location of the connection point was optimized to create an overall tree with the smallest luminal volume. This optimization includes selecting diameters and lengths of the two new daughter branches such that all terminal leaves discharged equal blood flow. Steady state blood flow was determined using a linear blood flow model described in eq. 178, where mass conservation of blood flow, $Q$, is conserved at each vessel junction.

$$\nabla \cdot Q = 0$$

$$\Delta P = Q \cdot \alpha$$

$$\alpha = \frac{128 \mu L}{\pi d^4}$$

The pressure drop across each blood vessel, $\Delta P$, is a product of the blood flow and the hydraulic resistance, $\alpha$, which is a function of the vessel lumen diameter, $d$, length, $l$, and blood viscosity, $\mu$. Geometric constraints were enforced to prohibit vessel segment overlap, as well as enforce morphologically consistent bifurcation angles. The resulting surface arterial pial network was a bifurcating graph. No anastomoses were added to this structure.
Figure 67 Angioarchitecture of cerebral microcirculation and pressure signal at pial arteriole entrance.

A. Cerebral microvessels are either pial surface vessels located along the cortical exterior or inferior microcirculation embedded within the tissue of the cortex. The inferior microcirculation includes PA, pre-capillary arterioles, capillaries and AV. Arrow indicates the entrance of the model.

B. The periodic inlet pressure boundary condition for the model (T=0.6s) was captured using a 15 term Fourier series from patient Doppler measurements.

C. Outlet pressure boundary condition of 5mmHg.

D. Diameter probability distribution function (PDF) of generated microcirculation vessel network, mean diameter of 12.9μm.

E. Length PDF, mean length of 289μm.
Pial vessels were successively bifurcated until 33 penetrating arterioles were achieved. From this coordinate, a penetrating arteriole backbone was sprouted with a variable depth of 0.5-2.77mm. Additional penetrating arteriole vessels were sprouted using the successive vessel addition approach described for the pial arteries. The process was continued until the terminal diameters of all penetrating arterioles, referred to as pre-capillary arterioles, were less than 6μm. The venous drainage network was generated using the same method as described above with 28 AV and additional AV were sprouted until a post-capillary venule diameter of 6μm was achieved.

Constraints were enforced to ensure that none of the grown veins overlapped with existing vessel segments in the arterial tree. Capillaries were grown as an interconnecting acyclic graph linking pre-capillary arterioles to the nearest post-capillary venules. The Capillary connectivity was strictly limited to bifurcations only; higher order junctions were not permitted. The resulting network is an acyclic binary graph composed of cylindrical elements. Vessel wall thickness was assigned to each vessel using a diameter dependent formula. The diameter and length probability distribution function (PDF) of the final microcirculatory vessel network is shown in Figure 67E-F.

Mathematical Formulation

In the formulation of the FSI problem, blood was considered to be incompressible viscous Newtonian fluid that flows through distensible vessels with a given cross-sectional area. Blood flow is governed by mass and momentum conservation which is coupled to vessel wall movement by a Hookean inelastic tube law. Hemodynamic values for blood velocity, pressure and vessel cross sectional area were solved using the set of nonlinear partial differential equations described below. Material properties are given in Table XVIII. A different material wall property was assigned to surface pial vessels, penetrating vessels and narrow capillaries.
Mass Conservation

Dynamic blood flow is governed by mass conservation at every vessel as shown in eq. 65, where the change in blood flow across a blood vessel is equal to the change in the lumen cross sectional area. Blood flow is defined as the product of the vessel cross sectional area, $A$, and blood velocity, $U$.

$$\frac{\partial}{\partial x}(U \cdot A) + \frac{\partial A}{\partial t} = 0$$

Momentum Conservation

Dynamic changes in blood velocity between vessels is driven by changes in lumen blood pressure, $P$, changes in velocity and viscous friction between the blood and the vessel wall as shown in eq. 87. Viscous friction is a function of blood viscosity, $\mu$, and blood density, $\rho$. In this study, the blood viscosity, $\mu$, is set to a constant value of 0.0035 \, \text{Pa} \cdot \text{s}.

$$\frac{\partial U}{\partial t} + \frac{\partial}{\partial x} \left( \frac{U^2}{2} + \frac{P}{\rho} \right) + \frac{8\mu \pi}{\rho} \cdot \frac{U}{A} = 0$$

Tube Law

The instantaneous hydrostatic pressure difference between the vessel lumen, $P$, and the extravascular space, $P_{ex}$, drives wall deformations as governed by the inelastic tube law in eq. 89. Deformations are governed by the vessel wall Young’s modulus, $E$, thickness, $h$, and the lumen resting radius, $R_0$, and cross sectional area, $A_0$.

$$P = \frac{Eh}{2R_0} \left( \frac{A}{A_0} - 1 \right) + P_{ex}$$

The initial values for the hemodynamic simulation were initialized using values for pressure, velocity and cross sectional area obtained by executing steady state blood flow simulations wherein each vessel was assigned a hydraulic resistance by the Hagen-Poiseuille Law. The dynamic simulation was progressed from this initialized state until harmonic equilibrium was
achieved after 60 seconds of simulation time. Physiologic parameters for the FSI simulation are found in Table XVIII with references to the original work. A time step of 0.2s was chosen to satisfy the Courant-Freidrichs-Lewy (CFL) criterion\textsuperscript{35} and ensure convergence.

**Boundary Conditions**

Inlet arterial blood pressure (ABP) was obtained from pressure microtransducer measurements in the canine aorta\textsuperscript{5}, 127/88mmHg, with a period of T=0.6s. These systolic/diastolic values do not vary greatly from Doppler ABP measurements\textsuperscript{1} in the middle cerebral artery in humans of 125/80mmHg. Input pressure signal was captured using a 15 term Fourier signal shown in Figure 67B. Outlet boundary pressure was set to 5mmHg, as shown in Figure 67C, and the extravascular tissue pressure was set to 40mmHg.
Table XVIII Values of physiologic parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood Density</td>
<td>$\rho$</td>
<td>1050</td>
<td>kg/m$^3$</td>
<td>Canic$^5$</td>
</tr>
<tr>
<td>Blood Viscosity</td>
<td>$\mu$</td>
<td>0.0035</td>
<td>Pa·s</td>
<td>Canic$^5$</td>
</tr>
<tr>
<td><strong>Young’s Modulus</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pial Vessels</td>
<td>$E_s$</td>
<td>8.0e4</td>
<td>mmHg</td>
<td>--</td>
</tr>
<tr>
<td>Penetrating Vessels</td>
<td>$E_p$</td>
<td>6.0e4</td>
<td>mmHg</td>
<td>--</td>
</tr>
<tr>
<td>Capillaries</td>
<td>$E_c$</td>
<td>5.0e4</td>
<td>mmHg</td>
<td>--</td>
</tr>
<tr>
<td>Wall Thickness$^*$</td>
<td>$h$</td>
<td>0.5-2.8</td>
<td>μm</td>
<td>Hart$^{14}$</td>
</tr>
<tr>
<td>Extravascular Pressure</td>
<td>$P_{ex}$</td>
<td>40</td>
<td>mmHg</td>
<td>--</td>
</tr>
<tr>
<td>Inlet Pial Arterial Pressure</td>
<td>--</td>
<td>Figure 67B</td>
<td>--</td>
<td>Canic$^5$</td>
</tr>
<tr>
<td>Pial Venous Pressure</td>
<td>--</td>
<td>5</td>
<td>mmHg</td>
<td>Oshio$^{30}$</td>
</tr>
</tbody>
</table>

$^*$Wall thickness is diameter dependent
Results

Steady state blood flow was computed using the system described in eq. 178. Dynamic blood pressure, velocity, flow and vessel caliper were computed by solving the system described by eq. 65-87 at each time step. Blood flow was computed as the product of blood velocity and cross sectional area for each vessel. Results at harmonic equilibrium are reported in each vessel compartment. Three vasodilation scenarios are investigated; relaxation of SMC surrounding surface pial arteries, penetrating arterioles or pericyte control of pre-capillary arterioles.

Steady State

Blood flow and pressure values at steady state were solved throughout the cerebral microcirculatory network using established blood flow models. Vascular resistance was assigned and mass conservation was enforced using the system described in eq. 178. A simplified blood viscosity approach was utilized; each vessel was assigned a flat viscosity value shown in Table XVIII. An inlet pressure was assigned of 107mmHg, the mean value of the pulsatile inlet pressure signal described in Figure 67. The outlet surface pial venous pressure of 5mmHg was assigned as shown in Table XVIII. This matrix problem was solved using an iterative Gauss-Seidel solver.

Blood Flow at Steady State

A blood flow of 13.07nL/min was computed through the inlet surface pial artery of the simplified cerebral microcirculatory network. An outlet surface pial venous blood flow of 13.07nL/min was computed, demonstrating that mass conservation was rigorously enforced. The smallest flow through the network was 26.21pL/min, through a capillary (dia=9.09µm). Flow through penetrating arterioles ranged from 0.10-1.53nL/min.
Blood Pressure at Steady State

Blood pressure decreased monotonically from the surface pial arterial inlet ($P_{in}=107\text{mmHg}$) to the surface pial venous outlet ($P_{out}=5\text{mmHg}$). The reduction in blood pressure was minimal across the surface pial arteries, $20.4\pm5.7\text{mmHg}$. Pressure drop through the PA was slightly higher, ranging from 10.8-26.3mmHg. Decrease in blood pressure was greatest across the capillary bed, from pre-capillary arteriole pressure of $64.8\pm2.3\text{mmHg}$ to a post-capillary venule pressure of $27.9\pm6.1\text{mmHg}$. The AV and surface pial venules accounted for $20.1\pm2.9\text{mmHg}$ of the total loss in pressure through the cerebral microcirculation.

Harmonic Equilibrium

Dynamic hemodynamic simulations were initialized using steady state values for pressure and flow. The resting state of the cross sectional area was set using the assigned diameters of the vessel generation algorithm. Initial blood velocity through each vessel was calculated as the quotient of the flow and resting cross sectional area. The system reached harmonic equilibrium after 60s of simulation time (300,000 time steps). Oscillatory hemodynamic values are reported in select vessels throughout the microcirculation. Schematics of select vessels in pial arterioles, PA, pre-capillary arterioles, capillaries and AV are provided in to clarify vessel position, hierarchy and connectivity in the cerebral microvasculature in Figure 68.
Figure 68 Schematic of microcirculatory vessel configuration and labels for A. pial surface arterioles, B. penetrating arterioles, C. pre-capillary arterioles, capillaries and draining ascending venules.
Blood Flow at Harmonic Equilibrium

The computed arterial blood flow of 14.28-16.72nL/min through the supplying pial artery (dia=50µm). The mean arterial blood flow of 15.36nL/min is comparable to steady state simulation. Blood flow decreases at each bifurcation as flow is distributed amongst smaller and smaller vessels. As blood flows from the surface pial arteries through the PA to the pre-capillary arterioles, the blood flow decreases to 119.77-171.75pL/min. As blood is drained from the capillary bed into the AV the flow steadily rises to 182.34-227.97pL/min. The mean flow from pial inlet to venous outlet is consistent (15.36nL/min), demonstrating rigorous enforcement of mass conservation. This systemic blood flow does not match steady state flow of 13.07nL/min as the systolic-diastolic average vessel diameter is larger at harmonic equilibrium than at the resting state. This blood flow is lower than values measured in the rat cortex\textsuperscript{27} and in previous simulations\textsuperscript{12}, this discrepancy is addressed in the Limitations section of the Discussion.

Blood Velocity at Harmonic Equilibrium

Similar to flow, blood velocity exhibits amplitude dampening. Velocity signal amplitude is lower in the draining venules than in the penetrating arterioles. The computed capillary of velocity 29.13±8.92µm/s is lower than previously reported RBC velocities measured in the rat cortex\textsuperscript{20,25} and in microcirculatory simulations\textsuperscript{12,37} of 0.93±0.29mm/s. This discrepancy is addressed in the Discussion section.

Blood Pressure at Harmonic Equilibrium

Blood pressure monotonically decreases from the pial arterial inlet to the outlet of the draining surface pial veins. The mean pressure drop from the feeding pial arteries to the penetrating arterioles is less than 1mmHg. The decrease in mean blood pressure from the PA to the pre-capillary arterioles is slightly larger, 12.3+/−8.3mmHg. The majority of the pressure loss occurs across between the pre-capillary arterioles to the AV, 20.1+/−6.6mmHg. These pressure drops are lower than steady state simulations in the simplified cerebral microcirculatory model.
Simulating Vasodilation

Vasodilatory stimulation of target vessels in response to a neuronal firing event was simulated in the cerebral microcirculation model. Three functional hyperemia case studies were conducted with different vasodilatory target sites; SMC surrounding a surface pial artery, a penetrating arteriole or pericyte sphincters on pre-capillary arterioles. Vasodilation was modeled as a relaxation of SMC or pericyte sphincters. This was accomplished by decreasing the material strength of the vessel wall by 30%, which increases vessel wall distensibility. Decrease in vessel wall distensibility was accomplished using a sigmoidal function. Change in blood flow and CBV in the target vessel and connected upstream and downstream vessels were measured before and after the vasodilatory event as shown in Figure 69-Figure 72. Schematics of the location and connectivity of each vessel is described in Figure 68. Change in CBV (ΔCBV) was measured as the ratio of the CBV at a given time compared to the resting vessel volume. Note that ΔCBV=1 when the vessel lumen blood pressure is equivalent to the extravascular tissue pressure $P_{ex}$. Period-average blood flow and CBV trajectories before and after the vasodilatory event for each vasodilation scenario are shown in Supplemental 1 at the end of this chapter. These values are averaged over a one second interval.

Vasodilation of Surface Pial Arteries

Vasodilating surface pial artery $S_1$ ($d=34.68\mu m$, $l=158\mu m$) causes an 8.4% increase in mean blood flow through the inlet surface pial artery $S_0$ from 15.36nL/min to 16.65nL/min as shown in Figure 69A$_1$. This dilation leads to a slight divergence of blood flow from sister branch $S_3$, which decreases in flow by 0.12nL/min. Downstream vessels $S_2$ and $S_4$ also lose flow by 1.27nL/min and 0.41nL/min respectively (results not shown). This vasodilation event also increases flow to downstream PA, elevating blood flow through vessel $P_5$ by 0.93nL/min described in Figure 69A$_2$. This increase in blood flow elevates downstream flow throughout the cortical tissue. Blood flow through downstream vessels $P_3$ increases from 1.35nL/min to 1.97nL/min and in vessel $P_1$ from
0.38nL/min to 0.54nL/min as shown in Figure 69A3. The pre-capillary arterioles at the end of this tree elevate in blood flow by 46.7% in vessel R2, 45.3% in R5 and 45.5% and R4 as described in Figure 69A4. Blood flow did not increase significantly in pre-capillary arteriole R1. Not all AV carried significantly more blood flow after the vasodilatory event. Ascending venules V1 and V5 increased in flow the most, 16.5% and 41.4% respectively as show in Figure 69A5. Blood flow through AV V3 and V4 was not increased appreciably following vasodilation of the surface pial artery S1. Of the three scenarios, the dilation of surface pial artery S1 causes the largest redistribution of blood flow. Measurements of CBV increased in all vessels downstream of the vasodilatory site, with the vasodilating vessel increasing in volume by 150% as shown in Figure 69B2. Downstream PA P5 increases CBV by nearly 100%, whereas side vessels S2 and S4 do not change significantly in CBV. All downstream PA increase in CBV by 59.0±4.3% as described in Figure 69B3. Pre-capillary arterioles undergo an elevation in CBV as well, increasing from anywhere from 39.2%-50.4% in volume. The increase in CBV is similar between AV following surface pial artery dilation; AVs increase 39.4±6.4% in volume shown in Figure 69B5.

Vasodilation of Penetrating Arterioles

Vasodilating PA P5 (d=24.16μm, l=189μm) causes a 1.4% increase in blood flow through the inlet surface pial artery as shown in Figure 70A1. Figure 70A2 shows that surface arteriole S1 increases by 0.40nL/min, but S1 and S3 remain steady (S3 not shown for clarity). Penetrating arteriole P5 increases by 0.48nL/min, which branches into a 0.33nL/min increase through PA P3 and a 0.04nL/min increase through P4.
Figure 69 Vasodilation of surface pial arteriole $S_1$ leads to a hemodynamic changes in A. Blood flow and B. CBV. Values at harmonic equilibrium are shown as a dotted line, only select vessels shown. A 30% decrease in $E$ of the pial artery $S_1$ led to a 1.4% increase in $A_1$, upstream feeding arteriole $S_0$ and subsequently $A_3$, PA, $A_4$, capillaries and $A_5$, AV. Increases in CBV were not limited to $B_1$-$B_2$, surface pial arteries, CBV increased significantly in $B_3$-$B_5$, vessels embedded in the cortical parenchyma.
Penetrating arteriole P₁ increases flow by 26.6%, which increases flow into downstream pre-capillary arterioles R₂, +14.50pL/min and R₄, +21.60pL/min. The increase in blood flow through pre-capillary arteriole R₁ (22.23pL/min) is not show in Figure 70A₄ for clarity because its trajectory is similar R₄. The dynamical trajectories for pre-capillary arteriole R₂ and R₄ are shown in Figure 70A₄. This increase of capillary blood flow is collected by the AV V₅ which increases in flow by 33.64pL/min (shown in Figure 70A₅) and V₄ which increases in flow by 23.31pL/min (not shown or clarity). Flow does not change significantly through either AV V₁ or V₃. Blood flow slightly decreases in AV V₂ and V₆ by 6.19% and 17.82%, respectively.

Following a vasodilatory the PA P₅, CBV does not change in the surface pial vessels as shown in Figure 70B₁-B₂. All CBV changes occur in downstream vessels within the parenchyma. All PA vessels downstream of the vasodilatory site increase in CBV by 23.7±2.6%, as show in Figure 70B₃. Pre-capillary arterioles increase CBV by a similar trend, from 12.1-18.6% described in Figure 70B₄. There is a very small change in CBV change in AV. Ascending venule V₂ does not change in volume following PA vasodilation, which is representative of V₁-V₃. The collecting AV downstream of pre-capillary arterioles R₂, R₄ and R₅ do increase in volume. Ascending venules V₄-V₆ increase by 7.1-8.5%, V₅ is shown as a candidate vessel for this trend in Figure 70B₆.

**Vasodilation of Pre-capillary Arterioles**

Vasodilating pre-capillary arterioles R₁, (φ=8.02μm, l=136μm) R₂ (φ=8.27μm, l=160μm) and R₄ (φ=11.59μm, l=163μm) does not change blood flow through the inlet surface pial artery or through any of the surface pial arterioles or penetrating arterioles as shown in Figure 72A₁-A₃. Flow redistribution occurs in the pre-capillary arterioles do different regions in the capillary bed. Flow through R₃, R₅, and R₆ increased, siphoning flow away from R₂, 3.31pL/min, and R₁, 2.41pL/min (data not shown). Total flow through vessel R₄ increased by 10.83pL/min as shown in Figure 72A₄. This flow redistribution was reflected in collection in AV. Figure 72A₆ shows an
increase in V₅ by 42.93pL/min, and decreases in V₆ by 5.80pL/min. Ascending venule V₄ does not undergo any change in flow following vasodilation (data not shown). Flow through V₁ decreases by 143.06pL/min, and flow does not change significantly through vessel V₂ and V₃.

Following vasodilation of pre-capillary arterioles, there is no change in CBV for upstream surface pial arterioles of penetrating arterioles as shown in Figure 72B₁-B₃. Pre-capillary arterioles embedded within the parenchyma did not undergo a large change in CBV (R₁-R₃, R₅) except for vessel R₄ which increased CBV by 56.8% as shown in Figure 72B₃. None of the AV V₁-V₆ changed in CBV as shown in Figure 72B₆.
Figure 70 Vasodilation of PA P5 leads to an increase in A. Blood flow and B. CBV. Harmonic equilibrium values are shown as a dotted line. A 30% decrease in P5 leads to an increase in flow through A1. The upstream feeding pial artery S0 by 1.4%, leading to an increase in A3, PA, and A5. capillaries and A5. AV. Increases in CBV occurred mostly at B1-B2. surface pial arteries, CBV increased slightly in B3. PA and B4. capillaries. B5. AV CBV did not increase appreciably.
**Discussion**

In this work we investigate the passive compliance of the cerebral microcirculation in a simplified 3D blood vessel network from surface pial arterioles, penetrating arterioles, pre-capillary arterioles, the capillary bed, ascending venules and pial surface veins. This investigation was conducted using a fully coupled FSI model of vascular compliance which computes blood pressure, velocity and change is vessel caliper. The hemodynamic response of the blood flow and changes in CBV were investigated following three separate vasodilation scenarios where a surface pial artery, a PA or a collection of pre-capillary arterioles were dilated by relaxing vessel compliance. This approach allowed us to study the effects of different vasodilation mechanisms on CBV and blood flow in different vessel compartments.

**Baseline microcirculation hemodynamics**

Blood pressure amplitude decreased significantly from the inlet surface pial arteries to the outlet surface pial veins. Input arterial pressure signal varied from 88.30-127.88mmHg, outlet venous pressure signal was only 4.96-5.06mmHg. This depression in signal amplitude was reflected in systole to diastole CBV changes from the arterial, 87%, to the venous signal, <1%. The low compliant capillaries dampen the pressure signal that passes through them. This attenuation of the pressure signal decreases the amplitude of cross sectional area fluctuations. A decrease in both pressure and area amplitude drives down the oscillations of the velocity signal, which affects blood flow.

A peak-to-peak lag was observed from across the cerebral microcirculation of 1.5s from the pial arterial inlet to the pial venous outlet. The majority of the phase lag occurs across the capillary bed from the pre-capillary arterioles to the AV, 0.88s.
**Vasodilation Study**

As the primary site of vasodilation accompanying functional hyperemia is currently unknown\textsuperscript{13,15}, we elected to study how different vasodilatory sites affected CBV and blood flow changes in larger surface vessels and smaller vessels embedded in the cortical parenchyma. Vasodilation of surface arterioles had the greatest effect on blood flow, a 30% decrease of vessel compliance resulted in a 71.4% increase in blood flow to the cortical microcirculation, compared to the 40.5% increase in response to dilation of a penetrating arteriole as shown in Figure 71A\textsubscript{1}. Active dilation of blood vessels in the surface accounted for only 5.7% of the overall 17.0% increase in blood flow through the pial arteries following dilation of surface vessels. Active increase in blood flow is defined as increase in blood flow through the targeted vessel.

Dilation of pre-capillary arterioles has no measurable effect on overall blood flow. Dilation of PA affected flow to a wide region. Not only was flow elevated through the targeted vasodilated PA, affecting all downstream vessels, but flow was diverted from neighboring PA. This redistribution of flow following vasodilation of a PA decreased perfusion to neighboring territories while elevating flow. Additionally, a single PA feeds a wide territory\textsuperscript{3}, far larger than a single column or FBU.

Vasodilation of pre-capillary arterioles in a select region affected flow locally and did not increase flow through the main supplying surface pial artery. This mechanism of vasodilation causes a very local redistribution of blood flow from one sub-region to another. It is feasible that in a more realistic microcirculatory network with a capillary density equivalent to morphologically accurate studies\textsuperscript{12,37}, the flow following pre-capillary arteriole vasodilation would be higher than the elevation described here. Dilation of more vessels in a denser space may increase local blood flow.
Figure 71 Comparison of active and passive changes in A. CBF and B. CBV for all three vasodilation scenarios, 1. Surface pial arteries, 2. Penetrating arterioles and 3. Pre-capillary arterioles. Hemodynamic changes in blood flow and volume were measured for surface pial arteries, PA, capillaries and AV vessel groups. A1-B1 Passive ΔCBF and ΔCBV dominated active changes during vasodilation of surface pial arteries, while active ΔCBV dominated during PA dilation as shown in B2. Vasodilation of pre-capillary arterioles led to the smallest ΔCBF and CBV as shown in A3-B3, and led to diversion of blood volume from capillaries that were not actively dilated, resulting in passive ΔCBV<0.
The increase in flow to downstream vessels following vasodilation leads to an increase in CBV. As flow increases through vessels, vessel lumen caliper (and hence volume) passively increased to maintain mass conservation. Vasodilation of a surface pial arteriole led to a passive elevation of CBV at the cortical as well as within the parenchyma (PA, capillaries, and AV). Passive increase in CBV dominated increase in blood volume following vasodilation of the surface pial arteries, with the majority of CBV elevation occurring in the microcirculation, as shown in Figure 71A. During vasodilation of PA, passive CBV increase, 28.3%, was less than active dilation, 42.5%, for those vessels, while surface arterioles did not change in volume. Vasodilation of pre-capillary arterioles had little effect on volume changes in surface vessels, PA or veins. Nearby capillaries that were not directly fed by dilating pre-capillary arterioles lost volume, shrinking by 4.4%, whereas downstream capillaries widened by 16.5% as shown in Figure 71C. On average, passive CBV increase was higher within the tissue, 70.6±59.7% than at the cortical surface, 18.8±26.6% for the three vasodilation case studies described here.

Recent fMRI studies have measured a larger change in CBV within the parenchyma than at the surface indicating that pial arteries may not be the exclusive site of vasodilation during functional hyperemia. Additionally, of the three scenarios studied here, dilation of a surface pial artery was the only scenario that produced a large change in venous CBV. A baseline decrease in CBV, such as the reduction of capillary volume during vessel rarefication, would decrease BOLD signal intensity following neuronal activity. Patients exhibiting decreased capillary density may not exhibit a strong BOLD signal since a decrease in hemodynamic reserve would inhibit vascular CBV response and hence limit CBF changes.
Figure 72 Vasodilation of pre-capillary arterioles R₁, R₂, and R₄ leads to a slight increase in A. Blood flow and little change to B. CBV. Harmonic equilibrium values are shown as a dotted line. A 30% decrease in E of the pre-capillary arterioles R₁, R₂, and R₄ leads to an increase in flow A₄. capillaries R₃, R₄, and R₅ only. CBV increased in capillaries embedded within the cortical parenchyma only, R₄ shown as a candidate vessel. Some vessels (such as R₅) did not increase in diameter even though E was decreased.
Vasodilation of PA did not cause a change in CBV at the cortical surface, and produced a much smaller passive CBV increase in the tissue. Blood volume in AV was increased slightly. Pre-capillary arteriole vasodilation caused the least passive CBV increase, elevating the volume in only a few narrow capillary vessels. Surface vessels, PA, and AV were unaffected by this vasodilation mechanism. From this investigation, it appears that none of these vasodilatory mechanisms are active in isolation; rather that a combination of mechanisms is necessary to produce the effects measured by fMRI.

**Limitations**

The simplified microcirculation presented here has a very low period averaged blood flow at harmonic equilibrium of 5.7µL/min/100g. This perfusion value is considerably lower than the expected perfusion of 80mL/min/100g reported in previous studies, due to the high microcirculatory resistance of this sparse cerebral microcirculatory model. In order to achieve a more physiologically meaningful microcirculatory resistance, the volumetric ratio of blood vessels to tissue would have to be increased from the current sparse value of 0.2% to a more realistic density of 0.8-1.5%. Even with these limitations however, the current model accurately depicts the percent changes of surface to embedded microcirculation CBV during vasodilation. Additionally, the fractional changes in local and overall CBF can be used to guide future vasodilation studies both in vivo and in silico.

This model also neglected to account for the non-Newtonian properties of blood, specifically plasma skimming and the Fahraeus-Lindqvist effect. Note that implementing an in vivo or in vitro model of diameter and hematocrit dependent viscosity would increase vascular resistance and decrease perfusion. This low blood flow also affected blood velocity, which was similarly depressed.

Distensible vessel dynamics were governed by an infinitely fast tube law which determined cross sectional area as a Hookean spring response to changes to luminal blood pressure. The
absence of a dampening term in the tub law leads to instability in the dynamic system. These instabilities were limited by applying a sigmoidal signal for vasodilation; using a step or ramp signal to increase vessel wall distensibility led to instability in the cross sectional area term. These instabilities are apparent at bifurcations, where discontinuities in vessel distensibility computations (changes in resting cross sectional area) led to the creation of high-order frequencies in the pressure signal, i.e. shocks. Aliasing occurs when high-frequency components are higher than the Nyquist frequency of the input Fourier Transform sampling rate \( (f_2/2 = 2500) \). This aliasing may cause shocks in the pressure, area and velocity signal. These shocks may be eliminated by applying an anti-aliasing bandpass filter to the simulation results. Additionally, accounting for inertial and axial viscoelastic forces could also eliminate these higher order frequencies before they arise. Explicit solvers, like the two-step Lax-Wendroff solver used in this study, are also susceptible to generating higher-order frequency artifacts. Riemann solvers, such as Roe Solvers, are ideal for handling systems shocks and contact discontinuities. 

Future Work

Future work should include expanding this approach to solving nonlinear dynamic blood on larger, morphologically accurate microcirculation network models. These models could incorporate nonlinear non-Newtonian blood flow dynamics, i.e. plasma skimming and diameter and hematocrit dependent blood viscosity. These models could also be used in hypothesis testing of how changes in RBC content could change the BOLD signal following vasodilation or at harmonic equilibrium. These improvements would be necessary to predict physiologically blood oxygenation patterns, specifically predicting the rate of hemoglobin de-oxygenation following neuronal activation. Such a model that was capable of predicting oxygen distribution patterns during functional hyperemia could answer questions regarding vessel activation or
inactivation, the effects of vessel rarefication, or postulate mechanisms for feed forward signal processing and the location of oxygen-sensing chemo-receptors in the brain.
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Period averaged blood flow and CBV trajectories are shown for each of the three vasodilation case studies in the following figures. These values were averaged over one second interval for each of the vessels of interest in the surface pial arterioles, penetrating arterioles, pre-capillary arterioles and ascending venules. Each blood flow and CBV trajectory is shown in thick lines compared to the signal at harmonic equilibrium shown a dotted line.
Figure 73 Vasodilation of pial arteriole $S_1$ leads to a changes in A. Blood flow and B. CBV in select vessels. Signals displayed as values averaged over one-second intervals. Harmonic equilibrium shown as a dotted line. A 30% decrease in $E$ of the pial artery $S_1$ led to a 1.4% increase in $A_1$. Upstream feeding arteriole $S_0$ and subsequently $A_3$, PA, $A_4$, capillaries and $A_5$. AV. CBV increases in $B_1$-$B_3$, surface pial arteries, were significantly higher than changes in $B_3$-$B_5$, vessels embedded in the cortical parenchyma.
Figure 74 Vasodilation of PA P₅ leads to an increase in A. Blood flow and B. CBV. Signals displayed as values averaged over one-second intervals and harmonic equilibrium values are shown as a dotted line.

A₁. A 30% decrease in E of P₅ increases flow through upstream feeding pial artery S₀ by 1.4%, leading to an increase in A₂, PA, and A₃, capillaries and A₅, AV. Increases in CBV occurred mostly at B₁-B₂, surface pial arteries, and increased slightly in B₃, PA and B₄, capillaries. B₅, AV CBV did not increase appreciably.
Figure 75 Vasodilation of pre-capillary arterioles $R_1$, $R_2$, and $R_4$ leads to a slight increase in A. Blood flow and B. CBV. Signals displayed as values averaged over one-second intervals and harmonic equilibrium is shown as a dotted line. A 30% decrease in $E$ of pre-capillary arterioles $R_1$, $R_2$, and $R_4$ increases flow $A_5$. capillaries $R_3$, $R_5$, and $R_6$ only. CBV only increased in some capillaries, $R_4$ shown as a candidate vessel. Other capillaries, such as $R_2$, did not increase in diameter even though $E$ was decreased.
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