Figure 2-22
Learning Curve with Breakpoint
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Figure 2-23
Learning Curve with a Single Step-point

Learning Curve with Consecutive Step-points

Can be approximated by Temporary Steep Learning

Figure 2-26
Area Under the Unit Learning Curve

\[ \sum_{x=2}^{N} A_x \approx \int_{1}^{N} t_1 x^\varepsilon \, dx \]
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Figure 2-29