
Knowledge Discovery 
with RapidMiner

Chapter5



Installing RapidMiner

• Go to the website 
https://my.rapidminer.com/nexus/account/index.html#downloads to 
download and install the latest version of RapidMiner Studio 
(Currently RapidMiner 8.2) 

• This website also contains links to the RapidMiner Studio manual, 
operator reference guide, tutorials, and reference notes.

• Use the RapidMiner Studio shortcut on your desktop to open 
RapidMiner.

• Click on New Process and then on Blank to start creating your first 
process. 

https://my.rapidminer.com/nexus/account/index.html#downloads


FIGURE 5.1 An introduction to RapidMiner.



FIGURE 5.2 Creating a new blank process.
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FIGURE 5.3 A new blank process with helpful pointers



FIGURE 5.4 Creating and saving a process



FIGURE 5.5 Importing the credit card promotion database



FIGURE 5.6 Selecting the cells to import



FIGURE 5.7 A list of allowable data types



FIGURE 5.8 Changing the role of Life Ins Promo



FIGURE 5.9 Storing a file in the data folder



FIGURE 5.10 The credit card promotion database



FIGURE 5.11 A successful file import



FIGURE 5.12 Connecting the credit card promotion database to an output port



FIGURE 5.13 Summary statistics for the credit card promotion database



FIGURE 5.14 A bar graph for income range



FIGURE 5.15 A scatterplot comparing age and life insurance promotion.



FIGURE 5.16 A decision tree process model



FIGURE 5.17 A decision tree for the credit card promotion database



FIGURE 5.18 A decision tree in descriptive form



FIGURE 5.19 A list of operator options



FIGURE 5.20 Customer churn—A training and test set scenario



FIGURE 5.21 Removing instances of unknown outcome from the churn data set.



FIGURE 5.22 Partitioning the customer churn data



FIGURE 5.23 The customer churn data set



FIGURE 5.24 Filter Examples has removed all 
instances of unknown outcome



FIGURE 5.25 A decision tree for the customer 
churn data set.



FIGURE 5.26 Output of the 
Apply Model operator



FIGURE 5.27 A performance vector for the customer churn data set.



FIGURE 5.28 Adding a subprocess to the main process window



FIGURE 5.29 A subprocess for data preprocessing



FIGURE 5.30 Creating and saving a decision tree model



FIGURE 5.31 Reading and applying a saved model



FIGURE 5.32 An Excel file stores 
model predictions.



FIGURE 5.33 Testing a model using cross-validation



FIGURE 5.34 A subprocess to read and filter customer churn data.



FIGURE 5.35 Nested subprocesses for cross-validation



FIGURE 5.36 Performance vector for a decision tree tested using cross-validation



FIGURE 5.37 Subprocess for the Tree to Rules operator.



FIGURE 5.38 Building a model with the Tree to Rules operator.



FIGURE 5.39 Rules generated by the Tree to Rules operator.



FIGURE 5.40 Performance vector for the customer churn data set.



FIGURE 5.41 A process design for rule induction



FIGURE 5.42 Adding the Discretize by Binning operator.



FIGURE 5.43 Covering rules for customer churn data.



FIGURE 5.44 Performance vector for the covering rules of Figure 5.43



FIGURE 5.45 Process design for subgroup discovery.



FIGURE 5.46 Subprocess design for subgroup discovery.



FIGURE 5.47 Rules generated by the Subgroup Discovery operator



FIGURE 5.48 Ten rules identifying likely churn candidates



FIGURE 5.53 Market basket 
analysis template



FIGURE 5.54 The pivot operator rotates the example set.



FIGURE 5.55 Association rules for the market basket analysis template.



FIGURE 5.56 Process design for clustering gamma-ray burst data.



FIGURE 5.57 A partial clustering of 
gamma-ray burst data



FIGURE 5.58 Three clusters of gamma-ray burst data.



FIGURE 5.59 Decision tree illustrating a gamma-ray burst clustering



FIGURE 5.60 A descriptive form of a decision tree showing a clustering of gamma-ray burst data.



FIGURE 5.61 Benchmark performance for nearest neighbor classification.



FIGURE 5.62 Main process design for nearest neighbor classification



FIGURE 5.63 Subprocess for nearest neighbor classification.



FIGURE 5.64 Forward selection subprocess for nearest neighbor classification.FIGURE 5.64 Forward selection subprocess for nearest neighbor classification.



FIGURE 5.65 Performance vector when forward selection is used for choosing attributes.



FIGURE 5.66 Unsupervised clustering for attribute evaluation.


